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In this paper, Daftardar–Jeffery Polynomials are introduced in the Optimal Homotopy Asymptotic Method for solution of a
coupled system of nonlinear partial differential equations..e coupled nonlinear KdV system is taken as test example..e results
obtained by the proposed method are compared with the multistage Optimal Homotopy Asymptotic Method. .e results show
the efficiency and consistency of the proposed method over the Optimal Homotopy Asymptotic Method. In addition, accuracy of
the proposed method can be improved by taking higher order approximations.

1. Introduction

Differential equations play a vital role in engineering and
applied sciences. .e nonlinear coupled Partial Differential
Equations (PDEs) have a variety of applications in physics,
acoustics, optics, elasticity, hydrodynamics, aerodynamics,
electromagnetism, chemical kinetics, economics, computer
science, and financial mathematics. .e exact solutions of
nonlinear PDEs cannot be found easily. Different ap-
proaches have been adopted by researchers for the ap-
proximate solutions of these equations. .e well-known
approaches are Runge–Kutta method (R-K) [1, 2], Shooting
method (SM) [3, 4], Finite Difference Method (FDM) [5–7],
Finite Element Method (FEM) [8, 9], Collocation Method
[10–13], and Homotopy Analysis Method (HAM) [14, 15].
Recently, Marinca et al. introduced the Optimal Homotopy
Asymptotic Method (OHAM) for the solution of nonlinear

problems [16–18] which made the perturbation methods
independent of the hypothesis of small parameters and huge
computational work..ey used more flexible function called
the auxiliary function which controls the convergence of the
proposed method. To improve the accuracy and to ensure
the faster convergence, one can use an increased number of
convergence control parameters in the first order of ap-
proximation. A more general formulation, which empha-
sizes the above features, was presented in [19, 20]. Later on,
Ali et al. introduced a new method based on adaptation of
the Optimal Homotopy Asymptotic Method (OHAM) with
Daftardar–Jeffery polynomials, called OHAM-DJ, to solve
nonlinear problems [21, 22]. Shah et al. applied OHAM-DJ
for the solution of linear and nonlinear Klein–Gordon
equations [23]. Our main goal in this work is to extend the
applications of OHAM-DJ to a coupled nonlinear KdV
system.
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.e coupled nonlinear KdV system has the following
form:

zζ(η, t)

zt
− 0.5

z3ζ(η, t)

zη3
+ 3ζ(η, t)

zζ(η, t)

zη

− 3
z

zη
ζ(η, t)w(η, t) � 0,

zξ(η, t)

zt
+

z3ξ(η, t)

zη3
− 3ζ(η, t)

zξ(η, t)

zη
� 0,

zw(η, t)

zt
+

z3w(η, t)

zη3
− 3ζ(η, t)

zw(η, t)

zt
� 0.

(1)

2. Basic Idea of OHAM-DJ

Consider the nonlinear differential equation:

L(ζ(η, t)) + N(ζ(η, t)) + g(η, t) � 0, η ∈ Ω, B ζ,
zζ
zt

􏼠 􏼡 � 0.

(2)

In equation (2), L is a linear operator, N is a nonlinear
operator, ζ is an unknown function, g is a known function,
and B is a boundary operator. According to OHAM-DJ, the
optimal homotopy H(φ(η, t; s)): Ω × [0, 1]⟶ R satisfies
the following equation:

(1 − s)[L(φ(η, t; s)) + g(η, t)] � H(s)[L(φ(η, t; s))

+ N(φ(η, t; s)) + g(η, t)].

(3)

In equation (3), s ∈ [0, 1] is an embedding parameter,
H(s) is a nonzero auxiliary function for s≠ 0, and its value is
zero for s � 0. .e unknown function ζ(η, t; s) starts from
ζ(η, t; 0) � ζ0(η, t) to ζ(η, t; 1) � ζ(η, t) as s approaches
from 0 to 1.

.e auxiliary function H(s) is chosen in the form:

H(s) � 􏽘
∞

i�1
s

i
Ci. (4)

Here, C1, C2, C3, . . . are constants. Next, we use the
Taylor series to expand the function φ(η, t; s) about s:

φ(η, t; s) � ζ0(η, t) + 􏽘

∞

j�1
ζj η, t; Ci( 􏼁s

j
. (5)

.e nonlinear function N(ζ(η, t; s)) is decomposed as

N(ζ(η, t; s)) � N ζ0(η, t)( 􏼁 + s N ζ0(η, t) + ζ1(η, t)( 􏼁􏼂

− N ζ0(η, t)( 􏼁􏼃 + s
2

N ζ0(η, t) + ζ1(η, t)(􏼂

+ ζ2(η, t)􏼁 − N ζ0(η, t) + ζ1(η, t)( 􏼁􏼃 + · · ·.

(6)

.e expressions on the right-hand side of (6) are the DJ
polynomials given as follows:

N ζ0(η, t)( 􏼁, N ζ0(η, t) + ζ1(η, t)( 􏼁 − N ζ0(η, t)( 􏼁􏼂 􏼃,

N ζ0(η, t) + ζ1(η, t) + ζ2(η, t)( 􏼁 − N ζ0(η, t) + ζ1(η, t)( 􏼁􏼂 􏼃.

(7)

In fact, the above polynomials are the terms of Taylor’s series
of the nonlinear term..e convergence of these polynomials
was determined by Bhalekar and Daftardar–Gejji [24]. For
simplification we expressed the polynomials as

N0 � N ζ0(η, t)( 􏼁, (8)

Nm � N 􏽘
m

i�0
ζ i(η, t)⎛⎝ ⎞⎠ − N 􏽘

m−1

i�0
ζ i(η, t)⎛⎝ ⎞⎠. (9)

Now, we can also express

N(ζ(η, t; s)) � N0 + 􏽘

∞

k�1
s

k
Nk. (10)

Substituting equations (8)–(10) in equation (3) and
comparing the like terms of s, we get the different order
problems given as follows.

.e zero-th order problem is

N ζ0(η, t)( 􏼁 + g(η, t) � 0,

B ζ0,
zζ0
zt

􏼠 􏼡 � 0.

(11)

.e first-order problem is

L ζ1(η, t)( 􏼁 � C1N0 ζ0(η, t)( 􏼁,

B ζ1,
zζ1
zt

􏼠 􏼡 � 0.
(12)

.e second-order problem is

L ζ2(η, t)( 􏼁 − L ζ1(η, t)( 􏼁 � C2N0 ζ0(η, t)( 􏼁 + C1 L ζ1(η, t)( 􏼁􏼂

+ N1 ζ0(η, t), ζ1(η, t)( 􏼁􏼃,

B ζ2,
zζ2
zt

􏼠 􏼡 � 0.

(13)

.e general governing equation for ζj(η, t) is given by
using

L ζj(η, t)􏼐 􏼑 − L ζj−1(η, t)􏼐 􏼑 � CjN0 ζ0(η, t)( 􏼁

+ 􏽘

j−1

i�1
Ci L ζj−i(η, t)􏼐 􏼑􏽨

+ Nj−i ζ0(η, t), ζ1(η, t),(

. . . , ζj−i(η, t)􏼑􏽩,

B ζj,
zζj

zt
􏼠 􏼡 � 0, j � 2, 3, . . ..

(14)
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.e solution of higher order problems can be easily
estimated; however, the second-order solution gives en-
couraging results.

For s � 1, equation (5) reduces to

􏽥ζ η, t; Ci( 􏼁 � ζ0(η, t) + 􏽘
j≥1

ζj η, t; Ci( 􏼁. (15)

Replacing equation (15) into equation (2), we get the
residual as

R η, t; Ci( 􏼁 � L 􏽥ζ η, t; Ci( 􏼁􏼐 􏼑 + N 􏽥ζ η, t; Ci( 􏼁􏼐 􏼑 + g(η, t).

(16)

If R(η, t; Ci) � 0, then we get the exact solution. Dif-
ferent methods can be used to estimate the values of
constants C1, C2, C3, . . . , Cj; but the method of least square
is the most common method. In the method of least
square, we minimize the errors by taking the square of the
residuals over the given domain to get the following
functional:

I Ci( 􏼁 � 􏽚
t

0
􏽚
Ω
R

2 η, t; Ci( 􏼁dη dt. (17)

Differentiating J with respect to C1, C2, C3, . . . , Cj, we
get the following system of equations containing
C1, C2, C3, . . . , Cj:

zI

zC1
�

zI

zC2
� · · · �

zI

zCj

� 0. (18)

Solving the above system, we get the values of
C1, C2, C3, . . . , Cj. Replacing the values of C1, C2, C3, . . . , Cj

in equation (14), we get the approximate solution.
.e method of least squares is a powerful technique

and has been used in many other methods such as Op-
timal Homotopy Perturbation Method (OHPM) and
Optimal Auxiliary Functions Method (OAFM) for cal-
culating the optimum values of arbitrary constants
[25, 26].

3. Implementation of OHAM-DJ to a Coupled
System of Nonlinear KdV Equations

Problem 1. Consider system (1) with initial conditions [27]:

ζ(η, 0) �
1
3

ω − 8l
2

􏼐 􏼑 + 4l
2tanh2(lη),

ξ(η, 0) �
−4l2 3l2C0 − 2ωC2 + 4l2C2( 􏼁

3C2
2

+
4l2

C2
tanh2(lη),

w(η, 0) � C0 + C2tanh
2
(lη).

(19)

Exact solution of equation (1) is

ζ(η, t) �
1
3

ω − 8l
2

􏼐 􏼑 + 4l
2tanh2(l(η + ωt)),

ξ(η, t) �
−4l2 3l2C0 − 2ωC2 + 4l2C2( 􏼁

3C2
2

+
4l2

C2
tanh2((η + ωt)),

w(η, t) � C0 + C2tanh
2
(l(η + ωt)),

(20)

where t � 1,ω � 1.5, l � 0.1, C0 � 1.5, andC2 � 0.1 are dif-
ferent parameters. Applying the proposed method, we have
the following.

.e zero-th order problem is
zζ0(η, t)

zt
� 0,

ζ0(η, 0) �
1
3

ω − 8l
2

􏼐 􏼑 + 4l
2tanh2(lη),

zξ0(η, t)

zt
� 0,

ξ0(η, 0) �
−4l2 3l2C0 − 2ωC2 + 4l2C2( 􏼁

3C2
2

+
4l2

C2
tanh2(lη),

zw0(η, t)

zt
� 0,

w0(η, 0) � C0 + C2tanh
2
(lη).

(21)

Its solution is

ζ0(η, t) � 0.04000000000000001 11.83333333333333􏼐

+1. tanh2(0.1η)􏼑,

ξ0(η, t) � 0.4000000000000001 0.8366666666666666􏼐

+1. tanh2(0.1η)􏼑,

w0(η, t) � 0.1 15. + 1. tanh2(0.1η)􏼐 􏼑.

(22)

.e first-order problem is

zξ0(η, t)

zη
− 3C1ξ0(η, t)

zw0(η, t)

zη
+ 0.5C1

z3ζ0(η, t)

zη3
� 0, ζ1(η, 0) � 0,

−
zξ0(η, t)

zt
− C3

zξ0(η, t)

zt
+

zξ1(η, t)

zt
+ 3C3ζ0(η, t)

zξ0(η, t)

zη

− C3
z3ξ0(η, t)

zη3
� 0, ξ1(η, 0) � 0.

−
zw0(η, t)

zτ
− C5

zw0(η, t)

zt
+ 3C5ζ0(η, t)

zw0(η, t)

zt
+

zw1(η, t)

zt

− C5
z3w0(η, t)

zη3
� 0, w1(η, 0) � 0.

(23)
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Solution of the first-order problem is given as

ζ1 η, t, C1( 􏼁 � 0.00032000000000000013t 473.2499999999999C1sech
2
(0.1η)tanh(0.1η) + 1.C1sech

4
(0.1η)tanh(0.1η)􏼐

+ 102.49999999999999C1sech
2
(0.1η)tanh3(0.1η)􏼑,

ξ1 η, t, C3( 􏼁 � −0.006400000000000002t 1.C3sech
4
(0.1η)tanh(0.1η) − 0.5C3sech

2
(0.1η)tanh3(0.1η)􏼐 􏼑,

w1 η, t, C5( 􏼁 � −0.0016000000000000005t 1.C5sech
4
(0.1η)tanh(0.1η) − 0.5C3sech

2
(0.1η)tanh3(0.1η)􏼐 􏼑.

(24)

Adding equations (22) and (24), we get first-order ap-
proximate solution by OHAM-DJ as

􏽥ζ(η, t) � ζ0(η, t) + ζ1 η, t, C1( 􏼁,

􏽥ξ(η, t) � ξ0(η, t) + ξ1 η, t, C3( 􏼁,

􏽥w(η, t) � w0(η, t) + w1 η, t, C5( 􏼁.

(25)

.e values of convergence control constants are calcu-
lated using the method of least squares whose values are
given as follows:

C1 � −0.03137136500930365,

C3 � 1.8490804836636396,

C5 � 1.8456318876033717.

(26)

4. Results and Discussion

OHAM-DJ has been extended for the solution of coupled
system of KdV equations. Tables 1–3 show the comparison of
absolute errors of first-order approximate solutions

Table 1: Absolute errors obtained by first-order OHAM-DJ and comparison is made with MOHAM of ζ(η, t) at
t � 1,ω � 1.5, l � 0.1, C0 � 1.5, andC2 � 0.1.

t � 0.1 t � 0.01
η MOHAM [27] OHAM-DJ MOHAM [27] OHAM-DJ
0 8.8667 × 10−4 8.99865 × 10−6 8.99865 × 10−6 8.99999 × 10−8

20 7.128 × 10−4 1.1948 × 10−4 8.06039 × 10−5 1.20499 × 10−5

40 1.38951 × 10−5 2.35856 × 10−6 1.58421 × 10−6 2.38 × 10−7

60 2.54789 × 10−7 4.32582 × 10−8 2.90535 × 10−8 4.3652 × 10−9

80 4.66673 × 10−9 7.92321 × 10−10 5.32147 × 10−10 7.99535 × 10−11

100 8.54742 × 10−11 1.45118 × 10−11 9.74665 × 10−12 1.46427 × 10−12

Table 2: Absolute errors obtained by first order OHAM-DJ and comparison is made with MOHAM of ξ(η, t) at
t � 1,ω � 1.5, l � 0.1, C0 � 1.5, andC2 � 0.1.

t � 0.1 t � 0.01
η MOHAM [27] OHAM-DJ MOHAM [27] OHAM-DJ
0 8.8667 × 10−3 8.99865 × 10−5 8.99865 × 10−5 8.99999 × 10−7

20 7.128 × 10−3 7.7428 × 10−4 8.06039 × 10−4 7.84417 × 10−5

40 1.38951 × 10−4 1.50524 × 10−5 1.58421 × 10−5 1.52668 × 10−6

60 2.54789 × 10−6 2.75994 × 10−7 2.90535 × 10−7 2.79932 × 10−8

80 4.66673 × 10−8 5.05511 × 10−9 5.32146 × 10−9 5.12724 × 10−10

100 8.54741 × 10−10 9.25876 × 10−11 9.7466 × 10−11 9.39082 × 10−12

Table 3: Absolute errors obtained by first order OHAM-DJ and comparison is made with MOHAM of w(η, t) at
t � 1,ω � 1.5, l � 0.1, C0 � 1.5, andC2 � 0.1.

t � 0.1 t � 0.01
η MOHAM [27] OHAM-DJ MOHAM [27] OHAM-DJ
0 2.2166 × 10−3 2.2495 × 10−5 2.2496 × 10−5 2.5 × 10−7

20 1.782 × 10−3 1.93585 × 10−4 2.0151 × 10−4 1.9611 × 10−5

40 3.4737 × 10−5 3.76347 × 10−6 3.9605 × 10−6 3.8170 × 10−7

60 6.3697 × 10−7 6.9005 × 10−8 7.2633 × 10−8 6.9989 × 10−9

80 1.1666 × 10−8 1.2639 × 10−9 1.3303 × 10−9 1.2819 × 10−10

100 2.1368 × 10−10 2.3149 × 10−11 2.4366 × 10−11 23479 × 10−12
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ζ(η, t), ξ(η, t), andw(η, t) by OHAM-DJ with MOHAM.
Figures 1–3 show the residual graphs for ζ(η, t),

ξ(η, t), andw(η, t) at t � 0.1. It is worth pointing out that
OHAM-DJ grants fast convergence solutions than OHAM.

5. Conclusions

OHAM-DJ has been successfully applied for the solution of a
coupled nonlinear KdV system. .e proposed method

contains an adaptable auxiliary function that is used to
control the convergence of the solution and grants alteration
inside the convergence region wherever it is required. .is
strategy is free from small parameter assumption and does
not need any initial guess. .e proposed method does not
use discretization, and the convergence is controlled by self-
assertive constants. Results revealed that OHAM-DJ is very
consistent in comparison with MOHAM. .e proposed
method is an essential analytical method and well-organized
in finding the solutions for an extensive class of coupled
systems of PDEs. .e accuracy of the proposed method can
be further improved by taking higher order approximations.
Extension of OHAM-DJ to the coupled nonlinear Korteweg-
de-Vries system is more accurate and as a result, it will be
more appealing for researchers to apply this method to the
coupled system of partial differential equations arising in
different fields of engineering sciences.

Data Availability

All the data and meta-data concerning the findings of the
manuscript are given in the manuscript.

Conflicts of Interest

.e authors declared that they have no conflicts of interest.

Authors’ Contributions

Zawar Hussain carried out the simulations. Rashid Nawaz
linguistically edited and sequenced the paper. Abraiz
Khattak made the corrections in the paper, and Adam Khan
drafted the paper.

References

[1] J. C. Butcher,/e Numerical Analysis of Ordinary Differential
Equations: Rung-Kutta and General Linear Methods, Wiley-
Interscience, Hoboken, NJ, USA, 1987.

[2] E. Hairer, M. Roche, and C. Lubich,/eNumerical Solution of
Differential-Algebraic Systems by Runge-Kutta Methods,
Springer, Berlin, Germany, 1989.

[3] S. N. Ha, “A nonlinear shooting method for two-point
boundary value problems,” Computers & Mathematics with
Applications, vol. 42, no. 10-11, pp. 1411–1420, 2001.

[4] M. R. Osborne, “On shooting methods for boundary value
problems,” Journal of Mathematical Analysis and Applica-
tions, vol. 27, no. 2, pp. 417–433, 1969.

[5] V. .omée, “From finite differences to finite elements a short
history of numerical analysis of partial differential equations,”
Journal of Computational and Applied Mathematics, vol. 128,
no. 1-2, pp. 1–54, 2001.

[6] Q. Fang, T. Tsuchiya, and T. Yamamoto, “Finite difference,
finite element and finite volumemethods applied to two-point
boundary value problems,” Journal of Computational and
Applied Mathematics, vol. 139, no. 1, pp. 9–19, 2002.

[7] M. Dehghan, “Weighted finite difference techniques for the
one-dimensional advection-diffusion equation,” Applied
Mathematics and Computation, vol. 147, no. 2, pp. 307–319,
2004.

0 10 20 30 40 50
0.0000

0.0005

0.0010

0.0015

0.0020

0.0025

x

Residual

u 
(x

, t
)

Figure 1: Residual of ζ(η, t) by OHAM-DJ at t � 0.1.

Residual

0 5 10 15 20 25 30
0.0000

0.0002

0.0004

0.0006

0.0008

0.0010

x

v (
x,

 t)

Figure 2: Residual of ξ(η, t) by OHAM-DJ at t � 0.1.

Residual

0 5 10 15 20 25 30

0.00000

0.00005

0.00010

0.00015

0.00020

0.00025

x

w 
(x

, t
)

Figure 3: Residual of w(η, t) by OHAM-DJ at t � 0.1.

Complexity 5
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+is paper presents an evolution-based hyperheuristic (EHH) for addressing the capacitated location-routing problem (CLRP)
and one of its more practicable variants, namely, CLRP with simultaneous pickup and delivery (CLRPSPD), which are significant
and NP-hard model in the complex logistics system. +e proposed approaches manage a pool of low-level heuristics (LLH),
implementing a set of simple, cheap, and knowledge-poor operators such as “shift” and “swap” to guide the search. Quantum
(QS), ant (AS), and particle-inspired (PS) high-level learning strategies (HLH) are developed as evolutionary selection strategies
(ESs) to improve the performance of the hyperheuristic framework. Meanwhile, random permutation (RP), tabu search (TS), and
fitness rate rank-based multiarmed bandit (FRR-MAB) are also introduced as baselines for comparisons. We evaluated pairings of
nine different selection strategies and four acceptance mechanisms and monitored the performance of the first four outstanding
pairs in 36 pairs by solving three sets of benchmark instances from the literature. Experimental results show that the proposed
approaches outperform most fine-tuned bespoke state-of-the-art approaches in the literature, and PS-AM and AS-AM perform
better when compared to the rest of the pairs in terms of obtaining a good trade-off of solution quality and computing time.

1. Introduction

As one of the complex systems, logistics network design
brings plenty of benefits in terms of economy, society, and
environment. Recent years have witnessed great success in
applying various tools for optimizing and managing com-
plex logistics system to drive profit and service quality of
freight transport [1]. One of such tools is location-routing
problem (LRP) [2], integrating two types of decisions: fa-
cility location problem and vehicle routing problem (VRP)
[3]. Among various extensions to the basic LRP, CLRP and
CLRPSPD have been proposed in order to represent dif-
ferent features of practical problems in the complex logistics
systems. Meanwhile, an effective solution method should be
developed for providing competitive solutions for bench-
mark instances within reasonable computing time for both
CLRP and CLRPSPD. Hence, this paper presents a novel
approach to solve both problems.

Both CLRP and CLRPSPD are NP-hard, and they are
more complicated and time-consuming to solve, especially
CLRPSPD. +erefore, it is unlikely to achieve the proven
optimality for large instances within reasonable computing
time [4]. Our previous work [2] applied a novel framework
of hyperheuristic to solve CLRPSPD using tabu search, FRR-
MAB, and combination of both as selection strategies and
five acceptance criteria. However, the main difference be-
tween this paper and our previous work can be obtained: (1)
the high-level strategies were inspired from evolutionary
algorithms instead of the above strategies; (2) four basic
acceptance criteria were developed in this paper which were
not used by our previous work; (3) this paper aims at solving
the benchmark instances of the CLRP and CLRPSPD, but
our previous work only tackled the latter; (4) the pool of
operators in our previous work was classified under the
premise of nature of operators which was given in advance,
but in this paper, the nature of operators was unknown.
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Moreover, the difference between this paper and Ref. [4] can
be drawn that our paper focuses on a different solution
method for both CLRP and CLRPSPD, namely, hyper-
heuristic approach. +erefore, the main contributions are as
follows:

(i) Aiming at solving two basic models in complex
logistics system, we explore a generality-oriented
and emerging heuristic for solving both subjects in
complex logistics network, namely, evolutionary
hyperheuristic-based iterated local search.

(ii) Inspired from the process of metaheuristics, several
ESs are developed for implementing an online
learning strategy for adaptively selecting promising
sequence of LLHs to attempt to realize the global
search, that is, QS, AS, and PS. Other most recent
and relevant nonevolutionary selection strategies
(RP, TS, and FRR-MAB) [5–7] are also chosen as the
baseline for comparison.

(iii) Four basic acceptance criteria are used to pair up
with ES and non-ES to examine their performance,
that is, All Moves (AM), Näıve Acceptance (NA),
Great Deluge (GD), and Simulated Annealing (SA).

+e remainder of this study is organized as follows.
Section 2 provides a brief review about the approaches for
problem domains and hyperheuristic over recent decades. In
Section 3, the three-index MIP formulation for CLRPSPD is
defined. +e proposed evolution-based selection strategies
are described in Section 4, and evaluation and discussion are
presented in Section 5. Finally, conclusions are given in
Section 6.

2. Literature Review

Two types of reviews are concerned in this section: one for
problem domains (CLRP/LRPSPD) and one for approaches
(i.e., hyperheuristic and HH). +e former mainly focuses on
effective approaches for solving CLRP and CLRPSPD, while
the latter reviews recent technologies in developing HH and
applications of HH in real world.

2.1. Location-Routing Problem. In the complex logistics,
CLRPSPD is a more practical variant version of CLRP by
considering reverse logistics, that is, goods need to be picked
up from clients when vehicles deliver goods to clients.
Firstly, we review some recent approaches for CLRP, and
then recent state of CLRPSPD is investigated.

As the main component in CLRP, VRP has been studied
for decades. In the last years, several researchers have de-
voted to the development of VRP. Ant colony algorithm was
applied to solve network intensive vehicle service [8].
Multiple population-based genetic algorithm was utilized to
solve train-set circulation plan problem [9]. A hybrid tabu
search algorithm was developed for a real-world problem
[10], that is, open VRP considering fuel consumption.
Meanwhile, several approaches were developed for solving a
variant of VRP [11], namely, VRP with time windows.

However, the above papers did not analyse the effects of
depots on the logistics networks.

Among the variants of LRP, the CLRP has recently
emerged as one of the most addressed, initiated in Ref. [12],
applied in many practical applications, such as, glass recy-
cling [13], food distribution [14], obnoxious waste [15],
disaster relief [16], and so on. Several surveys on CLRP are
provided in Refs. [17–21]. +e above surveys proposed
classification schemes in aspects of either structural char-
acteristics or solution approaches and also summarized
variants and extensions of CLRP, but summary on the best
approaches for solving CLRP was not provided.

Considering the tailored solution methods of solving the
CLRP, several exact methods have been devoted to solving
CLRP, such as, branch-and-cut-and-price [22], branch-and-
cut [23, 24], and dynamic programming [25], which are the
most effective exact methods in tackling CLRP. However, no
one is able to achieve proven optimality to large-scale in-
stances within reasonable CPU time. +e most effective
heuristics have been suggested to tackle large instances and
mentioned hereafter.

A two-phase metaheuristic method with TS architecture
was proposed by decomposing CLRP into two subproblems
[26]. An iterative two-phase approach was applied in Ref.
[27]. In their algorithm, clients were clustered into super-
customers, then the Lagrangian relaxation method was used
in the location phase, and granular TS (GTS) constraints
were suggested to improve the routes in the second phase. A
clustering analysis was presented to generate the routes data,
and then depot location is solved with the collapsed routes
[28]. In the method proposed in Ref. [29], a neural network
combining with a self-organizing map and TS was applied to
solve single-depot LRP. An iterative heuristic was presented
for LRP on the plane by iteratively processing feedback
information of two decision problems [30].

More recently, a hybridized GRASP was developed [31],
and an evolutionary local search (ELS) procedure was used
to search within two solution spaces. SA heuristic based on
three random neighbourhoods was studied [32]. An adap-
tive large neighbourhood search heuristic by combining
hierarchical structure and several operators was developed
[33]. Two-phase hybrid heuristic was presented by con-
structing two phases: construction phase and improvement
phase [34]. +e method was developed using a hierarchical
ant colony structure in multiple ant colony optimization
algorithm [35]. GTS with a variable neighbourhood search
algorithm was for solving CLRP [36]. A unique genetic
algorithm was proposed for CLRP [37], using local search
procedures in the mutation phase without changing the
standard GA framework. Besides, the aforementioned exact
and heuristic approaches have been applied successfully to
CLRP by many researchers, and most require efficient
constructive methods for obtaining the initial population.

Little attention has been received in developing the
CLRPSPD. +is subject was first addressed in Ref. [38]. In
their paper, an exact algorithm named branch-and-cut
method combined SA (BC-SA) was studied. Next year,
the same authors developed two types of formulas
for CLRPSPD: node- and flow-based formulas [39].
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Multistart SA was proposed to incorporate multistart hill
climbing strategies into SA framework [40]. Two-echelon
CLRPSPD has been addressed to tackle the instances with
less than 50 clients [41]. However, no instances with more
than 100 clients have been solved to prove optimality by the
above four approaches. +e SA employing three local
neighbourhood search mechanisms was developed to solve
few instances with more than 100 clients [4]. +e afore-
mentioned methods have devoted to the development of
CLRPSPD and achieved significant success in obtaining high
solution quality at the expense of significantly high com-
puting times. Our previous work [2] could outperform the
above papers in terms of computing times and solution
quality by developing a general framework of hyper-
heuristics using iterated local search procedures.

2.2. Hyperheuristic. Conclusion derived from the afore-
mentioned approaches for CLRP and CLRPSPD can be
drawn that different search operators are involved in those
methods, e.g., hill climbers, mutation heuristics, and
crossovers, which may be effective in finding global op-
tima. However, it is hard for them to obtain trade-off
between exploration (exploring new solutions) and ex-
ploitation (exploiting better solutions) rooting in that no
corresponding strategies are suggested to efficiently
evaluate and manage those operators at right time,
showing poor performance concerning computing times.
Moreover, existing search-based approaches are generally
domain-dependent, resulting in a hard task for tester
without a deep knowledge in domain. +e ideal of
hyperheuristic was defined as “heuristics to choose heu-
ristics” [5, 42]. Posteriorly, an extensive version was
developed as a methodology and classified into two types:
heuristic selection and heuristic generation (heuristics to
generate heuristics) [43]. +is paper focuses on the former
based on single-point-search method, and brief descrip-
tion and review is provided hereafter.

In the framework of selection HH, two levels are
concerned: HLH and LLH. +e HLH manipulates the
space consisting of a fixed pool of LLHs which directly
modify the space of solutions [44]. Two main categories
can be considered in HLH: selection strategies and ac-
ceptance criteria [45]. +e role of heuristic selection
mechanism is to intelligently construct effective sequences
of heuristics from the pool of LLHs, while acceptance
criterion aims at deciding whether to accept or reject new
solution after applying the chosen LLH [46]. By analysing
the source of feedback information, three modules can be
considered: online, offline, and no-learning. Choice
function [5, 47], reinforcement learning [48], TS
[2, 6, 49–52], and FRR-MAB [2, 53–57] are examples for
online selection strategies, and simple random, random
descent, RP, etc., are viewed as no-learning methods.
Several metaheuristic-based strategies for designing
hyperheuristics have been proposed in the literature: ant
colony-, particle-, and quantum-inspired hyperheuristic.
Characteristics of most evolutionary hyperheuristics in
the literature are presented in Table 1, where for each

EHH category, application domain, source of publication,
main feature, and publishing year are provided. As far as
acceptance criterion is concerned, two types are involved:
determinate and nondeterminate methods. +e former
determinately accepts the resultant result, such as all
moves, only improving, improving, and equal while NA,
SA, GD, and Monte Carlo are instanced as the non-
determinate methods for accepting the new solutions.

With the popularity of hyperheuristic, it has been widely
applied in practice, such as 2D regular and irregular packing
problems [73], nurse rostering [74], vehicle routing problem
[54], construction levelling problem [52], software project
scheduling problem [56], t-ways test suite generation [6, 75],
deriving products for variability test of feature models [55],
fast machine reassignment [76], and timetabling [77–81].
We refer interested readers to these papers [43, 82, 83] for
extensive review on hyperheuristic.

To the best of our knowledge, evolutionary hyper-
heuristics have not been used thus far to address the basic
models of complex logistics network, i.e., CLRP and
CLRPSPD.

3. Mathematical Formulation

CLRPSPD is a more practical variant of CLRP considering
the reverse logistics in which the pickup and delivery take
place at the same time for each client [4]. +e CLRPSPD and
CLRP are defined on a complete directed graph G� (V, E),
where V� J∪I is a set of nodes in which J and I represent the
potential depot and client nodes, respectively, and E� {(i, j):
i, j ∈V, i≠ j}\{(i, j): i, j ∈ J} is the set of arcs. Each arc (i, j) ∈E
has a nonnegative distance cij. Each client i ∈ I has a positive
delivery demand qi and pickup demand pi (only for the
CLRPSPD). A storage capacity wj and a fixed opening cost fj
are associated with each potential depot j ∈ J. +e index set of
vehicle types is denoted by K consisting of homogeneous
vehicles with capacity Q. +e objective is to determine the
optimal plan of the set of depots and routes to minimize the
total costs consisting of opened depot, vehicle, and travel
costs.

Two types of MIP formulations for CLRPSPD are de-
fined in Refs. [38, 39]: node- and flow-based formulations,
whose distinction depends on the definition of additional
variables in the graph: nodes or arcs, and similarity of the
above two is built on two-index concept. In this paper, three-
index flow-based MIP formulation is defined for CLRPSPD.
Before describing this formulation, some assumptions
should be considered:

(i) Each route is served by one vehicle, and each client
is served only once.

(ii) Each vehicle must return to the departure depot at
the end of the route.

(iii) Goods of each client are delivered and picked up at
the same location, and the goods are delivered to
each client before being picked up.

(iv) +e total vehicle load at any arc must not exceed the
vehicle capacity.
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(v) +e total delivery and pickup demands of clients
served by each depot cannot exceed the depot
capacity.

Decision variables:

xijk �
1, if arc(i, j) is operated by vehicle k

0, otherwise􏼨

zij �
1, if client i is served by depot j

0, otherwise􏼨

yi �
1, if depot i is selected to operate
0, otherwise􏼨

Additional variables:

Uijk: the dynamic load of each arc (i, j) operated by
vehicle k.

Based on the aforementioned assumptions and nota-
tions, the proposed flow-based formulation [2] is as follows:

min Fitness � 􏽘
j∈J

fjyj + 􏽘
i∈J

􏽘
j∈I

􏽘
k∈K

fkxijk + 􏽘
i∈V

􏽘
j∈V

􏽘
k∈K

cijxijk,

(1)

subject to

􏽘
i∈V

􏽘
k∈K

xijk � 1, ∀j ∈ I, (2)

􏽘
i∈J

􏽘
j∈J

xijk � 0, ∀k ∈ K, (3)

􏽘
i∈V

xijk � 􏽘
i∈V

xjik, ∀j ∈ V, ∀k ∈ K, (4)

􏽘
i∈J

􏽘
j∈I

xijk ≤ 1, ∀k ∈ K, (5)

􏽘
i∈S

􏽘
j∈S

xijk ≤ |S| − 1, ∀k ∈ K,
(6)

􏽘
j∈J

zij � 1, ∀i ∈ I, (7)

􏽘
j∈I

xijk + 􏽘
j∈I

xjgk ≤ 1, ∀i, g ∈ J, ∀k ∈ K, i≠g,
(8)

􏽘
i∈I

zij ≥yj, ∀j ∈ J, (9)

zij ≤yj, ∀i ∈ I, ∀j ∈ J, (10)

􏽘
j∈I

􏽘
k∈K

xijk ≥yi, ∀i ∈ J, (11)

􏽘
j∈I

xijk ≤yi, ∀i ∈ J, ∀k ∈ K, (12)

xijk + zig + 􏽘
m∈J,g ≠m

zjm ≤ 2, ∀i, j ∈ I, ∀k ∈ K, ∀g ∈ J,

(13)

max 􏽘
i∈I

zij × qi, 􏽘
i∈I

zij × pi

⎧⎨

⎩

⎫⎬

⎭ ≤wj × yj, ∀j ∈ J, (14)

􏽘
i∈J

􏽘
j∈I

Uijk � 􏽘
i∈V

􏽘
j∈I

xijk × qj, ∀k ∈ K, (15)

􏽘
i∈I

􏽘
j∈J

Uijk � 􏽘
i∈V

􏽘
j∈J

xijk × pj, ∀k ∈ K, (16)

􏽘
k∈K

􏽘
i∈V

Uijk − qj � 􏽘
k∈K

􏽘
i∈V

Ujik − pj, ∀j ∈ I, (17)

0≤Uijk ≤Q × xijk, ∀i, j ∈ V, ∀k ∈ K. (18)

In this three-index flow-based MIP formulation, ob-
jective function (1) represents the fitness value Fitness
consisting of the total costs composed of fixed lease cost of
depots and vehicles and travelling cost of edges; constraint
(2) guarantees that each client is served only once; constraint
(3) eliminates routes between depots; constraint (4) ensures

Table 1: Ant-, particle-, and quantum-based hyperheuristics.

Evolutionary type Application domain Publication Main feature
Ant-based HH Scheduling [60] Population/paired

Project presentation scheduling [61] Population/paired
2D bin packing [62] Population/paired

Travelling tournament [63] Population/paired
P-median [64] Population/paired

WDM networks [65] Population & single-point/paired
WDM networks [66] Population/paired

Dynamic environment [67] Single-point/paired
Travelling salesman [68] Population/paired
Flow shop scheduling [69] Population/single

Particle-based HH Academic scheduling [70] Population/multi-heuristics
Examinations scheduling [71] Population/multi-heuristics

Project scheduling [72] Population/multi-heuristics
Grid resource scheduling [73] Population/single-heuristic

Quantum-based HH Energy-aware scheduling [74] Population/single-heuristic

4 Complexity



that entering and leaving edge to each node is equal; con-
straint (5) requires that only one route is assigned to one
vehicle and the vehicle only departs from one depot; sub-
circuits in each route are forbidden by constraint (6);
constraint (7) eliminates the situation that one client is
served by plural different depots; constraint (8) specifies that
plural different depots must not exist in the same route;
constraints (9) and (10) enforce that clients are assigned to
the selected depots and each depot to open must serve at
least one client; each vehicle is assigned to the chosen depots
and each selected depot must have at least one vehicle, which
is ensured by constraints (11) and (12); constraint (13)
ensures two consecutive clients of each route are served by
the same depot; constraint (14) forbids that total delivery and
pickup demands of clients must not exceed the depot’s
capacity; constraint (15) guarantees that the total delivery
demands of all clients served by each depot should equal to
depot’s total delivery load; constraint (16) requires that the
total pickup demands of all clients served by each depot
should equal to depot’s total pickup load; equation (17)
expresses the proper movement of load delivery and/or
pickup; constraint (18) makes sure that the total load of each
arc of vehicles must not exceed vehicle’s capacity.

4. Proposed Approach

In the following sections, we introduce HH by describing the
adopted solution representation, effective constructive
heuristic, low-level heuristics for domains, nine selection
strategies, and four acceptance criteria for high-level
heuristic.

4.1. Solution Representation. +e solution representation
plays an important role in improving the performance of an
algorithm for the CLRPSPD, which should include all routes
and the chosen depot of each route. +erefore, a string of
cells are used to represent a complete solution which de-
termines the assigned clients to each vehicle, the depots to be
selected, and the sequence of clients to be visited by a specific
vehicle starting and ending at the same depot. +e solution
representation in this paper applies a simple and efficient
encoding [2], which is a complete set of vehicle routes, that
is, R� {r1, r2, . . ., rK} with inserting the chosen depot at two
ends of each route. Meanwhile, we also store the attributes of
each route in the second subcell of each route. It is worth
noting that our chromosome representation can meet the
constraints (2)–(18) for avoiding restoring the feasibility of
solutions and allowing fast evaluation of its fitness value
without the need for decoding.

4.2. Initial Solution. +e initialization method is an im-
proved greedy heuristic (inspired from the approach in Ref.
[4]), named here as regret-k greedy heuristic (RKGH),
proposed by our previous work [2]. After implementing
greedy heuristic [4], configuration of depots (m≥ 2) has been
determined. Let xik ∈ {1, 2, . . .,m} be a variable that indicates
the depot for client i that has the kth lowest cost, that
is,c(i, xik)≤ c(i, xik′). Using this notation, we can define a regret-

k value Δck(i) as Δck(i)� c(i, xik) − c(i, xi1). In other words,
the regret-k value is the difference in the cost for client
placed in the first best depot and its kth best depot. +e
RKGH chooses to assign the client i that maximizes

max α × 􏽘
j∈k
Δcj

(i)
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (19)

+emultiplier α depends the remaining capacity of each
depot, α� 1 representing that client i is served by this depot
without violating the capacitated constraints; otherwise, α is
set to 0. In this paper, the value of k is also set to 2, namely,
R2GH is applied.

4.3. Hyperlevel Heuristics. In this paper, we use different
pairings of operators’ vector and acceptance criterion. +ere
are 36 possible pairings of nine operators’ vectors and four
acceptance criteria. Several strategies are involved: RP, TS,
FRR-MAB, QS, AS, and PS, and three variants are also
developed. +e strategies implementing QS, PS, AS, and
their variants can be categorised as ES. Four acceptance
criteria are provided in this paper: AM, NA, GD, and SA.+e
brief descriptions are presented in the following sections.

4.3.1. Operator Selection Vector Design. Operator selection
strategies in the literature generally assign a probability to
each operator and use a roulette wheel or tournament-like
process to select the LLHs according to them [54], named as
operator selection vector. +e selection vector consists of an
array of operators, each with a probability of selection. In
this paper, selection vector is designed by assigning a
probability to each LLH, and the initial selection vector of
LLHs has an equal probability of selection.

(1) RP: the initial vector is not changed during the run,
and all LLHs have an equal selection probability
regardless of performance, also called as fixed se-
lector [84], so the random one is chosen as a baseline
for comparison with others.

(2) TS: tabu list is used to prohibit LLHs with recently
poor performance from being applied too soon. +e
LLHs belonging to be tabu (i.e., the selection
probability is 0) are released (i.e., the selection
probability is initial value) whenever other LLHs
make a change in objective function, which is slightly
different from the aspiration criterion [51].

(3) FRR-MAB [7]: FRR-MAB was proposed to adap-
tively select appropriate LLH based on its recent
performance storing in slide windows implementing
FIFO mechanism. Two successive stages are dis-
cussed: credit assignment and selection mechanism.
+e former offers the method to measure the impact
on the quality in search process caused by the ap-
plication of recent LLHs, while the latter selects one
LLH with maximizing received credit values for
generating new solution. For applying selection
vector, the reward value of each LLH is normalized as
selection probability. +e other version based on
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FRR-MAB is combined with TS (viewed as FMT)
proposed by our previous work [2], absorbing the
rapid response capability of TS to exclude LLHs with
poor performance.

(4) QS: a heuristics search space with ξ LLHs in QS is
defined as

H � h1, h2, L, hξ􏼐 􏼑 �
β1 β2 L βξ
α1 α2 L αξ

⎡⎣ ⎤⎦, (20)

where hi � βi αi􏼂 􏼃 represents hiQ-bit and |βi|2 and
|αi|2 give the probability that hi selects and disuses
state, respectively, and guarantee |αi|2 + |βi|2 �1. A
learning strategy based on Q-gate is utilized to up-
date selection probability |βi|2 of hi based on real-
time performance.

αt+1
i

βt+1
i

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦ �
cos θt

i( 􏼁 − sin θt
i( 􏼁

sin θt
i( 􏼁 cos θt

i( 􏼁

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ ×

αt
i

βt
i

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦, (21)

Δθt
� Δθ0 × 1 − k

t

tmax
􏼠 􏼡, (22)

θt
i �

f πt( 􏼁 − f πt
best( 􏼁( 􏼁 × αt

i × βt
i × xt

i − bxt
i( 􏼁

f πt( ) − f πt
best􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 × αt
i × βt

i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

× Δθt
, (23)

where αt
i βt

i􏽨 􏽩 is the Q-bit of hi during tth iteration
and θt

i is the rotation angle of each Q-bit; Δθt is
rotation angle in tth iteration; k is uniformly dis-
tributed within 0 1􏼂 􏼃; tmax is the maximum itera-
tion; πt and πt

best are, respectively, sequence of
current selected LLHs and selected LLHs in
obtaining the best solution; xt

i and bxt
i are the state

of hi of current and global sequence of selected
LLHs; πt � 4 6 7 1􏼂 􏼃 represents the current se-
quence of LLHs; and xt can be illustrated
asxt � 1 0 0 1 0 1 1􏼂 􏼃 if ξ � 7. +e other version
based on QS is combined with TS (named as QS2),
absorbing the rapid response capability of TS to
exclude LLHs with poor performance.

(5) AS: inspired from application of ant colony opti-
mization (ACO) in travelling salesman problem
(TSP) and 0/1 knapsack problem, two versions of AS
are developed into adaptively making decisions on
selecting favourable sequence of LLHs. +e first
variant (paired-AS, AS2) highlights the joint per-
formance of pairs of LLHs by determining next LLH
(one at a time) based on probabilities proportional to
the pheromone levels of each heuristic pair shown in
equation (24); in this version, pheromone laying
criterion [59] is modified for laying the pheromone
for pairs which reach an improvement to the pre-
vious function, that is, if an ant performs heuristics
hx, hy, and hz and hy leads to a nonimproving

solution and hz provides a better solution, phero-
mone will be laid on edge x-z and neither x-y nor y-z,
while the latter (single-AS, AS) emphasizes indi-
vidual performance of each LLH by viewing the
performance information of individual LLH as its
pheromone trail [67]. Possible sequence of LLHs is
selected by normalizing pheromone trail as selection
probabilities.

p
t+1
ij �

τt+1
ij

􏽐
j∈ξ,j≠i

τt+1
ij

, (24)

τt+1
ij �

ρ · τt
ij +

FIRj

ηij

, if ant k selects (i, j),

ρ · τt
ij, otherwise,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(25)

where τt
ij (ξ × ξ) and pt

ij (ξ × ξ) define, respectively,
the pheromone trail and selection probability of i-j
edge in tth iteration; 0< ρ≤ 1 represents the evapo-
ration rate for pheromone; FIRj is fitness improve-
ment rate compared to previous solutions [7, 55];
and ηij (ξ × ξ) is the visibility information illustrating
heuristic information. +e above equation (25) is
used to update pheromone trail with ηij �Ti+Tj (Ti
indicates the running time of hi), while equation (25)
can be modified for AS with ηj �Tj by ignoring the
previous hi.

(6) PS: PS has been nominated as HLH strategies to
measure effectiveness of their order placement and
selection mechanism. Each particle is a vector of ξ
numbers representing the selection probabilities of
LLHs obtained by normalizing the position (using
the original formulations) of this particle. +e par-
ticles impose the order that the LLHs are applied to
solution domain. Each particle is evaluated using
performance indicator FIR.

p
t
i �

Xi(t)

􏽐
i∈ξ

Xi(t)
.

(26)

Among the last seven selection strategies, probabilities of
selecting LLHs are utilized to order LLHs, with the maxi-
mum utility score/weight being placed in the front of the list.
+e chosen LLHs are then applied in sequence following this
order. However, the sequence of selected LLHs are randomly
permutated to modify the current solution for RP and TS.

4.3.2. Acceptance Criteria Design. After recent application of
the LLHs, the obtained solution is considered for accepting
as incumbent solution into next iteration. If the new solution
is at least as good as the previous solution it will replace, and
then it is automatically accepted as current solution re-
gardless of the nature of an acceptance mechanism; oth-
erwise, acceptance criterion is utilized to whether discard the
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new solution or not [65, 84]. +e following four acceptance
criteria are proposed to pair up with the above selection
strategies, aiming at pointing out which pairs perform better
than others.

(1) AM [5]: the current result is replaced by all new
results with probability value at 1.

(2) NA [84]: the current result is replaced by no-im-
proving results with probability value at 0.5.

(3) GD [50, 84]: a no-improving result is accepted if it is
better than a dynamically changing threshold value
which depends on the current and historical fitness
information. For determining the range of accepting
a child solution, a threshold value is applied, which
decreases with the increase in iteration.

S
t
threshold � 1 + 0.5 × 1 −

t

tmax
􏼠 􏼡􏼠 􏼡 × Gbest(t), (27)

where t and tmax indicate the current steps and the
maximum iteration andGbest (t) represents the global
best solution objective value found so far.

(4) SA [65]: new solutions are accepted as the current
solutions if the probability criterion is met, that is,
improving results are accepted with probability value
at 1 while no-improving results are accepted if a
uniform value within [0, 1] is less the critical value.
+e probability of accepting a no-improving solution
in SA is calculated for making a decision on whether
accepting it or not [65]:

p
t

� e
− Δf/ΔFt 1− (t)/ tmax( )( )( ), (28)

where Δf is the difference in the quality between the
new solution and current solution and ΔFt represents
the expected range for maximum solution quality
change, ΔFt =Gbest (t) − Gbest (0).

4.4. Low-LevelHeuristics. +e pool of LLHs can be viewed as
a “black box” which are used to perturb the incumbent
solution by either intensifying or diversifying the search in
the search region, which is used in Ref. [2]. +ey normally
are a set of simple, cheap, and knowledge-poor LLHs [5].+e
module of this paper is composed of 13 LLHs h1, h2, . . ., h13
across two pools of heuristics: mutational heuristic (MH)
and local search/hill climber (HC), which are identified by
the role in improving or worsening the solution. +e first six
LLHs are implemented to explore new region: 2-opt, or-opt,
shift, interchange, add, and Shaw. Others are utilized to
exploit better solutions: relocation, 2-opt, 3-opt, relocate,
and 1-interchange algorithm, which apply intra and inter-
route moves.

+e detailed information of h1∼h4 can be obtained from
Ref. [54], which are simple and basic mutational heuristics.
+e h5 heuristic diversifies the open depots by opening a new
one and randomly assigning between 1 and 2/3 of the routes
to it [37]. As to the last diversified LLH h6 [85], it is a method
named as destroy-and-repair operator proposed to remove

related clients, i.e., clients that are geographically close to
each other and reinserted into best positions. In our paper,
basic greedy heuristic [86] is suggested to reinsert removal
clients back into routes.+e disturbed solutions are accepted
as long as the above acceptance criteria and the vehicle
capacity at each arc and depots capacity are obeyed.

+e relocation h7 is developed to reselect the appropriate
depots for determined routes. Each route is collapsed into a
cluster and the smallest insertion costs can be calculated as
the distance of the depots in the original routes. +e depots
with the larger number of clusters take priority to open. And
then other unassigned clusters (from large to small order)
sharing same closest depot will be arranged to its closest
depot, unless the assigned depots’ capacity and cost are not
satisfied. +e 2-opt [87] inside the routes is equivalent to the
well-known 2-opt move (h8) [88], whereas the other version
of 2-opt implemented between different routes is identified
(h9). Due to reduced CPU time, the intral-3-opt (h10) [89] is
only considered.+e relocate heuristic [90] reinserts a single
client in another position inside the incumbent route (h11)
or in another route (h12). +e 1-interchange [91] heuristic
swaps each position of client from one route with each client
in another route if not sharing the same depot (h13). If
improvements are found and depot capacity and vehicle load
at each arc are met, the above moves are implemented,
allowing them to improve incumbent solutions.

+e MHs often perform simple random moves to per-
turb the incumbent solution without guaranteeing com-
petitive results. Although insufficient for achieving
competitive results, they are useful for providing random-
ization and helpful for navigating out of local optima.
However, HCs play a key role in quickly obtaining much
better solutions at each step. Moreover, it might be desirable
to apply HCs after application of any MH and to apply MHs
if it is hard for HCs to provide promising solutions. Con-
sidering the above features, the proposed nine selection
strategies are utilized to adaptively manage the HCs, inspired
from the mechanism on management of local search heu-
ristics [5, 54] and the method for automatically classifying
according to the performance proposed in Ref. [57]. +e
probability for selecting any oneMH as guider for getting rid
of local optimality is set to 1 if and only if no HC can provide
an improvement to previous objective value; otherwise, the
probability value is set to 0. Hence, Figure 1 is the framework
of hyperheuristics applied in this paper.

Moreover, a stopping mechanism is defined by evalu-
ation limits with maximum number of fitness evaluation
(αmax), aiming at providing fair comparison.

5. Computational Evaluation

In this paper, we explore the performance of a set of
hyperheuristics in solving CLRP and CLRPSPD. +e ex-
periments consist of four parts. In the first part, an overall
picture related to the selection strategies and acceptance
alternatives is provided to rank the performance of 36 pairs
and determine first four outstanding pairs for the following
experiments. +en, the efficiency and features are analysed
for the chosen pairs by implementing on the three sets of
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CLRP benchmark instances. In the third part, we explore the
performance of selected pairs in solving CLRPSPD bench-
mark sets. Finally, the performance of selected pairs is tested
against recent and effective tailored approaches in the
literature.

5.1. Experimental Design. +e presented HH approach with
36 pairs is coded in Matlab 8.6 and runs on a desktop
computer with Intel Core (TM) i7-6700K (4.00GHz) and
8GB RAM, under Windows 10; it is embedded in the CLOR
tool, available by emailing to us.

As far as calibration is considered, two types of pa-
rameters are concerned: specific selection strategy param-
eters and common hyperheuristic parameters. +e former
relates to the setting of selection strategies, while the latter
accounts for the common parameters between LLHs and
HLH, and they are summarized in Table 2.

Some of the specified parameters follow defaults sug-
gested in the literature, and others were determined by
conducting an initial experiment with various settings
aiming at obtaining relative better results within reasonable
CPU time. As to common hyperheuristic parameters, initial
selection probability p is set to 0.5 for each LLH in line with
the initial probability amplitudes of QS; tabu list size lt is set
to 7 which is the number of HCs; as single-point-based
search hyperheuristic framework is investigated in this
paper, the sizes of population used in the LLH and HLH are
set at 1. For fairly comparing the running time of each pair,

the maximum number of fitness evaluation for each instance
is provided, which was different from the method in Ref. [2]
(i.e., the maximum iterations without improving solution),
depending directly on the number of clients, depots, and
vehicles:

αmax � a ×(m + n + K)
2
. (29)

Aiming at obtaining a good trade-off between solution
quality and computing time, the multiplier a is taking on the
value 5 for all instances in this paper.

5.2. Benchmark Instances. +ree sets of CLRP benchmark
instances were adopted to evaluate the efficiency and fea-
tures of each pair for hyperheuristic. +ese sets are provided
in Refs. [26–28]. One separation approach is used to gen-
erate the datasets of CLRPSPD from the above CLRP
benchmarks, instanced asW type in Ref. [92] with setting 0.8
for β.

+e first benchmark instances [28] contain 19 cases. +e
number of clients ranges from 12 to 318, and the number of
depots m varies between 2 and 15, and the fixed vehicle cost
fv is not given. In the randomly generated set [27], the
number of clients ranges from 20 to 200, the number of
depots m is 5 and 10, and vehicle capacity Q is {70, 150} and
fv � 1000. +e benchmark instances [26] are also randomly
generated which contain 36 cases with n ∈ {100, 150, 200},
m ∈ {10, 20}, Q� 150, and fv � 10. And the clients’ demand
of this benchmark ranges from 1 to 20. +e above three
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Figure 1: Framework of hyperheuristic approach.

Table 2: Configuration for each selection strategy.

Strategies Parameters Values Common parameters
FRR-MAB Scaling factor C 0.5 [7] Initial probability p � 0.5

Sliding windows size W 25 [56] Population size SLLH � 1 (single-point search)
QS/QS2 Initial rotation angle, Δθ0 0.02π Population size SHLH � 1 (only one individual)

Initial probability amplitudes α, β 0.7071 [74] Maximum fitness evaluation αmax (Eq. 29)
AS/AS2 Initial pheromone, τij/τi 0 Maximum iteration tmax � 106

Initial visibility, ηij/ηi 0
Evaporation rate, ρ 0.2 [69]

PS Learning factors, c1, c2 2 [72]
Inertia weight, w 1 [72]
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benchmark sets are available at http://sweet.ua.pt/sbarreto/
or_http://prodhonc.free.fr/homepage.

Euclidean distances are applied in all datasets. In Prins
et al. benchmark set for CLRPSPD, the obtained distances
are multiplied by 100 (rounded up to the next integer in
CLRP) and the total costs are rounded up to the next integer,
which is different from the sets obtained in Refs. [4, 38]. +e
working cost of vehicle for each instance with less than 100
clients in the first set increases to 20, namely, fv � 20.

5.3. Results

5.3.1. Experiment on 36 Pairs. +e first set of experiment is
performed to compare the performance of 36 pairs of hyper-
heuristics aiming at determining the first four outstanding pairs
for the following experiments. Nine CLRP instances in Barreto
set with the number of clients ranging from 50 to 318 were used
to test performance of each pair, implementing fifty runs on
each instance.+emaximumnumber of fitness evaluation is set
to 10000. Aiming at comparing and scoring for all pairs, for-
mula (1) scoring system was adopted, which was used to rank
the approaches by CHESC (Cross-domain Heuristic Search
Challenge) before 2010 (http://www.asap.cs.nott.ac.uk/external/
chesc2011/). +e top eight approaches are given a score of
10, 8, 6, 5, 4, 3, 2, and 1 point for each problem from the best
to the worst, successively [65]. +e rest of the methods
receive a score of 0. In this paper, the score of 10 points is
assigned to the pairs which can exploit the best known
solution (BKS), and the scores for the rest of pairs are
similar to formula (1) scoring system. +erefore, 90 is the
maximum overall score a pair can get.

Experiment results are shown in Table 3, where the
overall scores of the best four pairs, nine selection
strategies, and four acceptance criteria are provided. As
can be seen from the results, HH performing AS-AM is the
best clear winner, and PS-AM, QS2-SA, and TS-SA also
outperform other pairs. +e hyperheuristic using AS,
FRR-MAB-TS, TS, and RP as selection components
performs better than others regardless of the acceptance
component, and several interesting conclusions can be
drawn from the overall scores that (1) TS could promote
better performance for selection strategies by excluding
the LLHs with poor performance, when compared with
the performance of selection strategies without TS,
reaching an average improvement about score 25 point;
(2) the performance of AS using 0/1 knapsack problem
outperforms AS2 applying TSP, in other words, compared
to the one laying ant pheromone trails at routes, the
mechanism laying ant pheromone trails on vertices (i.e.,
LLHs) have a greater chance of success in guiding ants to
select the promising sequence of LLHs; (3) PS-AM and
QS2-SA ranks the second/third place in overall scores of
pairings, even if the performance of PS/QS2 is barely
satisfactory. From the last four scores of acceptance
component regardless of the selection component, AM
and SA rank, respectively, the first and second with a score
529 and 518, while the other two receive a score of 473 and
429, respectively.

Figure 2 shows the box plot for the scores of nine se-
lection strategies and four acceptance criteria. In the box
plot, the minimum and maximum values obtained (ex-
cluding the outliers), the lower and upper quartiles, and
median are shown.

From such analysis and answering the first experiments,
we identify AS-AM as the best pair considering most cases
and scores, and additional PS-AM, QS2-SA, and TS-SA are
also selected to conduct the following experiments.

5.3.2. Experiment on CLRP. +e first four outstanding pairs
were tested performing fifty runs on each instance, from
which best found solution, gaps to BKS, and computing time
are shown, providing the insufficient page space. Results for
three CLRP benchmark instances are shown in Tables 4–6.
+e first column of each table is the name of each instances,
followed by BKS, and results concerning four pairs which
contain best found results (Best), gap (in percentage) to the
BKS, and average computing time in seconds (CPU). Av-
erage and median values for gaps and CPU are displayed in
the last two rows.

For the first three pairs (Table 4), the BKSs of instances
with less than 150 clients are exploited with average gap at
− 0.04% for TS-SA, − 0.07% for QS2-SA, and − 0.05% for AS-
AM. Only one BKS cannot be found by the last pair with
highest gap at 0.06% and average value at − 0.04%. Con-
cerning the median values of gaps to BKS, they take on the
value 0. Computing times are on average less than 29, 25, 27,
and 17 s, and median values are lower than 6 s even if the
largest instances exist. Two new BKS are found by four pairs,
obtaining an improvement of over 0.5% for Perl83-318× 4
by PS-AM and over 0.7% for Perl83-318× 4-2 by QS2-SA.

In the second benchmark (Table 5), at least 16 BKS can
be found by the four pairs, with difference in finding the Best
of 50-5-2b. Four new BKSs in this set are obtained, re-
spectively, reaching an improvement of over 0.3% for 200-
10-1b by TS-SA and PS-AM and 0.1% for 200-10-2b and

Table 3: +e overall formula (1) scores for the top four pairs and
strategies.

Pairs Overall score
AS-AM 73
PS-AM 67
QS2-SA 66
TS-SA 65
RP 222
TS 229
FRR-MAB 204
FMT 233
QS 176
QS2 215
AS 242
AS2 212
PS 216
AM 529
NA 473
GD 429
SA 518
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200-10-3b by TS-SA. Concerning gaps of Best, average
values are, respectively, 0.06% for TS-SA and 0.07% for other
pairs, and the highest gaps are less than 0.8% for four pairs.
Median values equal to 0 for all pairs. Average and median
values for CPU are, respectively, 50.8 and 14.9 s for TS-SA,
47.7 and 15.3 s for QS2-SA, 41 and 13.1 s for AS-AM, and
33.6 and 12.6 s for PA-AM.

For the Tuzun and Burke benchmark (Table 6), TS-SA
and PS-AM tie for first place in the number of new BKS
found with 13 new BKSs, and QS2-SA tails the winner to

take the second place by exploiting 12 new BKSs and AS-AM
is in the last place. Concerning the number of solution less
than or equal to BKS, TS-SA, PS-AM, and QS2-SA, re-
spectively, rank the first, second, and third with 29, 28, and
27 solutions less than or equal to BKS, and AS-AM ranks the
last place with 26 solutions less than or equal to BKS. What
surprised us is that the number of new BKS accounts for over
30%, except for AS-AM with 27.8% of 36 instances in this
benchmark. Concerning gaps of Best, average values are,
respectively, − 0.01% for TS-SA, 0.01% for QS2-SA and PS-
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Figure 2: Box plots of scores for a statistical comparison of (a) selection strategies and (b) acceptance criteria.

Table 4: Results for the CLRP instances in Barreto set.

Set BKS
TS-SA QS2-SA AS-AM PS-AM

Best Gap CPU Best Gap CPU Best Gap CPU Best Gap CPU
P12-2 204.0 204.0 0.00 0.1 204.0 0.00 0.1 204.0 0.00 0.1 204.0 0.00 0.1
G21-5 424.9 424.9 0.00 0.4 424.9 0.00 0.4 424.9 0.00 0.4 424.9 0.00 0.3
G22-5 585.1 585.1 0.00 0.3 585.1 0.00 0.4 585.1 0.00 0.3 585.1 0.00 0.3
M27-5 3062.0 3062.0 0.00 0.6 3062.0 0.00 0.6 3062.0 0.00 0.5 3062.0 0.00 0.5
G29-5 512.1 512.1 0.00 0.6 512.1 0.00 0.6 512.1 0.00 0.5 512.1 0.00 0.5
G32-5 562.2 562.2 0.00 0.7 562.2 0.00 0.7 562.2 0.00 0.6 562.2 0.00 0.6
G32-5-2 504.3 504.3 0.00 0.6 504.3 0.00 0.7 504.3 0.00 0.6 504.3 0.00 0.5
G36-5 460.4 460.4 0.00 0.9 460.4 0.00 0.9 460.4 0.00 0.8 460.4 0.00 0.7
C50-5 565.6 565.6 0.00 2.0 565.6 0.00 2.2 565.6 0.00 1.8 565.6 0.00 1.6
P55-15 1112.1 1112.1 0.00 4.2 1112.1 0.00 5.2 1112.1 0.00 4.6 1112.8 0.06 4.2
C75-10 844.4 844.4 0.00 7.9 844.4 0.00 7.9 844.4 0.00 7.0 844.4 0.00 6.3
P85-7 1622.5 1622.5 0.00 9.6 1622.5 0.00 9.7 1622.5 0.00 8.6 1622.5 0.00 7.7
D88-8 355.8 355.8 0.00 7.0 355.8 0.00 6.3 355.8 0.00 6.5 355.8 0.00 5.9
C100-10 833.4 833.4 0.00 11.4 833.4 0.00 12.3 833.4 0.00 10.6 833.4 0.00 8.3
O117-14 12290.3 12290.3 0.00 18.3 12290.3 0.00 18.4 12290.3 0.00 16.4 12290.3 0.00 14.6
M134-8 5709.0 5709.0 0.00 32.7 5709.0 0.00 33.0 5709.0 0.00 29.9 5709.0 0.00 24.1
D150-10 43919.9 43919.9 0.00 42.7 43919.9 0.00 45.0 43919.9 0.00 38.3 43919.9 0.00 33.1
P318-4 7249.3a 4484.2 − 0.50 156.4 4145.9 − 0.56 110.0 3966.0 − 0.59 126.8 3991.1 − 0.58 78.8
P318-4-2 13070.0b 10866.5 − 0.33 243.4 8293.0 − 0.72 213.0 10269.4 − 0.42 260.6 10905.1 − 0.33 125.3
AV 68099.3 67837.8 − 0.04 28.4 67684.6 − 0.07 24.6 67779.1 − 0.05 27.1 67813.9 − 0.04 16.5
MD 0.00 4.2 0.00 5.2 0.00 4.6 0.00 4.2
Bold numbers are the best known solutions. Italic numbers are the minimum value among four obtained solutions. Underscore numbers are the obtained
values less than the best known solutions. aResults minus 550000. bResults minus 650000.

10 Complexity



AM, and 0.03% for SA-AM, and median values are 0 for all
pairs. Computing times are on average 77.6, 74.5, 59.6, and
52.5 s, and median values are 62.6, 64.4, 53.8, and 50.3 s.

We conduct statistical analysis for obtained results of
three CLRP benchmark sets in Tables 4–6 through Table 7
based on multiple pairwise comparisons with 95% confi-
dence level (i.e., α� 0.05), namely, Friedman tests. In the
Friedman test, the null hypothesis (H0) is only rejected if the
Friedman statistic (χ2) is greater than the critical value,
looking up in χ2 table through sample size and confidence
level, and post hoc test based onWilcoxon Rank-Sum should
be carried out to detect the significant difference among
samples, when needed; otherwise, the null hypothesis (H0) is
accepted indicating that no significant difference is con-
cerned among four pairs. In Table 7, Friedman statistics (χ2)
take the values 3.923 for Barreto et al., 6.750 for Prins et al.,
and 6.201 for Tuzun and Burke, which are, respectively,
lower than 10.117, 18.493, and 23.269, indicating that there is
no significant difference among performance of four pairs.

5.3.3. Experiment on CLRPSPD. +e CLRPSPD benchmark
instances, which were first converted in Refs. [2, 38], were
also used to evaluate the features of the best four pairs.
However, this paper only considered theW type of the above
sets for the CLRPSPD. +e main reason is that the sets of X,
Y, and Z types show the same characteristics with the
original sets of CLRP, and it is most difficult to obtain BKSs
for the instances using W type separation approach. All
BKSs were obtained from Ref. [1]. Results for the three
CLRPSPD benchmark instances are shown in Tables 8–10.
+e first column of each table is the name of each instances,
followed by the best known solution (BKS), data concerning
the first four best pairs which contain best results (Best), gap
(in percentage) to the BKS, and average computing time in
seconds (CPU). Average (AV) and median values (MD)for
gaps or gap and CPU are displayed in the last two rows.

For the Barreto benchmark set, computing times are on
average lower than 35, 30, 29, and 18 s andmedian values are
3.9, 4, 3.4, and 3.1 s, respectively. Concerning gaps of Best,

Table 5: Results for the CLRP instances in Prins set.

Set BKS
TS-SA QS2-SA AS-AM PS-AM

Best Gap CPU Best Gap CPU Best Gap CPU Best Gap CPU
20-5-1 54793 54793 0.00 0.5 54793 0.00 0.5 54793 0.00 0.5 54793 0.00 0.5
20-5-1b 39104 39104 0.00 0.3 39104 0.00 0.3 39104 0.00 0.2 39104 0.00 0.2
20-5-2 48908 48908 0.00 0.5 48908 0.00 0.6 48908 0.00 0.4 48908 0.00 0.4
20-5-2b 37542 37542 0.00 0.3 37542 0.00 0.3 37542 0.00 0.3 37542 0.00 0.2
50-5-1 90111 90111 0.00 3.9 90111 0.00 4.1 90111 0.00 2.9 90111 0.00 2.6
50-5-1b 63242 63242 0.00 1.8 63242 0.00 2.0 63242 0.00 1.9 63242 0.00 1.7
50-5-2 88298 88298 0.00 4.2 88298 0.00 4.3 88298 0.00 3.6 88298 0.00 3.4
50-5-2b 67308 67373 0.10 2.1 67308 0.00 2.1 67449 0.21 1.7 67308 0.00 1.5
50-5-2bis 84055 84055 0.00 3.5 84055 0.00 3.7 84055 0.00 3.1 84055 0.00 2.9
50-5-2bbis 51822 51822 0.00 2.4 51822 0.00 2.5 51822 0.00 2.1 51822 0.00 2.0
50-5-3 86203 86203 0.00 3.9 86203 0.00 4.3 86203 0.00 3.4 86203 0.00 3.1
50-5-3b 61830 61830 0.00 1.9 61830 0.00 1.9 61830 0.00 1.6 61830 0.00 1.6
100-5-1 274814 276096 0.47 28.9 276144 0.48 30.9 275601 0.29 25.8 275598 0.29 22.6
100-5-1b 213615 213654 0.02 14.1 213654 0.02 13.5 213671 0.03 12.2 213654 0.02 10.9
100-5-2 193671 193671 0.00 35.1 193671 0.00 34.4 193671 0.00 26.6 193671 0.00 26.0
100-5-2b 157095 157129 0.02 14.1 157144 0.03 15.2 157110 0.01 13.8 157129 0.02 12.3
100-5-3 200079 200079 0.00 34.3 200079 0.00 34.5 200079 0.00 25.7 200079 0.00 26.8
100-5-3b 152441 152441 0.00 13.8 152441 0.00 13.0 152441 0.00 12.3 152441 0.00 11.3
100-10-1 287695 287688 0.00 31.7 287688 0.00 32.8 287688 0.00 27.4 287688 0.00 25.4
100-10-1b 230989 231608 0.27 17.6 231833 0.37 16.7 231833 0.37 11.1 232222 0.53 13.8
100-10-2 243590 243590 0.00 28.6 243590 0.00 29.2 243590 0.00 24.4 243590 0.00 22.0
100-10-2b 203988 203988 0.00 15.7 203988 0.00 17.4 203988 0.00 15.5 203988 0.00 14.1
100-10-3 250882 252890 0.80 33.8 252890 0.80 33.2 252751 0.74 27.9 252890 0.80 27.2
100-10-3b 204317 204567 0.12 15.8 204567 0.12 15.4 204567 0.12 13.8 204567 0.12 12.9
200-10-1 475294 475770 0.10 268.1 476166 0.18 263.8 476002 0.15 219.6 476722 0.30 190.0
200-10-1b 377043 375820 − 0.32 135.0 376313 − 0.19 121.4 376662 − 0.10 96.7 375836 − 0.32 91.0
200-10-2 449006 449037 0.01 250.9 449142 0.03 236.7 449332 0.07 210.4 449110 0.02 132.4
200-10-2b 374280 373882 − 0.11 153.0 373973 − 0.08 151.1 374039 − 0.06 125.8 374093 − 0.05 110.6
200-10-3 469433 470780 0.29 247.8 471043 0.34 223.1 471043 0.34 208.2 471073 0.35 124.8
200-10-3b 362653 362276 − 0.10 161.2 362349 − 0.08 122.0 362596 − 0.02 110.0 362640 0.00 113.1
AV 196470 196608 0.06 50.8 196663 0.07 47.7 196667 0.07 41.0 196674 0.07 33.6
MD 196875 0.00 14.9 0.00 15.3 0.00 13.1 0.00 12.6
Bold numbers are the best known solutions. Italic numbers are the minimum value among four obtained solutions. Underscore numbers are the obtained
values less than the best known solutions.

Complexity 11



average values are, respectively, 0, 0.03%, 0.01%, and 0.03%,
and median values equal to 0. New BKSs for instance with
318 clients are found with an improvement of 0.11% to
previous BKS by AS-AM and PS-AM. Gaps to BKS are very
low for all instances with highest gaps lower than 0.08% for

the first pair, 0.25% for the second and third pairs, and 0.42%
for the last one.

Looking at Table 9, computing times are on average less
than 65, 60, 50, and 40 s, respectively, and median values are,
respectively, 17.6, 18.3, 16.2, and 13.8 s. Concerning gaps to

Table 6: Results for the CLRP instances in Tuzun and Burke.

Set BKS
TS-SA QS2-SA AS-AM PS-AM

Best Gap CPU Best Gap CPU Best Gap CPU Best Gap CPU
P1 1467.68 1467.68 0.00 15.2 1467.68 0.00 15.4 1467.68 0.00 13.0 1467.68 0.00 11.6
P2 1449.20 1448.37 − 0.06 20.4 1449.20 0.00 20.1 1449.20 0.00 17.6 1448.37 − 0.06 14.7
P3 1394.80 1394.80 0.00 15.1 1394.80 0.00 16.4 1394.93 0.01 14.2 1394.80 0.00 12.3
P4 1432.29 1432.29 0.00 20.7 1432.29 0.00 20.9 1432.29 0.00 17.6 1432.29 0.00 15.4
P5 1167.16 1167.16 0.00 14.5 1167.16 0.00 15.7 1167.16 0.00 13.2 1167.16 0.00 12.0
P6 1102.24 1102.24 0.00 19.0 1102.24 0.00 18.8 1102.24 0.00 16.2 1102.24 0.00 14.5
P7 791.66 791.66 0.00 15.6 791.66 0.00 15.8 791.66 0.00 13.4 791.66 0.00 12.6
P8 728.30 728.30 0.00 17.8 728.30 0.00 17.6 728.30 0.00 15.4 728.30 0.00 12.9
P9 1238.24 1238.49 0.02 16.6 1238.49 0.02 15.9 1238.49 0.02 14.6 1238.49 0.02 13.6
P10 1245.31 1245.31 0.00 23.9 1245.42 0.01 27.6 1245.31 0.00 18.1 1245.31 0.00 15.5
P11 902.26 902.26 0.00 15.3 902.26 0.00 15.4 902.26 0.00 12.9 902.26 0.00 11.9
P12 1018.29 1018.29 0.00 17.9 1018.29 0.00 18.2 1018.29 0.00 15.6 1018.29 0.00 12.7
P13 1866.75 1895.83 1.56 61.8 1895.83 1.56 63.1 1892.17 1.36 53.6 1895.83 1.56 52.9
P14 1823.20 1820.12 − 0.17 62.1 1822.69 − 0.03 61.3 1822.15 − 0.06 53.8 1822.69 − 0.03 42.1
P15 1964.30 1965.12 0.04 57.0 1965.12 0.04 57.9 1965.12 0.04 48.9 1965.12 0.04 42.6
P16 1792.80 1792.77 − 0.00 70.9 1792.77 − 0.00 69.9 1792.77 − 0.00 66.9 1792.77 − 0.00 55.3
P17 1443.33 1443.32 − 0.00 58.6 1443.32 − 0.00 64.5 1443.32 − 0.00 53.7 1443.32 − 0.00 51.3
P18 1434.60 1434.82 0.02 63.0 1433.16 − 0.10 64.1 1433.49 − 0.08 53.2 1431.24 − 0.23 46.6
P19 1204.42 1204.42 0.00 63.5 1204.42 0.00 64.6 1204.42 0.00 57.1 1204.42 0.00 61.7
P20 930.99 927.63 − 0.36 64.3 931.28 0.03 65.6 931.28 0.03 54.3 929.26 − 0.19 43.8
P21 1694.18 1694.18 0.00 71.3 1694.18 0.00 64.2 1694.18 0.00 55.3 1694.18 0.00 52.1
P22 1392.01 1392.01 0.00 61.6 1392.18 0.01 64.6 1392.01 0.00 53.1 1392.01 0.00 49.3
P23 1198.20 1197.95 − 0.02 57.5 1197.95 − 0.02 57.2 1197.95 − 0.02 48.3 1197.95 − 0.02 40.8
P24 1151.80 1151.80 0.00 72.1 1151.80 0.00 73.1 1151.80 0.00 61.2 1151.80 0.00 52.9
P25 2243.40 2237.73 − 0.25 136.6 2240.37 − 0.14 131.1 2244.64 0.06 91.2 2244.79 0.06 84.9
P26 2138.40 2139.67 0.06 137.9 2139.67 0.06 130.1 2144.49 0.28 102.5 2141.09 0.13 73.2
P27 2209.30 2204.93 − 0.20 178.8 2208.48 − 0.04 151.4 2209.36 0.00 110.0 2207.69 − 0.07 96.1
P28 2222.90 2226.50 0.16 160.4 2223.61 0.03 150.3 2228.27 0.24 113.2 2221.59 − 0.06 110.4
P29 2073.70 2074.86 0.06 137.7 2079.96 0.30 130.6 2076.16 0.12 100.4 2077.01 0.16 88.9
P30 1692.17 1685.65 − 0.39 135.8 1685.65 − 0.39 129.5 1687.38 − 0.28 102.6 1685.78 − 0.38 80.6
P31 1453.18 1449.96 − 0.22 175.1 1449.46 − 0.26 153.4 1450.90 − 0.16 114.8 1453.89 0.05 100.4
P32 1082.46 1082.46 0.00 167.3 1082.46 0.00 152.6 1082.46 0.00 108.5 1082.46 0.00 111.2
P33 1954.70 1949.29 − 0.28 126.3 1950.60 − 0.21 127.8 1947.84 − 0.35 112.6 1949.38 − 0.27 78.6
P34 1918.93 1916.18 − 0.14 137.4 1911.73 − 0.38 129.6 1917.98 − 0.05 91.7 1912.61 − 0.33 82.5
P35 1762.00 1760.60 − 0.08 155.6 1761.22 − 0.04 161.1 1760.04 − 0.11 117.3 1760.63 − 0.08 113.3
P36 1390.87 1390.87 0.00 167.3 1390.87 0.00 148.2 1390.87 0.00 111.1 1390.94 0.01 117.5
AV 1499.33 1499.32 − 0.01 77.6 1499.63 0.01 74.5 1499.97 0.03 59.6 1499.59 0.01 52.5
MD 1439.07 0.00 62.6 0.00 64.4 0.00 53.8 0.00 50.3
Bold numbers are the best known solutions. Italic numbers are the minimum value among four obtained solutions. Underscore numbers are the obtained
values less than the best known solutions.

Table 7: Friedman’s test results for CLRP benchmark instances (α� 0.05).

Benchmark
Mean ranks for four pairs Test statistics

Conclusion
TS-SA QS2-SA AS-AM PS-AM n χ2 df p

Barreto set 2.58 2.42 2.37 2.63 19 3.923 3 0.270
χ2< critical value, accept H0Prins set 2.18 2.58 2.60 2.63 30 6.750 3 0.080

Tuzun and Burke 2.19 2.61 2.65 2.54 36 6.201 3 0.102
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Table 8: Results for the CLRPSPD instances in Barreto set.

Instance BKS
TS-SA QS2-SA AS-AM PS-AM

Best Gap CPU Best Gap CPU Best Gap CPU Best Gap CPU
P12-2 243.98 243.98 0.00 0.1 243.98 0.00 0.1 243.98 0.00 0.1 243.98 0.00 0.1
G21-5 528.42 528.42 0.00 0.4 528.42 0.00 0.5 528.42 0.00 0.3 528.42 0.00 0.3
G22-5 653.8 653.80 0.00 0.3 653.80 0.00 0.4 653.80 0.00 0.3 653.80 0.00 0.2
M27-5 3142.02 3142.02 0.00 0.6 3142.02 0.00 0.7 3142.02 0.00 0.5 3142.02 0.00 0.5
G29-5 592.1 592.10 0.00 0.6 592.10 0.00 0.6 592.10 0.00 0.4 592.10 0.00 0.4
G32-5 696.38 696.38 0.00 0.9 696.38 0.00 1.0 696.38 0.00 0.8 696.38 0.00 0.7
G32-5-2 595.27 595.27 0.00 0.7 595.27 0.00 0.8 595.27 0.00 0.6 595.27 0.00 0.6
G36-5 540.37 540.37 0.00 0.9 540.37 0.00 1.0 540.37 0.00 0.7 540.37 0.00 0.7
C50-5 708.37 708.37 0.00 1.9 708.37 0.00 2.0 708.37 0.00 1.5 708.37 0.00 1.4
P55-15 1327.06 1327.06 0.00 3.9 1327.06 0.00 4.0 1327.06 0.00 3.4 1327.06 0.00 3.1
C75-10 1132.8 1132.80 0.00 8.4 1135.61 0.25 8.6 1135.61 0.25 7.2 1137.59 0.42 6.1
P85-7 1855.55 1855.55 0.00 12.2 1855.55 0.00 12.4 1855.55 0.00 10.3 1855.55 0.00 6.3
D88-8 497.6 497.98 0.08 7.1 497.98 0.08 7.4 497.60 0.00 6.4 497.98 0.08 5.8
C100-10 1011.53 1011.53 0.00 13.7 1013.12 0.16 14.0 1011.53 0.00 11.4 1011.53 0.00 10.6
O117-14 12350.2 12350.20 0.00 17.4 12350.20 0.00 17.2 12350.20 0.00 15.3 12350.20 0.00 13.3
M134-8 5913.51 5913.51 0.00 28.5 5922.38 0.15 29.8 5913.51 0.00 24.8 5922.38 0.15 21.2
D150-10 44955.31 44955.31 0.00 46.6 44955.31 0.00 42.2 44960.92 0.01 37.2 44955.31 0.00 35.7
P318-4 4650.09a 4650.85a 0.00 199.7 4650.85a 0.00 144.9 4650.85a 0.00 151.3 4650.85a 0.00 105.0
P318-4-2 6435.73b 6435.73b 0.00 310.7 6435.73b 0.00 268.2 5633.50b − 0.11 259.9 5633.50b − 0.11 114.6
AV 72362.55 70938.49 0.00 34.5 70939.18 0.03 29.3 70896.69 0.01 28.0 70896.98 0.03 17.2
MD 0.00 3.9 0.00 4.00 0.00 3.4 0.00 3.1
Bold numbers are the best known solutions. Underscore and italic numbers are the obtained values less than the best known solutions. aResults minus 560000.
bResults minus 700000.

Table 9: Results for the CLRPSPD instances in Prins set.

Instance BKS
TS-SA QS2-SA AS-AM PS-AM

Best Gap CPU Best Gap CPU Best Gap CPU Best Gap CPU
20-5-1 56350 56350 0.00 0.5 56350 0.00 0.5 56350 0.00 0.3 56350 0.00 0.3
20-5-1b 40678 40678 0.00 0.3 40678 0.00 0.3 40678 0.00 0.2 40678 0.00 0.2
20-5-2 49712 49712 0.00 0.5 49712 0.00 0.6 49712 0.00 0.3 49712 0.00 0.3
20-5-2b 38357 38357 0.00 0.3 38357 0.00 0.3 38357 0.00 0.2 38357 0.00 0.2
50-5-1 100240 100240 0.00 4.0 100240 0.00 4.1 100240 0.00 3.4 100240 0.00 3.1
50-5-1b 68993 68993 0.00 1.8 68993 0.00 2.3 68993 0.00 2.1 68993 0.00 1.8
50-5-2 94280 94280 0.00 5.1 94280 0.00 5.2 94280 0.00 4.4 94280 0.00 3.1
50-5-2b 69123 69123 0.00 2.7 69123 0.00 2.7 69123 0.00 2.2 69123 0.00 2.0
50-5-2bis 86349 86349 0.00 4.0 86349 0.00 4.0 86349 0.00 3.5 86349 0.00 3.3
50-5-2bbis 52356 52356 0.00 2.8 52356 0.00 2.6 52356 0.00 2.3 52356 0.00 2.1
50-5-3 90419 90419 0.00 4.9 89737 − 0.75 4.7 90419 0.00 3.4 90419 0.00 3.8
50-5-3b 62178 62178 0.00 2.0 62178 0.00 2.1 62178 0.00 1.7 62178 0.00 1.6
100-5-1 290168 290280 0.04 43.5 290280 0.04 46.6 290401 0.08 38.7 290505 0.12 34.1
100-5-1b 219199 223968 2.18 18.9 223966 2.17 18.6 223968 2.18 16.9 223966 2.17 18.0
100-5-2 206049 206170 0.06 32.9 206078 0.01 36.7 206170 0.06 30.2 206308 0.13 29.8
100-5-2b 162077 162083 0.00 15.1 162077 0.00 15.7 162077 0.00 13.4 162077 0.00 12.1
100-5-3 209142 209142 0.00 43.2 209142 0.00 41.5 209142 0.00 34.5 209142 0.00 30.6
100-5-3b 156971 157027 0.04 16.2 157027 0.04 15.9 157027 0.04 14.4 157027 0.04 12.2
100-10-1 326093 326093 0.00 40.5 326093 0.00 40.8 326093 0.00 35.1 326093 0.00 30.8
100-10-1b 272889 272889 0.00 21.8 272889 0.00 21.6 272889 0.00 18.5 272889 0.00 14.1
100-10-2 253074 253609 0.21 39.4 253096 0.01 40.5 253640 0.22 34.1 253074 0.00 29.6
100-10-2b 208941 208941 0.00 20.9 208944 0.00 21.8 208941 0.00 18.9 208941 0.00 16.5
100-10-3 268137 268451 0.12 41.3 268416 0.10 39.0 268531 0.15 35.7 268349 0.08 32.6
100-10-3b 214828 214828 0.00 16.0 214828 0.00 17.9 214828 0.00 15.5 214828 0.00 13.5
200-10-1 529512 498257 − 5.90 334.6 498451 − 5.87 306.0 499084 − 5.75 233.5 498066 − 5.94 187.8
200-10-1b 393699 384277 − 2.39 195.2 393924 0.06 170.2 385287 − 2.14 155.7 385737 − 2.02 135.7
200− 10-2 463637 463968 0.07 316.4 463913 0.06 282.1 464111 0.10 249.2 464031 0.08 178.3
200-10-2b 380670 380924 0.07 206.4 380833 0.04 173.4 381031 0.09 138.5 380611 − 0.02 117.0
200-10-3 485379 485882 0.10 307.9 485946 0.12 304.5 486009 0.13 240.8 486134 0.16 162.3
200-10-3b 369201 369938 0.20 183.3 370303 0.30 171.8 370213 0.27 131.5 370412 0.33 101.6
AV 206192 − 0.17 64.1 206485 − 0.12 59.8 206283 − 0.15 49.3 206241 − 0.16 39.3
MD 0.00 17.6 0.00 18.3 0.00 16.2 0.00 13.8
Bold numbers are the minimum value among four obtained solutions. Underscore and italic numbers are the obtained values less than the best known solutions.
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BKSs, average and median values are, respectively, − 0.17%
and 0 for TS-SA, − 0.12% and 0 for QS2-SA, − 0.15 and 0 for
third pair, and − 0.16 and 0 for the last pair. From the
perspective of gaps to BKSs, we verified the solutions
achieved in Ref. [2]. Meanwhile, we obtained four im-
provements for four instances, i.e., 50-5-3 (QS2-SA), 200-
10-1 (four pairs), 200-10-1b (four pairs except for QS2-SA),
and 200-10-2b (PS-AM), one of them reaching an im-
provement of over 5.9% to previous BKSs.

As shown in Table 10, the computing times are on av-
erage less than 84, 83, 64, and 56 s, and median values are
66.6, 68.6, 58.6, and 47.7 s, respectively. As far as gap to BKS
is concerned, average/median values are 0.1/0.05%, 0.16/
0.09%, 0.14/0.08%, and 0.21/0.08%, respectively. Meanwhile,
new BKSs of nine instances were obtained by our proposed
algorithms, and the largest improvement was over 1% for
P23 obtained by QS2-SA. +e AS-AM outperformed others

obtaining five new BKSs, followed by TS-SA and QS2-SA,
and PS-AM performed the worst. However, the best-per-
forming pairs was TS-SA in terms of average gap to BKSs.

Statistical analysis is carried out for obtained results of
three sets in Tables 8–10 through Table 11 based on
Friedman test. In Table 11, Friedman statistics (χ2) take the
values 3.279 for Barreto et al., 4.621 for Prins et al., and 4.087
for Tuzun and Burke, which are, respectively, lower than
10.117, 18.493, and 23.269, indicating that there is no sig-
nificant difference among the performance of four pairs.
+erefore, we can strongly conclude that the proposed pairs
could achieve high-quality solutions for the CLRPSPD
benchmark instances.

Overall, among the four pairs, two types of discussion
and conclusions are conducted: one for problem domains
and one for hyperheuristic pairs. From perspective of both
subjects, the amount of CPU time depends directly on the

Table 10: Results for the CLRPSPD instances in Tuzun and Burke.

Case BKS
TS-SA QS2-SA AS-AM PS-AM

Best Gap CPU Best Gap CPU Best Gap CPU Best Gap CPU
P1 1504.45 1504.45 0.00 18.8 1504.45 0.00 19.5 1504.45 0.00 16.5 1504.86 0.03 14.2
P2 1474.33 1474.33 0.00 19.5 1474.33 0.00 18.8 1474.33 0.00 17.2 1474.33 0.00 14.4
P3 1414.35 1414.46 0.01 17.6 1415.13 0.06 17.5 1414.35 0.00 15.4 1414.35 0.00 13.2
P4 1477.49 1481.50 0.27 20.3 1484.29 0.46 19.5 1477.49 0.00 18.2 1477.49 0.00 15.1
P5 1230 1233.69 0.30 18.9 1233.24 0.26 18.6 1227.89 − 0.17 16.5 1233.54 0.29 14.7
P6 1123.72 1123.72 0.00 17.9 1123.72 0.00 19.2 1123.72 0.00 16.6 1123.72 0.00 12.2
P7 812.42 812.42 0.00 18.8 812.42 0.00 22.0 812.42 0.00 16.3 812.42 0.00 15.0
P8 752.66 751.89 − 0.10 24.0 754.15 0.20 23.3 752.41 − 0.03 19.0 759.21 0.87 11.6
P9 1273.3 1273.30 0.00 18.8 1273.30 0.00 19.2 1273.30 0.00 15.8 1273.30 0.00 14.5
P10 1265.1 1265.10 0.00 22.5 1265.02 − 0.01 22.8 1266.20 0.09 20.0 1265.10 0.00 17.4
P11 911.52 911.52 0.00 20.3 911.52 0.00 18.4 911.52 0.00 16.8 911.52 0.00 15.4
P12 1033.38 1031.94 − 0.14 23.5 1033.38 0.00 22.6 1033.27 − 0.01 20.2 1033.38 0.00 18.1
P13 1943.41 1947.92 0.23 59.1 1946.58 0.16 58.5 1949.76 0.33 49.9 1947.98 0.24 41.9
P14 1848.69 1848.69 0.00 66.1 1856.10 0.40 67.4 1859.17 0.57 58.4 1862.25 0.73 46.4
P15 2011.29 2011.32 0.00 67.7 2011.39 0.00 71.3 2016.29 0.25 58.5 2012.29 0.05 49.1
P16 1856.03 1861.73 0.31 63.5 1859.97 0.21 69.8 1862.65 0.36 59.4 1859.32 0.18 47.5
P17 1479.77 1484.97 0.35 69.3 1490.83 0.75 69.3 1483.73 0.27 58.7 1491.36 0.78 48.9
P18 1452.49 1453.05 0.04 67.1 1453.58 0.08 68.4 1452.28 − 0.01 58.6 1452.73 0.02 47.8
P19 1228.49 1228.11 − 0.03 60.6 1228.52 0.00 61.3 1228.49 0.00 53.9 1228.69 0.02 47.5
P20 949.82 949.82 0.00 68.3 951.62 0.19 68.7 950.06 0.03 58.9 949.82 0.00 45.7
P21 1732.81 1736.52 0.21 60.9 1736.45 0.21 61.9 1737.80 0.29 53.2 1735.63 0.16 42.9
P22 1426.41 1426.45 0.00 76.6 1426.66 0.02 77.4 1427.57 0.08 64.6 1425.37 − 0.07 57.6
P23 1238.78 1229.69 − 0.73 70.0 1226.08 − 1.03 69.6 1229.69 − 0.73 59.0 1229.69 − 0.73 49.4
P24 1166.8 1166.80 0.00 64.0 1166.80 0.00 66.3 1166.80 0.00 57.0 1166.80 0.00 51.4
P25 2338.89 2343.12 0.18 153.2 2339.54 0.03 146.9 2343.64 0.20 102.4 2351.63 0.54 76.7
P26 2224.86 2226.41 0.07 177.6 2240.00 0.68 173.0 2238.67 0.62 122.9 2228.80 0.18 115.1
P27 2293.85 2298.34 0.20 175.9 2298.04 0.18 178.3 2297.87 0.18 115.3 2302.65 0.38 112.1
P28 2292.91 2303.17 0.45 154.4 2303.63 0.47 147.1 2301.04 0.35 107.2 2307.62 0.64 95.8
P29 2159.62 2163.17 0.16 160.2 2158.57 − 0.05 159.8 2159.83 0.01 110.2 2169.93 0.48 89.4
P30 1727.67 1731.95 0.25 175.1 1733.80 0.35 172.7 1729.77 0.12 132.2 1729.04 0.08 103.6
P31 1483.34 1486.36 0.20 172.0 1484.89 0.10 171.2 1484.87 0.10 116.8 1486.35 0.20 114.3
P32 1101.65 1102.31 0.06 149.0 1102.29 0.06 138.4 1103.93 0.21 96.7 1102.44 0.07 100.5
P33 2001.36 2002.82 0.07 154.9 2003.39 0.10 147.4 2002.79 0.07 129.5 2003.16 0.09 75.5
P34 1973.43 1975.63 0.11 164.1 1977.83 0.22 165.5 1981.09 0.39 115.5 1982.10 0.44 107.9
P35 1801.82 1810.44 0.48 177.9 1825.68 1.32 164.5 1826.61 1.38 130.4 1822.02 1.12 148.1
P36 1418.8 1425.63 0.48 151.5 1423.96 0.36 140.0 1422.24 0.24 123.9 1432.10 0.94 101.2
Av. 1541.47 0.10 83.3 1542.53 0.16 82.1 1542.44 0.14 63.9 1543.42 0.21 55.3
MD. 0.05 66.6 0.09 68.6 0.08 58.6 0.08 47.7
Bold numbers are the minimum value among four obtained solutions. Underscore and italic numbers are the obtained values less than the best known
solutions. +e instances are represented by “PN,” where N represents the serial number.
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Table 11: Friedman’s test results for CLRPSPD benchmark instances (α� 0.05).

Benchmark
Mean ranks for four pairs Test statistics

Conclusion
TS-SA QS2-SA AS-AM PS-AM n χ2 df p

Barreto set 2.39 2.68 2.37 2.55 19 3.279 3 0.351
χ2< critical value, accept H0Prins set 2.42 2.33 2.77 2.48 30 4.621 3 0.202

Tuzun and burke 2.25 2.51 2.44 2.79 36 4.087 3 0.252
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Figure 3: Continued.
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Figure 3: Box plots for relationship between computing time and number of clients.

100(10) 100(20) 150(10) 150(20) 200(10) 200(20)

200

100

0

CP
U

 ti
m

e (
s)

TS-SA (CLRP)

(a)

100(10) 100(20) 150(10) 150(20) 200(10) 200(20)

200

100

50

150

0

CP
U

 ti
m

e (
s)

QS2-SA (CLRP)

(b)

100(10) 100(20) 150(10) 150(20) 200(10) 200(20)

150

100

50

0

CP
U

 ti
m

e (
s)

AS-AM (CLRP)

(c)

100(10) 100(20) 150(10) 150(20) 200(10) 200(20)

150

100

50

0

CP
U

 ti
m

e (
s)

PS-AM (CLRP)

(d)

Figure 4: Continued.

16 Complexity



100(10) 100(20) 150(10) 150(20) 200(10) 200(20)

200

150

100

0

50CP
U

 ti
m

e (
s)

TS-SA (CLRPSPD)

(e)

100(10) 100(20) 150(10) 150(20) 200(10) 200(20)

200

100

0

CP
U

 ti
m

e (
s)

QS2-SA (CLRPSPD)

(f )

100(10) 100(20) 150(10) 150(20) 200(10) 200(20)

150

100

50

0

CP
U

 ti
m

e (
s)

AS-AM (CLRPSPD)

(g)

100(10) 100(20) 150(10) 150(20) 200(10) 200(20)

150

100

50

0

CP
U

 ti
m

e (
s)

PS-AM (CLRPSPD)

(h)

Figure 4: Box plots for relationship between computing time and number of depots.
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Figure 5: Histogram of computing times of different vehicle capacity.
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number of clients (n), depots (m), and vehicle capacity (Q),
and the relationship between running time and each of
above factors is drawn in Figures 3 and 4 (excluding the
outliers) and Figure 5. Several conclusions on running time
are reached: (1) running time is affected by the number of
clients in exponential way; (2) number of depots has slight
impact on the running time, which may be resulted by few
depots; (3) computing time increases with the decrease of the
vehicle capacity in the form of polynomial; (4) the order of
impact of the above factors effecting the running time is n,Q,
and m. +e first and third conclusions were also shared in
Ref. [2]. Moreover, the time complexity and solution quality
may depend in part on the complexity of the mathematical
model. Figure 6 illustrates the impact of complexity of
mathematical model on the running time. More specifically,
the average computing time of tackling CLRPSPD instances
increases by 4.2–21.5% for Barreto set, 30.6–46.8% for Prins
set, and 5.3–10.2% for Tuzun and Burke, respectively,
compared with the average running times of tackling CLRP
cases. Concerning solution quality and average standard
deviation, the complexity of instances is the direct acting
factor consisting of the number of clients, depots and ve-
hicles, and the distribution of clients and depots. Further-
more, the complexity of approaches or pairs of selection
strategies and acceptance criteria also significantly influence
the running time, standard deviation, and solution quality.
PS-AM seems to be among the fastest with declining 36, 33,
and 20% average running time compared to others, and AS-
AM and QS2-SA rank the second and third in aspects of
average running time. In terms of solutions quality, there is

no significant difference among these four pairs concluded
by the above Friedman tests, indicating that PS-AM and AS-
AM outperform the others in obtaining a better trade-off
solution quality and running time, but all pairs can obtain
high solution quality within reasonable running time.

5.3.4. Comparison and Evaluation. To illustrate advantages
of our proposed approaches for CLRP and CLRPSPD,
comparisons with the most recent and effective methods in
the literature are carried out in Table 12, where average gaps
(AG) of best found solutions to BKS and average running
time of the proposed approaches for the CLRP are provided,
and they are, respectively, GRASP+ELS [31], SALRP/
SALRP+ [32], ALNS/ALNS+ [33], MACO [35], HGTS [34],
GRASP+ ILP [25], GVTNS [36], and HGA/HGA+ [37], and
for the CLRPSPD, the approaches were BC-SA [38], SA/SA∗
[4], and RP/TS/FRR-MAB/FMT [2].

Even though the time execution comparison can be
unfair, depending onmany factors (computer configuration,
programming languages, the number of fitness evaluation,
etc.), it is a significant performance indicator for judging the
advantage of approaches. As shown in Table 12, our four
pairs of hyperheuristic seem to be the fastest among the
above methods. Furthermore, our approaches are the among
best in aspects of solution quality on all CLRP and CLRPSPD
benchmark sets with very small gaps. In conclusion, we can
strongly conclude that our hyperheuristics are able to
outperform the most recent and effective methods in terms
of either solution quality or computing time.
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Figure 6: Histogram of computing times of both subjects.

Complexity 19



6. Conclusion and Future Work

In this study, evolution-based hyperheuristics are proposed
to tackle the CLRP and one of its variants, namely,
CLRPSPD. Five evolutionary and four nonevolutionary
selection strategies are developed as high-level selection
strategies to pair up with four acceptance criteria to make a
right decision on constructing effective sequences of LLHs at
each step, guiding the proposed approaches to achieve the
optimal values.

+e first experiment was carried out to determine the top
four pairs which can rightly reflect to performance infor-
mation of each LLH and quickly respond to select the
promising LLHs. Results show that (1) AM and SA as ac-
ceptance criteria performed better when compared to the
rest two; (2) AS, FRR-MAB-TS, and TS as selection strategies
performed better when compared to the rest of the selection
strategies; (3) average performance of AS-AM, PS-AM, QS2-
SA, and TS-SA as HLHs perform significantly better than the
rest of the pairs. +e first four outstanding pairs were picked
out to implement the remaining two experiments. PS-AM
and AS-AM outperform others in terms of obtaining a good
trade-off between solution quality and computing time, and
all four pairs can achieve solution of high quality within
reasonable running time, providing several new BKSs
accounted for over 30% in Tuzun and Burke CLRP set. A
comparative analysis is also conducted with tailored

approaches in the published literature, and the results il-
lustrate that the performance of our proposed approaches
outperform the above methods in terms of both solution
quality and computing time. As advocated in Ref. [93] for
hyperheuristic, the proposed approaches have capability in
exploiting good enough, soon enough, and cheap enough
solutions.

+e proposed hyperheuristic (36 pairs) has been already
been implemented in a decision-support tool, and we refer
the interested readers to consult us about the package. +e
next research content will focus on the adaptive selection of
MHs and other selection strategies of hill climbers, e.g.,
choice function [5, 47], adaptive pursuit [94], and fair-share
method [95]. For bringing CLRP/CLRPSPD closer to the
reality, more practical constraints will also be taken into
account in future works, such as time windows, dynamic
demands, period delivery, and pickup.
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Table 12: Average solutions for CLRP and CLRPSPD benchmark sets.

Algorithm
Barreto set Prins set Tuzun and Burke

AG CPU AG CPU AG CPU
CLRP benchmark
GRASP+ELS 0.08a 187.6a 1.11 258.2 1.30 606.6
SALRP 0.48 464.1 0.46 422.4 1.49 826.4
SALRP+ 0.08 NA 0.08 NA 0.53 NA
ALNS 0.16a 177.2a 0.44 451.1 0.43 829.6
ALNS+ 0.06a 1772.0a 0.27 4221.0 0.18 8103.0
HGTS 0.78a 105.2a 0.57 176.4 1.14 392.3
MACO 0.17 191.7 0.40 191.3 1.23 201.9
GRASP+ ILP 0.14a 264.3a 0.12 1163.0 0.17 2589.5
GVTNS 0.67a 53.0a 0.37 91.2 0.76 201.2
HGA 0.63 42.4 0.37 73.1 0.86 86.0
HGA+ 0.00 429.6 0.32 199.1 0.70 363.6
TS-SA − 0.04 28.4 0.06 50.8 − 0.01 77.6
QS2-SA − 0.07 24.6 0.07 47.7 0.01 74.5
AS-AM − 0.05 27.1 0.07 41.0 0.03 58.8
PS-AM − 0.04 16.5 0.07 33.6 0.01 52.5
CLRPSPD benchmark
BC-SA 1.47a 6604.1a NA NA NA NA
SA 0.48 1460.1 NA NA NA NA
SA∗ 0.21 NA NA NA NA NA
RP 0.08 32.2 0.07 60.2 0.21 83.4
TS 0.02 30.54 0.06 55.2 0.10 77.6
FRR-MAB 0.01 32.46 0.02 62.7 0.08 77.3
FMT 0.00 32.73 0.01 59.8 0.02 78.6
TS-SA 0.00 34.5 − 0.17 64.1 0.10 83.3
QS2-SA 0.03 29.3 − 0.12 59.8 0.16 82.1
AS-AM 0.01 28.0 − 0.15 49.3 0.14 63.9
PS-AM 0.03 17.2 − 0.16 39.3 0.21 55.3
aConsidering only (the same) 13 out of the 19 instances.
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classification of hyperheuristic approaches,” in Handbook of
Metaheuristics, M. Gendreau and J. Y. Potvin, Eds.,
pp. 449–468, Springer, Boston, MA, USA, 2010.

[84] R. J. Marshall, M. Johnston, and M. Zhang, “Hyper-heuristic
operator selection and acceptance criteria,” in Proceedings of
the 15th European Conference on Evolutionary Computation
in Combinatorial Optimization (EvoCOP), vol. 9026, pp. 99–
113, 2015.

[85] P. Shaw, “Using constraint programming and local search
methods to solve vehicle routing problems,” in Proceedings of
the International Conference on Principles and Practice of
Constraint Programming, pp. 417–431, Pisa, Italy, October
1998.

[86] S. Ropke and D. Pisinger, “An adaptive large neighbourhood
search heuristic for pickup and delivery with time windows,”
Transportation Science, vol. 40, no. 4, pp. 455–472, 2006.

[87] C. Prins, C. Prodhon, and R. W. Calvo, “Solving the
capacitated location-routing problem by a GRASP com-
plemented by a learning process and a path relinking,” 4OR,
vol. 4, no. 3, pp. 221–238, 2006.

[88] S. Lin and B. W. Kernighan, “An effective heuristic algorithm
for the traveling-salesman problem,” Operations Research,
vol. 21, no. 2, pp. 498–516, 1973.

[89] S. Lin, “Computer solutions of the traveling salesman
problem,” Bell System Technical Journal, vol. 44, no. 10,
pp. 2245–2269, 1965.

[90] M. W. P. Savelsbergh, “+e vehicle routing problem with time
windows: minimizing route duration,” ORSA Journal on
Computing, vol. 4, no. 2, pp. 146–154, 1992.

[91] I. H. Osman, “Metastrategy simulated annealing and tabu
search algorithms for the vehicle routing problem,” Annals of
Operations Research, vol. 41, no. 4, 1993.

[92] E. Angelelli and R. Mansini, “+e vehicle routing problem
with time windows and simultaneous pick-up and delivery,”
in Quantitative Approaches to Distribution Logistics and
Supply Chain Management, A. Klose, M. G. Speranza, and
L. N. Van-Wassenhove, Eds., Springer, Berlin,Heidelberg,
Germany, pp. 249–267, 2002.

Complexity 23



[93] E. K. Burke, G. Kendall, and E. Soubeiga, “A tabu-search
hyperheuristic for timetabling and rostering,” Journal of
Heuristics, vol. 9, no. 6, pp. 451–470, 2003.

[94] D. +ierens, “An adaptive pursuit strategy for allocating
operator probabilities,” in Proceedings of the Genetic &
Evolutionary Computation Conference, pp. 1539–1546,
Washington, DC, USA, June 2005.

[95] S. Adriaensen, T. Brys, and A. Nowe, “Fair-share ILS: a simple
state-of-the-art iterated local search hyperheuristic,” in Pro-
ceedings of the 16th Genetic & Evolutionary Computation
Conference, pp. 1303–1310, Vancouver, BC, Canada, July
2014.

24 Complexity



Research Article
A Methodology for Classifying Search Operators
as Intensification or Diversification Heuristics

Jorge A. Soria-Alcaraz ,1 Gabriela Ochoa,2 Andres Espinal ,1

Marco A. Sotelo-Figueroa ,1 Manuel Ornelas-Rodriguez,3

and Horacio Rostro-Gonzalez 4

1Department of Organizational Studies, University of Guanajuato, Guanajuato, Mexico
2University of Stirling, Stirling, UK
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Selection hyper-heuristics are generic search tools that dynamically choose, from a given pool, the most promising operator (low-
level heuristic) to apply at each iteration of the search process. .e performance of these methods depends on the quality of the
heuristic pool. Two types of heuristics can be part of the pool: diversification heuristics, which help to escape from local optima,
and intensification heuristics, which effectively exploit promising regions in the vicinity of good solutions. An effective search
strategy needs a balance between these two strategies. However, it is not straightforward to categorize an operator as inten-
sification or diversification heuristic on complex domains. .erefore, we propose an automated methodology to do this clas-
sification..is brings methodological rigor to the configuration of an iterated local search hyper-heuristic featuring diversification
and intensification stages. .e methodology considers the empirical ranking of the heuristics based on an estimation of their
capacity to either diversify or intensify the search. We incorporate the proposed approach into a state-of-the-art hyper-heuristic
solving two domains: course timetabling and vehicle routing. Our results indicate improved performance, including new best-
known solutions for the course timetabling problem.

1. Introduction

Hyper-heuristics are powerful tools for solving complex op-
timization problems [1–3]. .e goal is to reduce the role of the
human expert by means of more generally applicable search
methodologies. Selection hyper-heuristics are high-level
strategies that autonomously choose at run time the best-suited
heuristic to apply at each step of the search process. A pool of
heuristics to select from should be provided. .ere are,
however, no clear guidelines in the literature about how to
construct a potentially successful pool of heuristics [4]. It is well
known that successful heuristic search methods should have a
dynamic balance between diversification and intensification
[5, 6]. Diversification refers to exploring new promising areas

of the search space, whereas intensification refers to focusing
the search by exploiting the area nearby current good solutions.
Move operators can thus be either predominantly diversifying
or intensifying. However, for complex domains and solution
representations, it is not straightforward to categorize a given
operator as belonging to one of these two categories.

We consider an iterated local search hyper-heuristic for
testing our proposed methodology. Iterated local search
(Section 3.3) is a simple yet powerful search strategy [7]; it
works by iteratively alternating between a diversification stage
and an intensification stage..is algorithmic template makes it
clear where to implement move operators of each category.
Several variants of iterated local search hyper-heuristics have
been proposed with good results [8, 9]. Soria-Alcaraz et al. [10]
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proposed a methodology for determining the best subset of
heuristics from a given pool, but they considered that all
operators were intensification heuristics and the diversification
stage contained a single fixed heuristic.

.is article proposes an empirical methodology to
classify a given operator as an intensification or diversifi-
cation heuristic. .e aim is to produce an effective operator
pool in an iterated local search hyper-heuristic framework.
.e idea is to automatically divide the given complete set of
operators into two groups: diversification and intensifica-
tion. .en, these groups will be assigned to the respective
stages of the hyper-heuristic framework. To the best of our
knowledge, this is the first time such task is addressed in the
literature. Our proposal is to have a preprocessing step
where for a given problem domain, each heuristic in the pool
is tested by means of a simple and fast probing technique,
namely, a random walk with the given move operator. Based
on this probing tool and statistical techniques, a set of
measurements are collected indicating the effectiveness of
each operator to either diversify or intensify the search.

.e proposed methodology is tested within a state-of-
the-art iterated local search hyper-heuristic [10] on two
problem domains with different representations, namely,
course timetabling and vehicle routing. Our results indicate
improved performance, including new best-known solutions
for the course timetabling problem.

.e next section introduces relevant concepts and algo-
rithms. .e proposed methodology is described in Section 3,
detailing the distance metrics, ranking criteria, and high-level
search method used. Sections 4 and 5 report the empirical
setup, results and analysis for two selected case studies, course
timetabling, and vehicle routing, respectively. Finally, Section 6
summarizes our findings and gives suggestions for future work.

2. Background

2.1. Low-Level Heuristics. Heuristics are simple problem-
solving techniques or “rules-of-thumb” that aim to produce
good enough solutions in a reasonable time. .is study
considers perturbative heuristics also called move operators.
Within a hyper-heuristic framework, these perturbative
heuristics are called low-level, as they operate directly on the
candidate solutions of the underlying optimization problem,
leaving the higher-level decisions, such as which heuristic to
apply next, to another mechanism. In this context, the low-
level heuristics are below a domain barrier allowing a higher-
level strategy to operate on a wide range of problems. Low-
level heuristics are thus simpler procedures that perform
changes in the incumbent solution and inform a higher-level
mechanism about their performance. Within a hyper-heu-
ristic framework, not all move operators have the same role,
some operators are aimed at intensifying the search around
the incumbent solution, while others at exploring new re-
gions of the search space with potential better solutions.

2.2. Fitness LandscapeProbing. Fitness landscapes constitute
a widely used metaphor to describe the dynamics of search
and optimization algorithms. Formally, a fitness landscape

[11] is a triplet (S, N, f), where S is a set of potential so-
lutions, i.e., a search space, N: S⟶ 2S, a neighborhood
structure, is a function that assigns to every s ∈ S a set of
neighbors N(s), and f: S⟶ R is a fitness function that can
be pictured as the height of the corresponding solutions.
When several move operators are considered (as is the case
of hyper-heuristics), each of them will induce a different
fitness landscape. A common technique to gather fitness
landscape’s data is to conduct random walks. Formally, a
random walk is a sequence of solutions (x1, x2, . . . , xm)

where xi+1 ∈ N(xi) with equiprobability on N(xi).
Algorithm 1 outlines the random-walk probing tech-

nique we used to quantify the behavior of operators. .e
stopping condition is based on a fixed number of objective
function calls. In line 3, a given low-level heuristic (move
operator) is used to modify the incumbent solution, and
after the stopping condition is reached, a function named
metric is applied to compute a distance metric between the
initial solution and the final solution. .e random-walk
algorithm (Algorithm 1) is used to estimate the extent to
which an operator changes the state of a solution. Several
distance metrics (described in Section 3.1) are computed
between the initial and the final solution of the walk and
aggregated across several walks. .e intuition is that the
larger these measurements are, the more an operator is
diversifying. .ese metrics are used both to rank the heu-
ristics from the less to more diversifying and to identify, by
means of post hoc statistical tests, if it is possible to separate
the heuristics into two sets.

2.3. Hyper-Heuristics. Hyper-heuristics, initially conceptu-
alized as heuristics to choose heuristics in [1], can be seen as
methodologies that reduce the need for a human expert in
designing effective solution schemes and, consequently, raise
the level of generality at which search methodologies can
operate. A recent definition considers a hyper-heuristic as
“automated methodologies for selecting or generating heu-
ristics to solve computational search problems” [3]. Two types
of hyper-heuristics have been studied in the literature:

(i) Heuristic selection: methodologies for choosing or
selecting existing heuristics

(ii) Heuristic generation: methodologies for generating
new heuristics from given components

.is study focuses on the first type, i.e., selection hyper-
heuristics. Figure 1 illustrates the traditional framework for
selective hyper-heuristics, with the domain barrier insulating
the high-level search strategy from the underlying problem
domain. .e framework requires a pool of low-level heu-
ristics from which the high-level strategy selects and applies
to the incumbent solution. It is worth mentioning, however,
that low-level heuristics usually encapsulate domain-specific
information.

When a hyper-heuristic uses feedback from the search
process to rank the performance of the pool of heuristics, it
can be considered as a learning algorithm. According to the
source of the feedback during learning, we can distinguish
between online and offline learning hyper-heuristics [2].

2 Complexity



Online learning or adaptation takes place on-the-fly when
the algorithm is solving a problem instance, while offline
learning requires a training process a priori of the execution
of the hyper-heuristic. In this work, we use online learning
through adaptive operator selection.

3. Methodology

Once a pool of low-level heuristics is selected for the problem
domain under consideration, our approach studies the be-
havior of each heuristic separately..is is done by conducting
several runs of the random-walk algorithm (Algorithm 1)
with each operator from a fixed set of initial solutions gen-
erated uniformly at random. .ese runs produce a set of
measurements that are used to rank operators from the less
perturbative to most perturbative. .e operators producing
low distance measurements will be ranked top, while those
producing high distance measurement will be ranked at the
bottom. .e top-ranked operators are categorized as inten-
sification operators as they are the less perturbative.

Section 3.1 describes the distance metrics used to
measure the behavior of heuristics. We considered two
genotype-based metrics and one fitness-based metric. .e
genotype-based metrics measure the solution differences in
representation space, while the fitness-based metric mea-
sures the solution difference in fitness value.

Once the measurements are taken, the operators are
ranked using nonparametric ranking techniques. We use

three ranking statistical methods: Friedman, aligned
Friedman, and Quade, detailed in Section 3.2, following the
guidelines in [12]. .ereafter, we apply post hoc procedures
in order to check for statistical significant differences be-
tween pairs of operator rankings. We identify those heu-
ristics that do not show a statistical difference in their
ranking. .ereafter, we separate heuristics into two groups:
intensification heuristics and diversification heuristics. Fi-
nally, we execute the high-level iterated local search hyper-
heuristic using the two groups of heuristics identified.

.e sections below describe in more detail the com-
ponents and steps of our proposed methodology.

3.1. Distance Metrics. We consider three distance metrics;
the first two operate at the solution (genotype) level, while
the last metric simply calculates the fitness (objective
function) difference.

Hamming distance: it measures the number of sub-
stitutions required to change one string into the other
[13]. Formally, it is a metric on Rn on two strings
x1, x2, . . . , xn and y1, y2, . . . , yn of length n over a q −

ary alphabet 0, 1, . . . , q − 1 described in the following
equation:

i: 1≤ i≤ n, xi ≠yi􏼈 􏼉
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌. (1)

Lee distance: given two strings x1, x2, . . . , xn and
y1, y2, . . . , yn of length n over a q − ary alphabet
0, 1, . . . , q − 1 of size q≥ 2 [14, 15]; this distance is
defined as

􏽘

n

i�1
min xi − yi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌, q − xi − yi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼐 􏼑. (2)

Fitness distance: it measures the difference in the fitness
value between two given solutions using the absolute
value operator. In our study, this metric evaluates how
much the fitness of an initial solution is affected by a
given heuristic. Equation (3) defines this metric. Given
two strings x � (x1, x2, . . . , xn) and y � (y1, y2, . . . ,

yn) of length n over a q − ary alphabet 0, 1, . . . , q − 1,

|Fit(x) − Fit(y)|, (3)
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Figure 1: General framework of a selection hyper-heuristic based
on [1].

Require: metric: Solution × Solution⟶ R, InitialSolution: a given solution to work with, hi: Heuristic or operator.
(1) s⟵ InitialSolution

(2) while !StopCriteria() do
(3) s⟵ apply(hi, s)

(4) end while
(5) return metric(intialSolution, s)

ALGORITHM 1: Random-walk algorithm.
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where Fit: String⟶ R. .is function is domain-depen-
dent and corresponds to a quality measurement of solutions,
the objective of the optimization process.

We selected the two distance metrics at the solution level
as they are well known in the study of meta-heuristics and
offer a simple yet descriptive approach to measure the
variation induced by the different operators. .e Hamming
distance measures the number of raw differences between
two given solutions. For example, let us consider two in-
teger-based strings, namely, “5623” and “5827”; the Ham-
ming distance between these strings is 2 since they differ in
two locations. .e Lee distance is more sophisticated since it
reports not only how many differences are there between
two given strings but also how large these differences are.
Consider the same two strings, “5623” and “5827”; the Lee
distance between them is 6 because |6 − 8| + |3 − 7| �

2 + 4 � 6. For binary strings, the Hamming and Lee dis-
tances produce the same values. In our study, solutions are
represented as integer-based strings..e third metric gauges
the solution differences in terms of quality or fitness, this is
complementary to two genotype-based metrics.

.e stopping condition in this phase is fixed to 200
function calls. On each test instance, the random-walk al-
gorithm is run 500 times from different initial randomly
generated solutions. .is produces 500 distance values for
each metric, and the average distance values are calculated.
Finally, these average values are used to rank the heuristics
from less to more perturbative in the next phase.

3.2. Ranking Heuristics with Nonparametric Statistics.
Once the distance metrics are gathered, we apply statistical
tests in order to rank the heuristics. Parametric tests are
sometimes used when contrasting the performance of sto-
chastic algorithms. However, they assume independence,
normality, and homoscedasticity of the data, which are not
guaranteed in the case of low-level heuristics. In such cases,
nonparametric statistics overcome this limitation. We used
CONTROLTEST and MULTITEST [12] which are specially
designed for nonparametric comparison among heuristic
algorithms and considered the three tests proposed:
Friedman, aligned Friedman, and Quade. .e Friedman test
uses mainly arithmetic mean, alignment Friedman uses a
value of location computed as the average performance
achieved by all heuristics in each problem, and Quade
considers that some instances might be more difficult than
others. All these tests consider ranks; therefore, the lower
distance value will produce a higher rank. In our context,
this means that heuristics with less perturbative behavior
(i.e., intensification heuristics) will be ranking top.

We applied post hoc tests in order to determine if two
operators are similar in terms of their perturbative behavior.
A p value under 0.05 (0.95 confidence level) rejects this null
hypothesis, indicating that the given pair of operators are
significantly different in their perturbative behavior.
.erefore, those operators are not grouped together. Op-
erator pairs for which the p value is greater than 0.05 are
classified in the same group.We applied the Holm procedure
to adjust the p values. In our experiments, only two

well-defined groups were detected by the post hoc tests. We
defined the group including the top-ranking heuristics as the
intensification group and the other group as the diversifi-
cation group.

3.3. Iterated Local Search Hyper-Heuristic. In order to test
the performance of the previously defined intensification
and diversification groups of heuristics, we follow the ex-
perimental setup in [10] with some adjustments detailed in
this section. We also provide a description of the high-level
strategy and adaptive operator selection mechanism used.
.e pool of heuristics is problem specific, and they will be
described in the respective case study section.

3.3.1. High-Level Strategy. We utilize iterated local search
(ILS) as the high-level strategy [8, 10, 16]. Iterated local
search is a simple yet effective strategy, which works by
iteratively alternating between an exploration move (di-
versification) and an exploitation move (intensification)
from the perturbed solution [7]. With this search strategy, it
is straightforward to identify where to apply the intensifi-
cation and diversification heuristics groups.

Our implementation is outlined in Algorithm 2. Two
independent adaptive operator selection steps are used: one
in the local search phase (lines 2 and 5) using the intensi-
fication group of heuristics and another in the perturbation
phase (line 4) using the diversification group. .is imple-
mentation differs from our previous ILS hyper-heuristic
[9, 10] in which adaptive operator selection is used on the
two algorithm stages instead of only on the intensification
stage. Line 6 must be set for maximization (> ) or mini-
mization (< ) problems.

3.3.2. Adaptive Operator Selection. Adaptive operator se-
lection [17, 18] allows high-level algorithms to autono-
mously select the next heuristic to apply to the incumbent
solution. Two cooperating mechanisms are required: selec-
tion rule, which defines how to select the next operator or
low-level heuristic from the pool according to their esti-
mated qualities, and credit assignment, which defines how to
estimate the operators’ quality based on the impact brought
by their recent application. .e mechanisms we imple-
mented are described in detail:

Selection rule: we use dynamic multiarmed bandits
(DMAB) [19] as the selection rule, where each operator
is viewed as an arm. Let li,t denote the number of times
the ith arm (heuristic) has been played and 􏽢ri,t the
average reward it has received up to time t. At each time
step t, from K alternative arms (heuristics), the algo-
rithm selects the arm maximizing the quantity com-
puted by the following expression:

􏽢rj,t + C

��������������

2∗ log10 􏽐
K
i�1li,t􏼐 􏼑

lj,t

􏽶
􏽴

. (4)
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Factor C is used to balance the inner exploration and
exploitation phases. .e DMAB algorithm uses a Page-
Hinkley statistical test, where two parameters are in-
troduced: cph, which controls the trade-off between false
alarms and unnoticed changes, and δ, which enforces the
robustness when dealing with slowly varying environ-
ments. Parameters C and cph need to be tuned for every
problem. We found in preliminary experiments that the
values C� 10 and cph � 100 obtain encouraging results
consistently. For the parameter δ, we used the value
suggested in [18] (δ � 0.15) for all our experiments.
Credit assignment: we use extreme value criteria for
determining the operator’s credit [17, 18]. When a
heuristic op is selected and applied to the current so-
lution by the selection rule, it is necessary to calculate
an update in the reward value with the most recent
behavior information of the last applied heuristic.
Rewards are updated as follows depending on the ILS
phase (diversification and intensification). For the in-
tensification phase, the fitness of the new solution is
computed and the change in fitness Δf is added to a
FIFO list of size W. For the diversification phase, the
Hamming distance between the new solution and the
initial one is calculated and added to a FIFO list of size
W. A separate list is kept for each operator for both
phases. FIFO data structure is used to guarantee that
only the latest observations in fitness improvement or
Hamming distance are considered in operator selection
computations for the last W iterations before being
erased of credit assignment memory. We kept a list for
each operator in order to identify which operator has
achieved the best performance in the last W iterations.

.ereafter, the specific operator reward is updated to the
maximal value in the list. Formally, let t be the current step and
metric(t) be the metric value (Δf or Hamming) estimated at
time t for a given heuristic op and the expected reward 􏽢rt for
heuristic op is computed using the following equation:

􏽢rt � argmax metric ti( 􏼁, i � 1, . . . , W􏼂 􏼃. (5)

4. Course Timetabling Case Study

We first apply the proposed methodology to the course
timetabling problem. .is problem requires the assignment

of a fixed number of subjects into a number of time slots..e
objective is to obtain a timetable minimizing the number of
conflicts. Our formulation uses a generic modeling approach
where solutions are represented as vectors of integer
numbers of length equal to the number of events (courses)
[9]. As test instances, we use the 24 instances from the
International timetabling competition (ITC) 2007 track 2
(postenrollment course timetabling) [20]. Many meta-
heuristic [21, 22] and hyper-heuristic [9, 10] approaches
have been proposed for solving variants of educational
timetabling. Recent surveys have also been published [4, 23].
Here, we improve the performance of hyper-heuristics by
incorporating our automated approach for categorizing low-
level heuristics into intensification and diversification
groups.

4.1. Low-LevelHeuristics. Our implementation considers the
following set of five low-level heuristics [10]. .ey range
from a simple randomized exchange or swap neighborhoods
to greedy and more informed procedures:

MLC (move to less conflict): it locates the variable
producing the most conflicts and changes its value to
that causing the minimum possible conflict
BSP (best single perturbation): it chooses a variable
following a sequential order and changes its value to
that producing the minimum conflict
WMLC (worst move to less conflict): it locates the
variable and value that once modified cause the less
conflict
MLS (move to less size): it changes the value of a given
variable to that causing the event to move to the less
occupied time slot
Two points: it selects uniformly at random two indexes
in the integer string representation and modifies all
variables between the indexes randomly

4.2. Ranking and Grouping of the Low-Level Heuristics.
Table 1 shows the nonparametric ranking of the heuristics
according to the genotypic and fitness distance metrics. .e
ranking indicates that closeness in genotypic space correlates
with closeness in fitness space, a desirable property for
heuristic search methods. Table 2 shows the adjusted p

values of each pair of heuristics. .e null hypothesis in this
test establishes that between two heuristics (row and column),
there is no significant difference in terms of perturbative
behavior. A p value less than 0.05 (0.95 confidence level)
means the null hypothesis is rejected. According to this
criterion groups, WMLC,MLC,BSP{ } and MLS,TwoPoints{ }

have a statistical difference. .e top-ranking three heuristics
WMLC,MLC,BSP{ } are assigned to the intensification group,
while the bottom two heuristics MLS,TwoPoints{ } to the
diversification group.

4.3. Hyper-Heuristic Performance Comparison. .e selected
groups of heuristics are then deployed within the iterated
local search hyper-heuristic framework described in Section

(1) s0 � GenerateInitialSolution

(2) s∗ � LocalSearch(s0)

(3) while !StopCriteria() do
(4) s′ � perturbation(s∗)

(5) s∗′ � LocalSearch(s′)
(6) if f(s∗′) better than f(s∗) then
(7) s∗ � s∗′
(8) end if
(9) end while
(10) return s∗

ALGORITHM 2: High-level strategy: iterated local search.

Complexity 5



3.3. Following the ITC-2007 competition rules, each hyper-
heuristic variant is run 10 times and the stopping condition
corresponds to a time limit of about 10 minutes following
the benchmark algorithm provided in the competition
website (http://www.cs.qub.ac.uk/itc2007/). We compare
our approach against the following methods:

Cambazard: the winner of the ICT-2007 competition
[24], a multistage local search algorithm considering
several neighborhoods
Ceschia: a single-step meta-heuristic approach based
on simulated annealing, with a neighborhood com-
posed of moves that reschedule one event or swap two
events [21]
AdapExAP: an adaptive iterated local search hyper-
heuristics coupled with an adaptive mechanism based
on the adaptive pursuit selection rule [9]
Goh: Iterative two-stage algorithm that uses tabu search
and simulated annealing [25]

Nagata: a local search-based algorithm with a mechanism
for adapting the size of search neighborhood [26]
HHADL: an iterated local search hyper-heuristic with
Add-Delete list, which generates heuristics based on a
fixed number of add and delete operations [27]
HHDMAB: an iterated local search with dynamic
multiarm bandits, which selects from a pool of heu-
ristics using an autonomous strategy [10]

.e main difference between our proposal and other
recent methodologies is the application of a categorization
process to a predefined set of low-level heuristics. .is
categorization, detailed in Section 3, leads us to empirical
construction of a reasonable good group of heuristics to use
as intensification and diversification operators in a selection
hyper-heuristic approach. Our selection hyper-heuristic has
an empirically effective group of operators determined a
priori of any exhaustive experimentation; this characteristic
enhances the performance of our approach against other
methodologies whose setting was made by the mere human
expertise.

Table 3 shows comparative results of our proposed
approach HH2DMAB against state-of-the-art solvers. .e
evaluation of the best-found solutions is shown, with the
average and standard deviation results reported in brackets
in the form (sσ), when available..e best solutions are given
in bold font.

Configurations designed by human experts are repre-
sented by the other entries in Table 3. Our approach offers an
automated operator grouping and selection of the heuristics
with no expert knowledge required. Results for instances 3
and 23 are new best-known solutions found by our ap-
proach. Consistently, our iterated local search hyper-heu-
ristic with automatic selection of heuristic groups,
HH2DMAB, presents lower average and standard deviation
values than previous approaches. We argue that this im-
proved performance is because of having additional heu-
ristics at the diversification stage, which gives the algorithm
more alternatives to escape from local optima. Figures 2 and
3 show the dynamic of selection probabilities for the in-
tensification group (a) and diversification group (b) of
heuristics during a HH2DMAB run on a selected instance
(instance 2).

Figures 2 and 3 shows in X-axis the iterations of each
run (1000x) and Y-axis shows the probability of selection
of each heuristic (color line); the sum of selection
probabilities for all heuristics is 1 at each iteration. In the
intensification group, Figure 2, the heuristics WMLC and
MLC are most frequently selected across the run than the
third BSP heuristic and WMLC and MLC take dominance
at different stages of the run. .e diversification group
dynamic, Figure 3, shows that the two heuristics are
useful during the search, with heuristic MLS having
prominence.

5. Vehicle Routing Case Sudy

In order to illustrate the generality of the proposed meth-
odology, we considered a second case study, the vehicle

Table 1: Ranking of the course timetabling heuristics.

Heuristic Friedman Aligned Friedman Quade
Hamming distance
WMLC 3.18 14.76 1.77
MLC 1.83 12.34 2.30
BSP 2.14 25.76 2.77
MLS 5.9 42.43 3.60
TwoPoints 7.95 51.9 4.2

Lee distance
WMLC 2.15 11.38 1.47
BSP 1.25 12.724 2.17
MLC 3.37 28.12 2.47
MLS 6.31 47.21 3.12
TwoPoints 7.47 41.6 4.45

Fitness distance
WMLC 1.56 11.76 1.12
MLC 2.95 15.33 1.77
BSP 3.66 27.92 2.14
MLS 6.72 36.42 2.77
TwoPoints 8.24 46.9 4.10

Table 2: Adjusted P values for every pair of heuristics in course
timetabling domain.

TwoPoints MLS BSP MLC
Hamming distance
WMLC 0.005 0.007 0.052 0.055
MLC 0.005 0.008 0.05 —
BSP 0.006 0.01 — —
MLS 0.051 — — —

Lee distance
WMLC 0.003 0.032 0.046 0.051
MLC 0.002 0.041 0.003 —
BSP 0.016 0.014 — —
MLS 0.051 — — —

Fitness distance
WMLC 0.001 0.017 0.048 0.045
MLC 0.002 0.035 0.05 —
BSP 0.003 0.035 — —
MLS 0.051 — — —
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routing problem with time windows (VRPTW). In this
problem, a set of customer demands must be addressed
using as a few vehicles as possible. .e time window con-
straint indicates that customer demands can only be served
in a time window..e formulation and experimental setting
follows the rules of the Cross-Domain Heuristic Search
Competition (CHeSC) 2011 [28]. CHeSC instances were
taken from [29] and include 5 from the Solomon data set and
5 from the Gehring and Homberger data set.

5.1. Low-Level Heuristics. Our implementation uses the
following four heuristics:

TimeRR: it removes a number of locations based on time
window proximity, reinserting into the best route possible
TwoOptStar: it takes the end sections of two routes and
swaps them to create two new routes
locRR: it removes a number of locations based on lo-
cation proximity, reinserting into the best route possible
ShiftMutate: it moves a single location from one route
to another

Table 3: Course timetabling problem. Comparison of our proposed approach HH2DMAB against state-of-the-art solvers..e evaluation of
the best-found solutions are shown, with the average and standard deviation results reported in brackets in the form (sσ), when available.
.e best solutions are given in bold font.

Instance Cambazard Ceschia AdapExAP HHADL HHDMAB Goh Nagata HH2DMAB
1 571 59 650(780.45148.5) 630 630 (860.12110.7) 307.6 81.7 630 (850.0698.45)

2 993 0 470(960.7270.4) 450 380 (530.15130.6) 63.4 48.0 365 (505.7498.64)

3 164 148 290(33788.7) 300 137 (315.1257.15) 199.4 155 135(304.1051.27)

4 310 25 600(81542.6) 602 475 (559.1238.62) 328.8 254 452 (480.6137.11)

5 5 0 35(39.169.3) 6 0(00) 2.7 0 0(00)
6 0 0 20(29.47.3) 0 0(4.61.4) 33.2 0 0(00)
7 6 0 30(33.742.1) 0 0(5.21.1) 18.0 3.6 0(00)
8 0 0 0(00) 0 0(00) 0.0 0.0 0(00)
9 1560 0 630(861.1127.4) 640 602(854.3158) 100.7 58.9 595(630.2675.2)

10 2163 3 2349(2458.2185.2) 663 482(615.1272.14) 65.3 6.4 469(630.5770.46)

11 178 142 350(405.757.3) 344 159(355.1249.12) 244.3 140.4 159 (303.8234.55)

12 146 267 480 (506.427.4) 198 140 (278.4325.9) 318.2 33 135 (230.6322.46)

13 0 1 46(77.3749.2) 0 0(15.212.7) 99.5 0 0(3.271.2)

14 1 0 80(108.333.5) 35 20(25.1217.4) 0.2 0 16(23.5812.55)

15 0 0 0 (5.759.4) 0 12 (44.1616.0) 192.0 0 0 (2.041.2)

16 2 0 0(2.224.1) 140 0(73.7633.4) 105.8 1.5 0 (50.1418.66)

17 0 0 0(00) 0 0(31.5) 0.8 0 0 (00)
18 0 0 20(25.166) 0 0(5.32.1) 12.5 0 0 (00)
19 1824 0 360(404.5139.1) 400 133(214.633.6) 516.7 0 104 (188.225.44)

20 445 543 150(177.1237.1) 150 106(311.0731.5) 650.7 438 106 (230.1115.41)

21 0 5 0 (3.785.7) 0 0(2.52.3) 12.5 0 0(1.871.11)

22 29 5 33(45.7112.7) 32 25 (5418.5) 136.0 0 21 (37.229.55)

23 238 1292 1007(1378.45319.4) 238 267.4(515.2389.4) 504.4 777 233(404.5785.66)

24 21 0 0(45.8860.0) 640 76(337.3451.9) 192.6 0 77(199.6240.11)
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5.2. Ranking and Grouping of the Low-Level Heuristics.
.e experimental design resembles that of the previous case
study. Each sampling procedure is executed 500 times,
using 200 function calls for every instance-heuristic pair.
.e time expended in this phase was about 37 minutes
using an i7 Intel Core, 8 Gb in Ram, Linux Operating
System and JAVA Language. Table 4 shows the collected
metric rankings.

As Table 4 indicates, heuristics locRR and TimeRR are
the top two according to all metrics. .is suggests they are
more suitable as intensification heuristics. Heuristics
TwoOpt∗ and Shift are the bottom two in the rank for all
metrics. Table 5 shows the post hoc tests for heuristic pairs as
the null hypothesis establishes that between two heuristics
(row and column), there is no significant difference in terms of
perturbative behavior. A p value less than 0.05 means the null
hypothesis is rejected. According to this evidence, the groups
locRR,TimeRR{ } (intensification) and TwoOpt∗, Shift􏼈 􏼉 (di-
versification) are defined.

5.3. Hyper-Heuristic Performance Comparison. .e selected
groups of heuristics are deployed within the iterated local
search hyper-heuristic framework. In order to compare its
performance, we consider the contestants in the Cross-
Domain Heuristic Search Competition (CHeSC) 2011
(http://www.asap.cs.nott.ac.uk/external/chesc2011/results.
html). Following the competition rules, 31 runs are con-
ducted, each lasting 600 CPU seconds according to the
benchmark tool provided by the competition webpage. .e
algorithms are ranked according to their median perfor-
mance and receive points according to a system inspired by
formula (1) in [28]. .e top eight performing algorithms
receive 10, 8, 6, 5, 4, 3, 2, and 1 point, respectively. In case of
ties, the points of the concerned positions are summed and
equally shared.

According to this scoring system, our method
HH2DMAB achieves 28 points (Table 6), which represents a
tie in the 2nd position when compared against CHeSC
contestants [30]. Moreover, HH2DMAB achieves better
performance when compared with or previous state-of-the-
art HHDMAB [10] hyper-heuristic, which obtained the 3rd
position. Again, the evidence suggests that our current
approach with more heuristics at the diversification stage
allows the hyper-heuristic to achieve better results.

Our selection hyper-heuristic was enhanced by the ap-
plication of a priori phase were the diversification and in-
tensification operators were selected using the methodology
detailed in Section 3. .is allowed our approach to work with
an empirically good-selected group of operators. Table 7
contrasts the best results obtained by HH2DMAB against
the previous HHDMAB hyper-heuristic [10] and the best-
known results for each instance. Consistently, HH2DMAB
outperforms the previous HHDMAB and produces results
that are close to the best-known solutions..is is a good result
since the best-known solutions are achieved by problem-
specific algorithms. Our approach, instead, is a more general
methodology that usually requires only changing the set of
low-level heuristics to address other problem domains. .is

Table 4: Ranking of the vehicle routing heuristics.

Heuristic Friedman Aligned Friedman Quade
Hamming distance

locRR 2.33 13.12 2.10
TimeRR 1.62 16.24 2.40
TwoOpt∗ 2.74 22.14 3.66
Shift 3.14 29.89 4.50

Lee distance
locRR 2.37 12.33 1.91
TimeRR 1.61 15.44 2.10
TwoOpt∗ 3.02 11.16 2.60
Shift 5.01 27.94 3.47

Fitness distance
TimeRR 1.36 13.19 1.01
locRR 2.65 11.95 2.37
Shift 2.42 20.42 3.15
TwoOpt∗ 5.22 27.14 4.18

Table 5: Adjusted P values for every pair of heuristics in vehicle
routing domain.

Shift TwoOpt∗ TimeRR
Hamming distance

locRR 0.0027 0.022 0.052
TimeRR 0.028 0.025 —
TwoOpt∗ 0.63 — —

Lee distance
locRR 0.017 0.020 0.061
TimeRR 0.021 0.007 —
TwoOpt∗ 0.077 — —

Fitness distance
locRR 0.031 0.016 0.057
TimeRR 0.024 0.020 —
TwoOpt∗ 0.075 — —

Table 6: Comparison with CHeSC 2011 contestants.

Rank Algorithm Score
1 PHUNTER 33
2 HAEA 28
2 HH2DMAB 28
3 HHDMAB 25
4 KSATS-HH 23
5 ML 22
6 AdapHH 16
6 HAHA 16
8 EPH 12
9 AVEG-Nep 10
10 GISS 6
10 GenHive 6
10 VNS-TW 6
13 ISEA 5
13 XCJ 5
15 SA-ILS 5
16 ACO-HH 2
17 DynILS 1
18 NA-SLS 0
18 SelfSearch 0
18 Ant-Q 0
18 MCHH-S 0
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evidence suggests that our algorithm setting was more effi-
cient, producing competitive results against other method-
ologies configured only by human expertise.

6. Conclusions

We have proposed an empirical methodology to classify a
set of operators into intensification and diversification
heuristics, to be used within hyper-heuristic methods.
Starting from a suitable set of low-level heuristics or search
operators for a given domain, the proposed methodology
probes their performance using fitness landscape and
distance metrics and ranks the heuristics through non-
parametric statistics instead of human expertise. .is
contributes to increasing the methodological rigor and
automation for deploying hyper-heuristic approaches. Our
methodology was tested within a state-of-the-art hyper-
heuristic framework over two complex combinatorial
optimization problems, namely, course timetabling and
vehicle routing problem with time windows achieving new
best-known solutions for ITC 2007 track 2 course time-
tabling instances and better results against previous studies
in the case of CHeSC vehicle routing instances. Our results
indicate improved hyper-heuristic performance on both
domains when our methodology is used to empirically
identify a group of intensification and diversification op-
erators. .is suggests that well-designed hyper-heuristic
methods are not only more general but can also be more
effective than problem-specific meta-heuristics. In the
future, we will investigate additional ranking methods and
methodologies to automatically tune hyper-heuristic pa-
rameters. Finally, it is necessary to test this approach to
other problem domains and heuristic pools.
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Power transmission networks play an important role in smart girds. Fast and accurate faulty-equipment identi�cation is critical
for fault diagnosis of power systems; however, it is rather di�cult due to uncertain and incomplete fault alarm messages in fault
events. �is paper proposes a new fault diagnosis method of transmission networks in the framework of membrane computing.
We �rst propose a class of spiking neural P systems with self-updating rules (srSNPS) considering biological apoptosis mechanism
and its self-updating matrix reasoning algorithm. �e srSNPS, for the �rst time, e�ectively unitizes the attribute reduction ability
of rough sets and the apoptosis mechanism of biological neurons in a P system, where the apoptosis algorithm for condition
neurons is devised to delete redundant information in fault messages. �is simpli�es the complexity of the srSNPS model and
allows us to deal with the uncertainty and incompleteness of fault information in an objective way without using historical
statistics and expertise. �en, the srSNPS-based fault diagnosis method is proposed. It is composed of the transmission network
partition, the SNPS model establishment, the pulse value correction and computing, and the protection device behavior
evaluation, where the �rst two components can be �nished before failures to save diagnosis time. Finally, case studies based on the
IEEE 14- and IEEE 118-bus systems verify the e�ectiveness and superiority of the proposed method.

1. Introduction

Fast and accurate fault diagnosis is very important for power
system restoration after a serious blackout [1, 2]. �is �rst
requires the identi�cation of faulty equipment [3, 4]. To
identify faulty equipment, dispatchers should �rst analyze
the fault alarm messages received from the supervisory
control and data acquisition (SCADA) system according to
ancillary facilities and their operational experience. Fault

events in a power system can cause lots of fault alarm
messages, and parts of them may be redundant ones which
are not important with respect to the fault. Besides, pro-
tection devices may also fail leading to incomplete action
information. All these cases can increase the uncertainty and
incompleteness of fault alarm messages, making fault di-
agnosis more di�cult [4–7]. �erefore, improving the fault
information processing ability of fault diagnosis methods is
signi�cant for faulty equipment identi�cation.
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During the past three decades, several fault diagnosis
approaches have been developed, such as expert systems
(ESs) [8, 9], artificial neural networks (ANNs) [10–14],
Bayesian networks (BNs) [15–18], Petri nets (PNs)
[19–24], cause-effect networks (CENs) [2, 25], optimi-
zation methods (OMs) [26–30], fuzzy logic (FL)
[2, 4, 10, 19–21, 23], rough sets (RSs) [31–35], and spiking
neural P systems (SNPSs) [4, 36–38]. However, each above
approach has its limitations which are in detail analyzed in
[1, 2, 4–6]. In general, main shortcomings of these
methods include (1) strong reliance on a large amount of
historical data, such as BNs, PNs, ANNs, and SNPSs; (2)
strong dependence on expert experience, such as ESs,
BNs, PNs, and SNPSs; (3) poor interpretability of diag-
nosis results, such as ANNs, OMs, and CENs; (4) poor
topological adaptability, such as ANNs, OMs, and BNs;
(5) low fault tolerance, such as OMs and ANNs; and (6)
cannot be used independently and need to be combined
with other methods, such as the FL and RSs. 1erefore,
how to improve the above methods or put forward new
ones is the main issue in the corresponding engineering
domain.

Among these fault diagnosis methods, the SNPS is a
novel bio-inspired distributed parallel computing model,
which has powerful information processing and parallel
computing ability (most models have been verified to be
Turing equivalent [39, 40]). 1e SNPS has become a hot
research topic in Membrane Computing [41] and Natural
Computing. In recent years, it has been used to explore the
new fault information processing mechanism and SNPS-
based fault diagnosis methods with rich achievements.
SNPSs are a special kind of neural-like P systems [42],
inspired by the mechanism that biological neurons store,
transmit, and exchange information by pulses (spikes)
along axons from presynaptic neurons to postsynaptic
neurons in a distributed and parallel manner [4, 43, 44].
Due to the similarity between the spike transmission
among different neurons through synapses and the fault
propagation in power systems, fault diagnosis models
based on different variants of spiking neural P systems are
proposed to reason fault events to find faulty equipment
[4, 36–38, 45–49].

At present, SNPS-based fault diagnosis methods can
be divided into two categories (according to the fault
information processing way): fuzzy reasoning with real
numbers (FRRN) [36–38, 45–48] and fuzzy reasoning
with fuzzy numbers (FRFN) [4, 50–52]. 1e FRRN refers
to process uncertain and incomplete fault alarm messages
using probability numbers which correspond to historical
statistics of action information of protection devices
including protective relays (PRs) and circuit breakers
(CBs). 1erefore, the FRRN strongly depends on the
historical data. However, with the increasing complexity
of power systems, it is difficult to accurately obtain the
historical statistics and update them in time. For the
second kind of method, the FRFN is to deal with the
uncertainty and incompleteness by fuzzy numbers. Wang
et al. [4], for the first time, introduces trapezoidal fuzzy
numbers, fault fuzzy production rules, and fault

confidence levels into the framework of SNPSs to propose
a fault diagnosis method for power transmission net-
works, where neurons, spikes, firing rules, and firing
conditions are redefined. 1en, Tao et al., Yu et al., and
Peng et al. [50–52] continue to explore and introduce
triangular fuzzy numbers, interval valued fuzzy numbers,
and intuitionistic fuzzy sets, respectively, to diagnose
faults of transmission networks. However, for above-
mentioned types of FRFN, the different kinds of fuzzy
numbers are all obtained via expert experience. 1ere-
fore, the FRFN has high subjectivity, and its non-
subjectivity is still a difficult problem to be solved. In
addition, both the FRRN and the FRFN do not consider
the preprocessing of fault alarm messages, that is, the
fault alarm messages cannot be effectively utilized by
deleting redundant information before modeling the
SNPS-based diagnosis models. 1erefore, when the scale
and complexity [53–56] of a power system increase and
the redundancy of fault information is high, the fault
tolerance of SNPS-based methods will reduce rapidly.
1erefore, more attention should be paid to how to ef-
fectively overcome the above shortcomings.

On the contrary, the rough set [57, 58] is a typical
mathematical tool to deal with uncertain and imprecise
information in an objective way. However, the rough set
generally should be combined with other methods because it
can only reason and calculate fault data itself weakly. To
address the aforementioned issues, this paper first proposes a
spiking neural P system with self-updating rules (srSNPS)
considering biological apoptosis mechanism, which inte-
grates the strong objectivity (i.e., no need of any priori or
additional information [59]) and good uncertainty handling
capacity of rough sets and excellent parallel information
processing ability of SNPSs. 1en, an srSNPS-based fault
diagnosis method for transmission networks is further de-
vised. 1e main contributions of this paper are described as
follows:

(1) To effectively deal with uncertain and incomplete
fault information in an objectivity way, an srSNPS
and its apoptosis algorithm (Algorithm 1) for
condition neurons are proposed. 1is is the first
time to availably unify the attribute reduction
function of rough sets and the apoptosis mech-
anism of biological neurons in the framework of
membrane computing. 1is way makes the SNPSs
handle the uncertainty and incompleteness
without historical statistics and expert
experience.

(2) Besides, the self-updating matrix reasoning algo-
rithm (Algorithm 2) and self-updating rules for
input neurons are proposed. So, the srSNPS can
effectively make comprehensive use of fault in-
formation including action information, start in-
formation, and overlimit signals of protection
devices to improve its uncertainty and incomplete
processing capacity based on a simple matrix
reasoning process with a vivid graphical model-
building way.
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(3) Based on the proposed srSNPS and two algorithms,
combined with the depth-first search algorithm
(DSA), the weight network segmentation method
(WNSM) and the protection device event tree
(PDET), an srSNPS-based fault diagnosis method is
proposed. 1is method has good diagnosis result
interpretability while maintaining high-fault toler-
ance and a fast diagnosis speed under the uncertainty
and incompleteness of fault alarm messages. In
addition, it does not require historical statistics and
expertise. 1ese are not the case for previous SNPS-
based methods (even for all the graphical reasoning
diagnosis methods).

1e remainder of this paper is organized as follows.
Section 2 proposes the srSNPS and its algorithms. 1e
srSNPS-based fault diagnosis method is proposed in Section
3. In Section 4, the proposed diagnosis method is applied to
the IEEE 14- and 118-bus systems with the analysis of their
effectiveness and superiority. Conclusions are finally drawn
in Section 5.

2. Spiking Neural P Systems with Self-
Updating Rules

1is section first proposes the srSNPS and then presents its
SMRA.

2.1. Spiking Neural P Systems with Self-Updating Rules

Definition 1. A spiking neural P system with self-updating
rules (srSNPS) is a tuple:

Π � O, Me, σ1, . . . , σm, syn, in, out( 􏼁, (1)

where

(1) O � a{ } is a singleton alphabet (a is called a spike, O

is a set of spikes).
(2) Me � (Di, Cj) is called microenvironment, where

(a) Di � (θdi/T, T, fi), 1≤ i≤ s, is the i-th decision-
making neuron (DN) in Me and represents

Input: t condition neurons, s decision-making neurons
(1) Calculate h(C) via (2) and let L � C

(2) while (j≤ t)
(3) Calculate h(C − Cj) after the Cj dies via (2)
(4) Calculate the importance degree Sig(Cj) of the Cj via (1)
(5) if Sig(Cj) � 0, then
(6) L � C − Ci􏼈 􏼉

(7) else
(8) L � C

(9) end if
(10) end while

Output: survival condition neuron set L

ALGORITHM 1: Apoptosis algorithm for condition neurons.

Input: θ0, δ0,D1,D2,D3,E, 01 � 0, . . . , 0{ }T
p, 02 � 0, . . . , 0{ }T

q

(1) Let g � 0
(2) if input neurons satisfy with the firing conditions of self-updating rules, then
(3) correct θg and the algorithm jumps to Step 7
(4) else
(5) the algorithm jumps to Step 7 without pulse value correction
(6) end if
(7) while (θg ≠ 01 or δg ≠ 02)
(8) if proposition neurons satisfy their firing conditions then
(9) proposition neurons fire and compute δg+1 via

δg+1 � (DT
1 ⊗ θg) + (DT

2 · θg) + (DT
3 ∘ θg)

(10) end if
(11) if rule neurons satisfy their firing conditions then
(12) rule neurons fire and compute θg+1 via

θg+1 � ET∘ δg+1
(13) end if
(14) g � g + 1
(15) end while

Output: Pulse values of output neurons

ALGORITHM 2: Self-updating matrix reasoning algorithm.
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suspicious faulty equipment in the targeted
power network, where

(i) θdi/T equals to 0 or 1 representing the pulse
value of the i-th DN at time T. Note that
θdi/T � 1 means the suspicious faulty
equipment corresponding to Di faults and
vice versa.

(ii) T is the sequence time of spikes, and a DN
produces a spike at each unit time. 1us, a
pulse value sequence is formed and recorded
in the DN after T unit time.

(iii) fi is a forgetting rule of the i-th DN with the
form E/ aθdi/T⟶ λ; g � 0􏼈 􏼉, where g rep-
resents the reasoning step of the reasoning
algorithm of the srSNPS, i.e., the self-
updating matrix reasoning algorithm pro-
posed in the next subsection. It means that if
fi is applied, then spikes in the Di are
emptied and the calculation process will be
reinitialized (i.e., g � 0). 1e firing condi-
tion is E � θdi/T′ ≠ θdi/T􏼈 􏼉, representing that
the pulse value in Di has changed.

(b) Cj � (θcj/T, T, fj, Arj), 1≤ j≤ t, is the j-th con-
dition neuron (CN) in Me and represents a
protective relay or circuit breaker in the targeted
power transmission network, where

(i) θcj/T equals to 0 or 1 representing the pulse
value of the j-th CN at time T. Note that
θcj/T � 1 means the protection device cor-
responding to Cj has acted and vice versa.

(ii) T is the sequence time of spikes, and a CN
produces a spike at each unit time. 1us, a
pulse value sequence is formed and recorded
in the CN after T unit time.

(iii) fj is a forgetting rule of the j-th CN with the
form E/ aθcj/T⟶ λ; g � 0􏽮 􏽯. It means that if
fj is applied, then spikes in Cj are emptied
and the calculation process will be reini-
tialized (i.e., g � 0). 1e firing condition is
E � θcj/T′ ≠ θcj/T􏽮 􏽯, representing that the
pulse value in Cj has changed.

(c) Arj represents an apoptosis rule in Me with the
form E/ Cj􏽮 􏽯⟶ Algorithm1 L{ }􏼈 􏼉, which means
that if Arj is applied, then Cj executes its apo-
ptosis rule to determine whether it lives or dies.
1at is, CNs execute Algorithm 1 to output
survival condition neuron (containing important
information) set L. In the same time, CNs in-
cluding redundant information die and will not
participate in fault reasoning. 1e firing condi-
tion is E � g � 0∩ sigj � 0􏽮 􏽯 indicating that the
rule Arj can be applied if and only if in the initial
configuration [43] (that is, g � 0) with sigj � 0
(please see Definition 2).

(3) σi � (θi, ri, ei), 1≤ i≤p, is the i-th proposition
neuron (PN) corresponding to a protection device or

the equipment, σj � (δj, rj), 1≤ j≤ q, is the j-th rule
neuron (RN) corresponding to a fault production
rule, and p + q � m, where

(a) θi and δj are pulse values (equal to 0 or 1) in
proposition neuron σi and rule neuron σj,
respectively.

(b) ri represents a firing rule of σi with the form
E/aθ⟶ aθ, where E � a{ } is the firing condi-
tion, which means that once σi contains a spike,
ri can be applied. 1en, σi will consume a spike
with pulse value θ, produce a new spike with the
same pulse value, and then transmit it to its
postsynaptic neurons; rj represents a firing rule
of σj with the form E/aδ⟶ aβ, where E � a{ } is
the firing condition, which means that once σj

contains a spike, rj can be applied. 1en, σj will
consume a spike with pulse value δ, produce a
new spike with pulse value β (equals to 0 or 1),
and then transmit it to its postsynaptic neurons.

(c) ei represents a self-updating rule of the form
E/aθ⟶ aθ. 1e firing condition is E � εi > 0􏼈 􏼉,
which means that ei can be applied if and only if
the self-updating operator εi > 0. 1en, σi will
consume a spike with pulse value θ, produce a
new spike with pulse value θ (equals to 0 or 1,
called the antispike of θ ), and then εi � εi − 1.
Note that only input proposition neurons con-
tain self-updating rules.

(4) syn⊆ 1, . . . , m{ } × 1, . . . , m{ } with i≠ j for all
(i, j) ∈ syn for 1≤ i, j≤m is a directed synaptic
connection between linked neurons.

(5) in, out indicate the input neuron set and output
neuron set, respectively.

Note that if a PN is an input neuron, then it corresponds
to a protection device, i.e., a protective relay or a circuit
breaker. In this case, the pulse value in σ i represents the
action information of its corresponding protection device,
where θi � 1 means that the device has acted, while θi � 0
means it does not. If a PN is an output neuron, then it
corresponds to suspicious faulty equipment. In this case, θi �

1 indicates that the equipment is faulty, and θi � 0means it is
not.

Definition 2. 1e importance degree of Cj (1≤ j≤ t) is

sig Cj􏼐 􏼑 � I Cj, D􏼐 􏼑 � h C − Cj􏼐 􏼑 − h(C), (2)

where h(C − Cj) is the conditional information entropy
(CIE) of the other condition neurons to decision-making
neurons after Cj dies.

Definition 3. 1e CIE of a condition neuron C is

h(C) � − 􏽘

|U/C|

i�1
p Xi( 􏼁 􏽘

|U/D|

j�1
p Yj

􏼌􏼌􏼌􏼌􏼌 Xi􏼒 􏼓logp Yj

􏼌􏼌􏼌􏼌􏼌 Xi􏼒 􏼓, (3)

where U is called the universe, D is a DN, p(Xi) represents
the probability of Xi on U, and p(Yj | Xi) � |Yj ∩Xi|/Xi
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indicates the probability of the event Yj under the occur-
rence event Xi.

Definition 4. Me of neurons in an srSNPS is a knowledge
base K � (U, R), where R is a nonempty finite set of attri-
butes. Set X � X1, X2, . . . , Xn􏼈 􏼉 and Y � Y1, Y2, . . . , Ym􏼈 􏼉 as
the partitions of P and Q on U, respectively. 1e probability
distributions of P and Q on the σ algebra composed of
subsets of U are

[X : p] �
X1 X2 · · · Xn

p X1( 􏼁 p X2( 􏼁 · · · p Xn( 􏼁
􏼢 􏼣,

[Y : p] �
Y1 Y2 · · · Ym

p Y1( 􏼁 p Y2( 􏼁 · · · p Ym( 􏼁
􏼢 􏼣,

(4)

where p(Xi) � |Xi|/|U|, i � 1, . . . , n and p(Yj) � |Yj|/|U|,

j � 1, . . . , m.
Algorithm 1 used in the apoptosis rule is the apoptosis

algorithm for condition neurons, described as follows. Its
output is a survival condition neuron set L. 1e neurons in L
will be connected according to the synaptic connection rule
in Definition 5.

Definition 5. Synaptic connection rules in this study are (1)
read the information sequences of DNs and survival CNs to
form the minimum reduction decision table (MRDT); (2)
create a fault production rule set (FPRS) for the MRDT; and
(3) realize synaptic connection according to production
rules in the FPRS. Note that only the living neurons (in-
cluding DNs and survival CNs) can build synapses.1e dead
condition neurons are unable to establish any effective
synapses.

To improve the intelligibility, a sketch map of neu-
rons and the microenvironment are shown in Figure 1,
and a diagram of evolutionary process of an srSNPS is
shown in Figure 2, where the ODTrepresents the original
decision table of a fault to be diagnosed. In an srSNPS,
there are three types of rule neurons, i.e., General-, And-,
and Or-rule neurons. All of them can represent fault
production rules but with different processing
methods of spikes, which will be described in detail in
Section 2.2.

2.2. Self-Updating Matrix Reasoning Algorithm. To explain
the SMRA, we first introduce its vectors, matrices, and
operators as follows:

(1) θ � (θ1, . . . , θp)T is a pulse value vector of PNs,
where θi(1≤ i≤p) represents the pulse value of i-th
PN σi. If σi is an input neuron, then θi � 1 means
the protection device associated with σi has acted,
and θi � 0 means it has not acted. If σi is an output
neuron, then θi � 1 means the corresponding sus-
picious equipment is faulty, and θi � 0 means it is
not faulty.

(2) δ � (δ1, . . . , δq)T is a pulse value vector of RNs,
where δj (1≤ j≤ q) is the pulse value of the j-th RN.

(3) ε � (ε1, . . . , εl)
T(1≤ l≤p) is a self-updating oper-

ator vector of input neurons, where εi(1≤ i≤ l) is
the self-updating operator of the i-th input neuron.

(4) D1 � (dij)p×q is a synaptic matrix, which represents
the directed synaptic connection from PNs to
general RNs. If there is a synapse from PN σi to
general RN σj, then dij � 1; otherwise, dij � 0.

(5) D2 � (dij)p×q is a synaptic matrix, which represents
the directed synaptic connection from PNs to And
RNs. If there is a synapse from PN σi to And RN σj,
then dij � 1; otherwise, dij � 0.

(6) D3 � (dij)p×q is a synaptic matrix, which represents
the directed synaptic connection from PNs to Or
RNs. If there is a synapse from PNs σi to Or RN σj,
then dij � 1; otherwise, dij � 0.

(7) E � (eji)q×p is a synaptic matrix, which represents
the directed synaptic connection from RNs to PNs.
If there is a synapse from RN σj to PN σi, then
eji � 1; otherwise, eji � 0.

(8) DT⊗ θ � (d1, . . . , dq), where dj � d1j × θ1 +

. . . + dsj × θq, j � 1, . . . , q.
(9) DT · θ � (d1, . . . , dq), where dj � min(d1j × θ1,

. . . , dqj × θq), j � 1, . . . , q.
(10) DT∘ θ � (d1, . . . , dq), where dj � max(d1j × θ1,

. . . , dpj × θp), j � 1, . . . , q. Likewise, ET∘ θ � (e1,

. . . , ep), where ei � max(e1j× θ1, d2j × θ2, . . . ,

dqi × θq), i � 1, . . . , p.

To parallelly reason and calculate fault alarm messages,
we design the SMRA for srSNPSs as follows.

3. The Proposed Methodology

1is section proposes a fault diagnosis method for power
transmission networks based on the srSNPS, whose flow-
chart is shown in Figure 3 and described as follows:

Step 1: transmission network partition.

Me

Dendrites

Cell body

Myelin sheath

Synapse

Biological conditions in
the microenvironment

Microenvironment

Figure 1: Sketch map of neurons and microenvironment.
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(a) Generate the Depth-First Search Tree (DST). Em-
ploy the depth-first search algorithm [60, 61] to
simplify the numbered transmission network to
generate the corresponding DST, in which nodes
represent buses.

(b) Divide the DST. Use the weight network segmen-
tation method [60, 61] to split the DST while en-
suring that the computational burden of each

subnetwork after network partition is approxi-
mately the same.

Step 2: establish an srSNPS-based fault diagnosis model
for each subnetwork. 1e subnetworks perform the
following steps (a)–(d) in a parallel way:

(a) Select Living Neurons. (i) Transport the ODTof the
fault into the microenvironment, i.e., feed

Me

ODT

C1

C2

C5

C3
C4

Cs

D1

D2
Dt

Me Me
C1

σ1

σ2

C2

C5

C3
C4

Cs

D1

D2
Dt

Initial neurons Neurons containing redundant
information die

An srSNPS

Living
neurons

Information
sequence

σpσp+q

Apoptosis
algorithm

…

…

…

…

…
…

…

… …

Figure 2: Diagram of evolutionary process of an srSNPS.
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Each model execute the SMRA to 
compute pulse values of output 
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Figure 3: Flowchart of the proposed srSNPS-based fault diagnosis method.
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conditional attributes of the ODT into CNs in Me
and decision-making attributes into DN neurons.
(ii) CNs execute apoptosis rules (i.e., Algorithm 1)
to select survival ones. 1e purpose of this step is to
select out important fault alarm messages (i.e., the
core attribute fault information) by deleting re-
dundant ones.

(b) Establish MRDT. Read the information sequences
of DNs and survival CNs to form the MRDT.

(c) Create the FPRS via the obtained MRDT.
(d) Realize Synaptic Connections to Build an srSNPS-

Based Model for Each Subnetwork. Establish syn-
apses according to Definition 5. Note that each fault
production rule corresponds to a rule neuron, while
each antecedent or consequent proposition in a rule
is associated with a proposition neuron. Now, the
survival CNs mutate to input PNs and the DNs
mutate to output PNs. 1e pulse values in the input
PNs represent the core attribute fault information
(corresponding to action information of PRs or
CBs) in fault alarm messages.

Step 3: correct pulse values of input neurons. Integratedly
utilize the start information and action information of
protection devices based on the fault information matrix
(please see Subsection 3.1) to get the self-updating op-
erator vector of input neurons, i.e., ε. 1en, each input
neuron applies its self-updating rule to correct and update
its pulse value. Accordingly, thewrong action information
of protection devices is corrected because the pulse value
of each input neuron represents the action information of
a protective relay or a circuit breaker.1e flowchart of this
step is shown in Figure 4.
Step 4: compute pulse values of output neurons. Each
subnetwork performs the SMRA (i.e., Algorithm 2)
of its srSNPS-based fault diagnosis model in a par-
allel way to reasoning out the pulse values of output
neurons.
Step 5: output diagnosis results. If and only if the pulse
value of an output neuron is 1, its corresponding
equipment is faulty.
Step 6: evaluate uncertain behaviors of protection
devices. Search the protection device event tree (PDET,
please see Subsection 3.2) to find the false or lost alarm
messages of protection devices.

1e purpose of Step 1 includes (a) simplify decision-
making samples for srSNPS-based diagnosis models. 1e
typical fault diagnosis methods based on rough sets establish
the ODT of a fault event via the fault data of the entire
transmission network, while our proposed method con-
currently establishes the ODT for each subnetwork; (b)
improve the topological adaptability of networks. When the
topology of a transmission network changes, it just needs to
modify the srSNPS-based diagnosis model of the corre-
sponding subnetwork. Besides, Steps 1 and 2 are finished

before faults occur, and Steps 3–6 are executed immediately
after failures. 1us, the proposed method can save some
time.

3.1. Correct Pulse Values of Input Neurons in srSNPS-Based
Diagnosis Models. Define the fault information matrix of a
CB (labeled as A) as

MA �

P
(1)
stA P

(1)
acA RacA

P
(2)
stA P

(2)
acA RacA

P
(3)
stA P

(3)
acA RacA

P
(4)
stA P

(4)
acA RacA

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (5)

where P
(u)
stA is the start information of PRs, P

(u)
acA is the action

information of PRs, and u � 1, 2, 3, 4 represents the main
protective, first backup protective, second backup protective,
and bus protective relays associated with the CB, respec-
tively; RacA is the action information of the CB. Particularly,
if there is no bus PR, P

(4)
stA � P

(4)
acA � 0.

Check overlimit signals of protection
devices corresponding to suspicious

equipment

Read fault information matrix

Compute the fault information 
identification matrix

The srRSNPS diagnosis 
model read ε

Y

N

Start

End

Any row of the matrix exists
Pst + Pac + Rac = 1?

Figure 4: Flowchart of correction steps for action information.
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Define the fault information identification matrix NA as

NA �

P
(1)
jA RjA

P
(2)
jA RjA

P
(3)
jA RjA

P
(4)
jA RjA

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (6)

where P
(u)
jA (P

(u)
jA � P

(u)
stA ⊕ P

(u)
acA, u � 1, 2, 3, 4) represents

decision value of status for the corresponding PR and ⊕ is the
xor operation. When P

(u)
jA � 1, read overlimit signals of pro-

tection devices corresponding to the suspicious equipment.
ε � (ε1, . . . , εl)

T is the self-updating operator vector of
input neurons. Define εi(1≤ i≤ l) as

εi �

0
0
, ∪

4

z�1
P

(z)
sti + P

(z)
aci􏼐 􏼑 � 0,

0
P

(3)
ji ⊕Rji􏼐 􏼑∪ P

(4)
ji ⊕Rji􏼐 􏼑

, ∪
2

z�1
P

(z)
sti + P

(z)
aci􏼐 􏼑 � 0,

P
(1)
ji ⊕Rji􏼐 􏼑∪ P

(2)
ji ⊕Rji􏼐 􏼑

0
, ∪

4

z�3
P

(z)
sti + P

(z)
aci􏼐 􏼑 � 0,

P
(1)
sti ⊕Rji􏼐 􏼑∪ P

(2)
ji ⊕Rji􏼐 􏼑

P
(3)
ji ⊕Rji􏼐 􏼑∪ P

(4)
ji ⊕Rji􏼐 􏼑

, ∪
4

z�1
P

(z)
sti + P

(z)
aci􏼐 􏼑≠ 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

where the symbol “—” is not the fraction line. 1e symbols
above “—” indicate self-updating operators of lines where
protective devices associated with input neurons are located,
while the ones under “—” represent self-updating operators
of buses.

3.2. Search the Protection Device Event Tree. According to
start and action messages of PRs, action messages of CBs, and
overlimit signals of faulty equipment, the PDETfor a fault event
is generated as shown in Figure 5, where Psti and Paci are the
start and action information of the i-th PR, respectively, Raci is
the action information of the corresponding CB, andOLi is the
overlimit signal of the faulty equipment we have found; the
start and action messages are represented by , the overlimit
signals are indicated by , and the behaviors of protection
devices are represented by ; the pink in above symbol
represents the corresponding protection device has acted, while
the gray color means it does not. When faulty equipment is got
in Section 3-Step 5, then we search the PDET to evaluate
uncertain behaviors of protection devices.

4. Case Study

1e proposed method is applied to the IEEE 14-bus and IEEE
118-bus systems to demonstrate its effectiveness and superiority.

4.1. IEEE 14-Bus System. 1ere are 14 buses, 20 lines, 40
circuit breakers, 40 line main protective relays, 40 line first

backup protective relays, 40 line second backup protective
relays, and 14-bus protective relays.

4.1.1. Comparative Tests. Ten cases including uncertainty
and incompleteness, such as maloperation and misinfor-
mation, are used to do the comparisons between the pro-
posed method and three typical fault diagnosis methods, i.e.,
the cause-effect network (CEN) in [2], the fuzzy Petri net
(FPN) in [18], and the fuzzy reasoning spiking neural P
system (FRSNPS) in [36]. 1e reason choosing the three
methods is that their performance over many other ap-
proaches has been demonstrated. 1e diagnosis results are
shown in Table 1.

For cases 1 and 2, four methods can find the right faulty
equipment. 1erefore, they are all effective without uncertain
or incomplete fault information. For case 3, only the proposed
method and the FRSNPS are successful, while both CEN and
FPN are failed. For cases 4–7, only our method can accurately
diagnose the faults. Cases 8–10 are three extreme examples, i.e.,
all the action information of protective relays or circuit
breakers are lost. 1e CEN, FPN, and FRSNPS are all failed for
cases 8–10, while our method is successful for cases 8 and 9 and
failed for the case 10. 1is is because the lost information in
cases 8 and 9 is the redundant information in our method, and
the one in case 10 is the core attribute information. 1erefore,
we can see that if the uncertainty and incompleteness occur in
the redundant information, it has no effect on the diagnosis
results of the proposed method. However, when it happens in
the core attribute information, it will influence the results.
Fortunately, due to the stability of the relay protection system,
the case of complete loss of all core attribute information is very
rare under normal operation of power systems. 1erefore,
Table 1 shows that the proposed method can obtain satisfying
results in the situations with incomplete or uncertain alarm
information for both single and multiple faults.

Besides, the computational complexities of the CEN,
FPN, and FRSNPS are analyzed. Note that the computa-
tional complexities of the four methods are all in the linear
order. Since the proposed method reduces redundant in-
formation by the apoptosis algorithm of condition neurons,
the number of neurons used for establishing srSNPS-based
fault diagnosis models is smaller than that of the CEN, FPN,
and FRSNPS. 1e more the redundant information, the
smaller the computational complexity of the proposed
method. In a fault diagnosis problem, there is typically much
redundant information. So, the upper limit of algorithm
computational complexity for the proposed method is far
less than that of the other three methods. 1erefore, we can
see that, although ourmethod needsmore information (such
as start information and overlimit signals) to improve its
diagnostic accuracy, the time complexity does not increase.

4.1.2. Disturbed Tests. To verify the fault-tolerant ability of
our method, we take the disturbed test under different
uncertain information ratios (UIRs). 1e test results are
shown in Table 2.

Define the UIR as
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Figure 5: Protection device event tree.

Table 1: Comparisons of diagnosis results between the proposed method and three typical fault diagnosis methods for the 14-bus system.

Cases

Preset faults

CEN
[2]

FPN
[18]

FRSNPS
[36]

1e proposed method
Action

information of
protection
devises

Faulty
equipment

Diagnosis
results Information evaluation

PRs CBs

1 MLR1314
MLR1413

CB1314
CB1413

L1314 L1314 L1314 L1314 L1314 Correct action

2

MLR1314
MLR1413
SLR0613
SLR1213

CB1213
CB0613
CB1413
CB1314

L1314
B13

L1314
B13

L1314
B13

L1314
B13

L1314
B13

Correct action

3
BR12
ML1213
ML1314

CB1312
CB1206

L1213
B12

L1213
B12

L1213
B12

L1213
B12

L1213
B12

Lost information: CB1213

4 BR13
MLR1213

CB1213
CB1312

L1213
B13

L1213
B13

L1213
L1213
B13

L1213
B13

Lost information: BLR1312, CB1306, CB1314

5
MLR1213
MLR1312
SLR1206

CB0612
L1213
B12

L1213 L1213
L1213
B12

L1213
B12

Lost information: CB1312, CB1213, SLR1312

6

BR12
BR13

SLR1312
SLR1306

CB1206
CB1213
CB1312
CB1314
CB1409
CB1306

B12
L1314

B12
B13
L1314

B12
B13
L1314

B12
B13
L1314

B12
L1314

False information: BR13, CB1312, CB1314
Lost information: SLR1409

7
BR12

MLR1314
MLR1413

CB1213
CB1206
CB1306
CB1314
CB1413

B12
B13
L1314

B12
L1314

B12
L1314

B12
L1314

B12
B13
L1314

Lost information: BR13, CB1312
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κ �
Nuncertain

Nfault
× 100%, (8)

where Nfault is the number of fault alarm messages from the
SCADA system and Nuncertain is the number of the uncertain
fault messages which are caused by the refuse operation,
unwanted operation, and information loss of protection
devices (including PRs and CBs).

In Table 2, each diagnostic accuracy for different κ is got by
computing the mean value under 1000 random tests. Note that
the headers “Uncertainty is in the RAI” and “Uncertainty is in
the CAAI” represent that uncertain fault alarmmessages appear
only in the redundant alarm information (RAI) and the core
attribute alarm information (CAAI), respectively.Moreover, the
“Uncertainty is in the RAAI” represents that uncertain fault
alarmmessages appear randomly both in RAI andCAAI, which
is called random attribute alarm information (RAAI). Table 2
shows that when uncertain alarm messages contained in κ are
all RAI, the diagnostic accuracy is the highest compared to the
other two situations.1is is because the RAI is deleted in Step 2
(a) and is not used in the fault diagnosis process. When there is
too much RAI, it will interfere with the judgment of the CAAI
which should be used in the diagnosis process.1erefore, when
the uncertainty is in the RAI, the diagnostic accuracy is less than
100%, and it will decrease with the increasing UIRs of the RAI.

When the uncertain fault messages contained in κ are
CAAI and RAAI, the diagnostic accuracy is also high be-
cause the start information and overlimit signals of pro-
tection devices will guarantee the diagnostic accuracy.
Table 2 shows that the diagnostic accuracy of our proposed
method is very high when κ is less than 5%, and the diagnosis
results are still acceptable when κ is between 5% and 10%.

1e diagnostic accuracy drops quickly when κ is more than
10%. Fortunately, this situation will not happen unless there
are attacks [62, 63]. 1erefore, we can get from Table 2 that
the diagnostic accuracy of the proposed method is high for
the three cases (uncertainty is in the RAI, CAAI, and RAAI,
respectively) when κ is less than 5%, and the RAI has a
smaller impact on fault diagnostic results.

4.1.3. Working Details of the Proposed Fault Diagnosis
Method. 1is section takes the IEEE 14-bus system as an ex-
ample to show how the proposed fault diagnosis method works.

(1) Network Partition. 1e system is first abstracted as a DST
by the depth-first search algorithm, as shown in Figure 6(a).
1en, the weight network segmentation method is employed
to divide the DST, as shown in Figure 6(b). 1e relationship
of subnetworks after division is shown in Figure 7. Note that
the information on each line in Figure 7 will be used by its
linked subnetworks. Finally, we get the network partition
result, as shown in Figure 8.

(2) Establish srSNPS-Based Models for Subnetworks. Sub-
network S6 is considered to show how to establish an
srSNPS-based fault diagnosis model for a subnetwork. 1e
protection configuration of S6 is shown in Figure 9.

First, the ODT for S6 is established by using the pro-
tection configuration information and causality between PRs
and CBs. 1en, we obtain living neurons by executing Step 2
(a) in Section 3, where LC � BR13,BR14,CB1213,CB1312,􏼈

CB1314,CB1206,CB0613,CB0914}, LD � L1213, L1314, L1206,􏼈

L1306, L1409,B12,B13,B14}. Finally, the MRDT is obtained

Table 1: Continued.

Cases

Preset faults

CEN
[2]

FPN
[18]

FRSNPS
[36]

1e proposed method
Action

information of
protection
devises

Faulty
equipment

Diagnosis
results Information evaluation

PRs CBs

8 — CB1312 B12
No
fault

No
fault No fault B12 Lost information: SLR0612, SLR1312, CB0612

9 BR13 — B13
No
fault

No
fault No fault B13 Lost information: CB1206, CB1213

10 — CB0613 B13
No
fault

No
fault No fault No fault Lost information: SLR1213, SLR0613 SLR1413,

CB1213, CB1413

Table 2: Diagnostic accuracy of the proposed method of IEEE 14-bus system for different κ.

κ(%)
Diagnostic accuracy

Uncertainty is in the RAI Uncertainty is in the CAAI Uncertainty is in the RAAI
1 0.9998216 0.9774273 0.9777241
3 0.9773322 0.9534217 0.9536811
5 0.9402314 0.9212946 0.9217332
7 0.9186726 0.8842735 0.8858784
9 0.8730823 0.8426232 0.8457151
10 0.8501379 0.8218934 0.8275321
20 0.7038297 0.6807239 0.6884047
30 0.6129324 0.5002955 0.5187934
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(shown in Table 3) and accordingly the FPRS of S6 is created,
as shown in Table 4.

1e srSNPS-based diagnosis model for S6 is built, as
shown in Figure 10, by connecting synapses based on the
FPRS shown in Table 4 and the synaptic connection rule
given in Definition 5.

(3) Computational Process. In this section, case 3 in Table 1 is
considered as an example to show how an srSNPS-based
model works.

Case 3. L1213 and B12 fault. Operated protective relays:
MLR1213, MLR1213, and SLR0612. Tripped CBs: CB1206. Lost
information: CB1312and CB1213. 1e fault alarm messages
obtained from the SCADA system are shown in Table 5.

According to Table 5, we can get the fault information
matrices of CB1213, CB1312, and CB1206 which are MCB1213

,

MCB1312
, and MCB1206

, respectively. According to their fault
information, the identification matrices NCB1213

, NCB1312
, and

NCB1206
are obtained.

MCB1213
�

1 1 ∗
0 0 ∗
0 0 ∗
0 0 ∗

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

MCB1206
�

0 0 0
0 0 0
1 1 0
0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

MCB1312
�

1 1 0
0 0 0
0 0 0
0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

NCB1213
�

0 1
0 0
0 0
0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

NCB1206
�

0 0
0 0
0 1
0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

NCB1312
�

0 1
0 0
0 0
0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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Figure 6: (a) 1e DST; (b) the segmentation result.
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1e self-updating vector of input neurons is

ε �
1
0

1
0

0
0

0
0

0
0

0
1

0
0

0
0

􏼔 􏼕
T

. (10)

1e pulse value vector of proposition neurons before
correction is

θ � [O]
T
1×15. (11)

1e pulse value vector of proposition neurons after
correction is

θ � 1 1 O1×13􏼂 􏼃
T

. (12)

When the SMRA stops, we get that

θ � O1×8 1 0 1 O1×4􏼂 􏼃
T
. (13)

Now, both pulse values of output neurons σ9 and σ11 are
1. 1erefore, the equipment corresponding to them is faulty,
i.e., L1213 and B12 have failed.

1en, we search the PDET in Figure 5 for the fault event
that “B12 is faulty,” and the searching path is PstMLR1213 �

1⟶ PacMLR1213 � 1⟶ RstCB1213 � ∗⟶ 10 , i.e., the
action information of CB1213 is lost. 1e action information
of protection devices of L1213 can be got in a similar way.
Finally, we find that the action information of CB1206,
CB1312, and CB1213 are lost. 1e computational work was
performed in MATLAB running on a computer, and the
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Figure 8: 1e partition result of the IEEE 14-bus system.

Table 3: Minimum reduction decision table of S6.

BR13 BR14 CB1213 CB1312 CB1314 CB1206 CB0613 CB0914 F
0 0 1 1 0 0 0 0 L1213
0 0 0 0 1 0 0 0 L1314
0 0 0 0 0 1 0 0 L1206
0 0 0 0 0 0 1 0 L1306
0 0 0 0 0 0 0 1 L1409
0 0 1 0 0 1 0 0 B12
0 0 1 0 0 0 0 0 B12
0 0 0 1 0 1 0 0 B12
0 0 0 1 0 0 0 0 B12
1 0 0 1 1 0 0 0 B13
1 0 1 0 1 0 0 0 B13
1 0 0 1 0 0 0 0 B13
1 0 0 1 1 0 1 0 B13
0 0 1 0 0 0 1 0 B13
0 1 0 0 0 0 0 0 B14
0 1 0 0 1 0 0 0 B14
0 1 0 0 0 0 0 1 B14
0 1 0 0 1 0 0 1 B14
0 0 0 0 1 0 0 1 B14
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Figure 10: 1e srSNPS-based fault diagnosis model of S6.
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Figure 9: 1e protection configuration of S6.

Table 4: Fault production rule set of S6.

Number Fault production rules
Rule 1 IF CB1213 �1 AND CB1312 �1 THEN L1213 faults
Rule 2 IF CB1314 �1 THEN L1314 faults
Rule 3 IF CB1206 �1 THEN L1206 faults
Rule 4 IF CB0914 �1 THEN L1409 faults
Rule 5 IF CB1213 �1 OR CB1312 �1 THEN B12 faults
Rule 6 IF CB1213 �1 AND CB0613 �1 THEN B13 faults
Rule 7 IF BR13 �1 THEN B13 faults
Rule 8 IF CB0914 �1 OR BR14 �1 THEN B14 faults
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computing time is 0.001675 s. 1e computer was equipped
with an Intel® Core™ i7-6700 @ 3.40GHz CPU, 32.0G RAM
and 64 bit Windows 7 operating system.

4.2. IEEE 118-Bus System. 1e IEEE 118-bus system is
complex, and it has 118 buses, 180 lines, 360 circuit breakers, 360

line main protective relays, 360 line first backup protective
relays, 360 line second backup protective relays, and 236 bus
protective relays. 1e system is divided into 12 subnetworks, as
shown in Figure 11. For this system, ten typical cases are
considered to do the comparison tests for the proposedmethod,
CEN, FPN, and FRSNPS. 1e results are shown in Table 6.
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Figure 11: 1e partition result of the IEEE 118-bus system.

Table 5: Start and action information of protective devices for case 4.

Startup information Action information
PRs CBs

MLR1213 1 MLR1213 1

CB1213 ∗BLR1213 0 BLR1213 0
SLR1213 0 SLR1213 0
BR12 1 BR12 1
MLR1312 1 MLR1312 1

CB1312 0BLR1312 0 BLR1312 0
SLR1312 0 SLR1312 0
BR13 0 BR13 0
MLR1206 0 MLR1206 0 CB1206 0BLR1206 0 BLR1206 0
SLR1206 0 SLR1206 0 CB0612 1BR12 1 BR12 1
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In Table 6, cases 1–4 have faults with less information loss,
while cases 5–10 have faults with serious information loss or
many information errors. For cases 1 and 2, all the four
methods can diagnose the right faulty equipment. For case 3,
the FPN is failed, while the other three methods are successful.
For case 4, only our method can diagnose the right faults and
all the three other methods have missed diagnosis of faulty
equipment. For case 5, CEN and FPN are failed, while the
FRSNPS and the proposed method are successful. For case 6,
theCEN, FPN, and FRSNPS have missed diagnosis, while the
proposed method can diagnose all the right faults. When the

lost information increases, such as cases 7–9, the missed di-
agnosis of faulty equipment for the CEN, FPN, and FRSNPS
becomes more serious, while the proposed method is still
successful. Furthermore, for case 10, not onlymany fault alarm
messages are lost but also the false information is involved.1e
results show that, for this case, our method is still valid, while
all the other three methods misdiagnose the faults.

1is is because that the redundant fault alarm information
reduction ability of the apoptosis algorithm (Algorithm 1)
and the false information correction ability of self-updating
rules guarantee the high fault tolerance of the proposed

Table 6: Comparisons of diagnosis results between the proposed method and three typical fault diagnosis methods for the 118-bus system.

Cases

Preset faults
CEN
[2]

FPN
[18]

FRSNPS
[36]

1e proposed method
Action information of
protection devises Faulty

equipment
Diagnosis
results Information evaluation

PRs CBs

1 MLR8384,
MLR8483, BR83

CB8483,
CB8385,
CB8382

L8384
B83

L8384
B83

L8384
B83

L8384
B83

L8384
B83

Lost information: CB8384

2 BLR8384,
BLR8483, BR83

CB8483,
CB8385,
CB8382

L8384
B83

L8384
B83

B83
L8384
B83

L8384
B83

Lost information: CB8384

3 BLR8384, BR83

CB8384,
CB8385,
CB8382

L8384
B83

B83 B83 B83
L8384
B83

Lost information: BLR8483 CB8483

4 BR88, BR89

CB8885,
CB8889,
CB8988,
CB8985

B88
B89

B88
B89

B88
B89

B88
B89

B88
B89

Lost information: CB8990, CB8992

5 BR85

CB8583,
CB8589
CB8885,
CB8889

B85
B88

B88 B88
B85
B88

B85
B88

Lost information: BR88, CB8584, CB8588,
CB8564

6
BR88, BR89
BLR8990,
SLR9089

CB8885,
CB8992,
CB9091

B88
B89
L8990

B88
B88
L8990

B88
L8990

B88
B89
L8990

Lost information: CB8889, CB8988,
CB8985, CB8990

7 —
CB8885,

CB8889CB8992,
CB9091

B88
B89
B90

No
fault B88 B88

B88
B89
B90

Lost information: BR88, BR89, BR90,
CB8988, CB8985, CB8990, CB9089

8 BR89, SLR8589

CB8885,
CB8992,
CB8990,
CB8589,
CB8586,
CB9089

B88
B89
B90
L8589

No
fault

No
fault B89

B88
B89
B90
L8589

Lost information: BR88, BR89, MLR8985,
CB8889, CB8985, CB8988, CB8584, CB8583,

CB8588, CB9091

9 —

CB8885,
CB8992,
CB8990,
CB8589,
CB8586,
CB9089

B88
B89
B90
L8589

No
fault

No
fault No fault

B88
B89
B90
L8589

Lost information: BR88, BR89, BR90,
MLR8985, CB8889, CB8985, CB8988,
CB8584, CB8583, CB8588, CB9091

10 BR85, BR89
BLR8985

CB8583,
CB8588,
CB8584,
CB8589,
CB8586,
CB8992,
CB8985,
CB8990

B85
B89
B90

B85
B89
B90
L8589

B85
B89
B90
L8589

B85
B89
B90
L8589

B85
B89
B90

Lost information: BR90, CB8988, CB8984,
CB9091, CB8588 False information:

BLR8589
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method.1erefore, we can see from Table 6 that the proposed
method can also obtain satisfying results for a complex system
with fault information loss and information errors.

Besides, to further demonstrate the effectiveness and
superiority of our proposed method, the IEEE 118-bus
system is employed to do disturbed tests for different κ. 1e
disturbed test method is the same as that of the IEEE 14-bus
system, and test results are shown in Table 7. Table 7 shows
that when uncertain alarm messages appear only in the RAI,
the diagnostic accuracy is the highest. Besides, when the
uncertain fault messages are contained in the CAAI and
RAAI, the diagnostic accuracy is also high. Comparing the
data in Tables 2 and 7, we find that, for the same case, the
diagnostic accuracy of the IEEE 118-bus system is only 0.01
lower than that of the IEEE 14-bus system on average.
1erefore, Table 7 shows that the proposed method is still
feasible and effective with high diagnostic accuracy and fault
tolerance for different kinds of faults for complex systems.

5. Conclusions

To reduce the error caused by historical statistic, expertise,
and redundant fault information, this paper proposes a fault
diagnosis method of power transmission lines based on an
srSNPS, considering the biological apoptosis mechanism.
1e attribute reduction capacity of rough sets and the ap-
optosis mechanism of neurons are integrated in a system in
the framework of membrane computing for the first time.
1e srSNPS can deal with uncertain and incomplete fault
alarm messages without historical statistic and expert ex-
perience, while its apoptosis algorithm for CNs can delete
the redundant fault information before modeling. 1is
simplifies the problem complexity. Besides, the transmission
network partition improves the topological adaptive ability.
Case studies show that the proposed method has high di-
agnostic accuracy and fault tolerance with good diagnosis
result interpretability and fast speed. Owing to the com-
plexity of fault diagnosis for power systems, future work will
focus on different applications, such as power plants, sub-
stations, distribution networks, integrated energy system,
and cyber-physical power system considering network
attacks.

Nomenclature

SCADA: Supervisory control and data acquisition

ES: Expert system
ANN: Artificial neural network
BN: Bayesian network
PN: Petri net
CEN: Cause-effect network
OM: Optimization method
FL: Fuzzy logic
RS: Rough set
SNPS: Spiking neural P system
FRRN: Fuzzy reasoning with real numbers
FRFN: Fuzzy reasoning with fuzzy numbers
srSNPS: Spiking neural P system with self-updating rules
SMRA: Self-updating matrix reasoning algorithm
DSA: Depth-first search algorithm
WNSM: Weight network segmentation method
PDET: Protection device event tree
DN: Decision-making neuron
CN: Condition neuron
PR: Protective relay
CB: Circuit breaker
PN: Proposition neuron
RN: Rule neuron
CIE: Conditional information entropy
MRDT: Minimum reduction decision table
FPRS: Fault production rule set
ODT: Original decision table
FPN: Fuzzy Petri net
FRSNPS: Fuzzy reasoning spiking neural P system
UIA: Uncertain information ratio
RAI: Redundant alarm information
CAAI: Core attribute alarm information
RAAI: Random attribute alarm information.
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“Weighted fuzzy reasoning spiking neural P systems: appli-
cation to fault diagnosis in traction power supply systems of
high-speed railways,” Journal of Computational and Ieo-
retical Nanoscience, vol. 12, no. 7, pp. 1103–1114, 2015.

[47] Y. He, T. Wang, K. Huang et al., “Fault diagnosis of metro
traction power systems using a modified fuzzy reasoning
spiking neural P system,” Romanian Journal of Information
Science and Technology, vol. 18, no. 3, pp. 256–272, 2015.

[48] K. Huang, T.Wang, Y. He, G. Zhang, andM. J. Pérez-Jiménez,
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�is correspondence deals with the joint cognitive design of transmit coded sequences and instrumental variables (IV) receive
�lter to enhance the performance of a dual-function radar-communication (DFRC) system in the presence of clutter disturbance.
�e IV receiver can reject clutter more e�ciently than the match �lter. �e signal-to-clutter-and-noise ratio (SCNR) of the IV
�lter output is viewed as the performance index of the complexity system. We focus on phase only sequences, sharing both a
continuous and a discrete phase code and develop optimization algorithms to achieve reasonable pairs of transmit coded se-
quences and IV receiver that �ne approximate the behavior of the optimum SCNR. All iterations involve the solution of NP-hard
quadratic fractional problems. �e relaxation plus randomization technique is used to �nd an approximate solution. �e
complexity, corresponding to the operation of the proposed algorithms, depends on the number of acceptable iterations along
with on and the complexity involved in all iterations. Simulation results are o�ered to evaluate the performance generated by the
proposed scheme.

1. Introduction

Radar and wireless communication systems have always
been researched independently. On the one hand, the radar
system attempts to gain better target detection performance
in the presence of noise interference. On the other hand, the
aim of the wireless communication technique is to achieve
the maximum information capacity over a noisy channel
[1–3]. �e works of [4–9] showed a possibility of employing
the radar-communications integration concept to solve the
lack of radio frequency (RF) spectrum. E�cient utilization of
shared bandwidth between wireless communications and
radar can be achieved by using dynamic frequency alloca-
tion. Ahmed at al. presented a joint radar-communication
scheme to embed quadrature amplitude modulation-
(QAM-) based communication data in the radar pulses. In
[10, 11], the authors developed a dual-function complexity
system capable of performing radar and communication
tasks. �e complexity system performs both tasks by opti-
mizing the power allocation of the diverse transmitters. �e

proposed technique serves manifold communication re-
ceivers positioned in the vicinity of the complexity system.
Numerous recent studies [12–14] considered that the de-
veloping concept of DFRC is secondary as the main radar
task. Communication source embedding into the illumi-
nation of the radar system is realized using waveform di-
versity, sidelobe control, or time modulated array technique,
which was studied in [13]. Hassanien et al. presented a
signaling strategy for communication source embedding
into the illumination of an FH-based MIMO radar system
[15]. �e main principle behind the signaling strategy is to
embed phase modulation (PM)-based symbols by using
phase rotating the FH pulses.�e phase shift is implemented
to each transmit FH pulse waveform of the radar system.�e
PM-based symbol embedding does not in¦uence the
function of the radar system, which uses the FH waveforms.

�e performance of a radar system is prominently en-
hanced by sensibly optimizing receive �lter and transmitted
waveform. �is optimization strategy generally copes with
some problems containing the existence of signal-dependent
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clutter along with signal-independent noise at the receiving
end and radar signal constraint, such as similarity to a
particular coded sequence. For a nonextended target hidden
in the clutter interference environment, joint design of the
transmission waveform and radar receiver to optimizing the
signal-to-interference-and-noise ratio (SINR) were studied,
considering a transmit power and a similarity constraints
[16] on the transmission signal.-e work of [17] developed a
novel cognitive design method for the joint optimization of
the phase-modulated (PM) pulse sequence and receive filter,
representing a similarity between transmit waveform and a
prearranged coded sequence. In [18], the authors developed
novel approaches for maximizing the mean-square error of
target feature estimation in the presence of clutter inter-
ference. For a nonmoving object, in [19], the authors used a
frequency domain method to find an optimum energy
spectral density (ESD) of the transmitted waveform and
corresponding suitable receive filter and presented a syn-
thesis technique to offer the time domain waveform. In [20],
the authors considered a joint design problem to that of [19]
subject to peak-to-average power ratio (PAR) and transmit
power constraint. -e work of [21] dealt with the joint
design of constant-modulus transmit waveform and receive
filter under a transmit power constraint. Some studies
considered the joint optimization problem in signal-de-
pendent and signal-independent disturbance scenarios (see,
for example, [22–26]). In [24, 26], for a moving object, the
unknown Doppler shift has been considered in the transmit
waveform design. De Maio et al. discussed the problem of
Doppler robust waveform optimization for signal-inde-
pendent disturbance environment under similarity and
transmit power constraint. In a signal-dependent interfer-
ence environment, the work of [24] was generalized in [26]
where the PAR and transmit power constraints are forced as
well.

-e usage of a matched filter can be considered as an
ideal choice only when signal-dependent disturbance does
not exist in the radar environment. -e abovementioned
problem can be tackled by utilizing an instrumental variables
(IV) filter instead of the matched filter. -e usage of the IV
receive filter estimates in pulse compression radar has been
distinctly presented many years ago( see, for example,
[27, 28] and the references therein). -e IV receiver can
reject clutter more efficiently than the match filter. Fur-
thermore, the radar waveform design related with the IV
receive technique is a motivating research direction.

In this paper, we discuss the joint design problem of the
probing coded sequence and IV filter for a DFRC system in
the presence of signal-dependent interference, focusing on
either continuous or discrete phase codes. Different from a
transmit power constraint, we impose a similarity constraint
to regulate several characteristics of the transmit waveform,
for instance, variations in the waveform modulus and peak
sidelobe level. -e SCNR is considered as figure of merit.
-us, we present a reasonable coded sequence and IV receive
filter, under a similarity constraint between the wanted
coded sequence and a given waveform [29–31].

We develop constrained optimization techniques that
consecutively enhance the SCNR. All iterations involve the

solution of NP-hard quadratic fractional problems. -e
relaxation plus randomization technique [30] is used to find
an approximate solution. -e complexity, corresponding to
the operation of the proposed algorithms, depends on the
number of acceptable iterations along with on and the
complexity involved in all iterations.-e performance of the
proposed scheme is evaluated in signal-dependent inter-
ference surroundings, presenting that remarkable SCNR
enhancements are achieved jointly designing the transmitted
coded sequences and IV receive filter.

-e organization of this paper is as follows. In Section 2,
we describe the dual-function complexity system and the
PM-based FH signal model. In Section 3, we introduce an IV
filter for sensing receiver design. In Section 4, we formulate
the constrained optimization problems for the joint design
of the transmitted coded sequence and the IV filter.
Moreover, we develop two successive optimization processes
to produce a suitable coded sequence and IV receive filter to
these problems. -e simulation results demonstrating the
proposed algorithms are presented in Section 5. Finally, our
conclusions and directions for possible future work are
drawn in Section 6.

1.1. Notation. -roughout this paper, the following nota-
tions will be used. We use boldface lowercase letters and
boldface uppercase letters to denote vectors c and matrices
C, respectively. -e ith element of c and the (i, k)th entry of
C are denoted by ci and Cik, respectively. We use (.)∗ to
denote the conjugate operation, (.)T to denote the transpose
operation, (.)H to denote the Hermitian operation, E[·] to
denote statistical expectation, tr(·) to denote the trace of
the square matrix argument, and 0 and I to indicate the
matrix with zero entries and the identity matrix, respec-
tively. A≥B means that A − B is an Hermitian positive
semidefinite matrix.-e set of real and complex numbers is
denoted by R and C, respectively. -e real parts of x is
denoted by R(x). -e argument and the modulus of x are
denoted by arg(x) and |x|, respectively. ‖x‖ is the Euclidean
norm of the vector x. ‖x‖∞ � maxk∈(1,...,N)|x(k)| is the l∞
norm of the vector x. |.| denotes the determinant of a matrix.
Finally, the letter j �

���
− 1

√
indicates the imaginary unit.

2. Dual-Function System Configuration

We introduce the configuration for the DFRC system and
the PM-based FH signal model [14]. -e signal model is the
special case of the quadrature amplitude modulation-
(QAM-) based approach [6]. -e key objective of the dual-
function transmitter is to embed communication source
toward the direction(s) of the communication receiver(s) as
a subordinate mission without disturbing the primary
mission, i.e., the radar function. We denote the FH wave-
form during one radar pulse as

ϕ(t) � 􏽘

Q

q�1
e

j2πcqΔft
u(t − Δt). (1)

In (1), cq, q � 1, ..., Q describes the FH code and Q de-
notes the length of the FH code. Δf and Δt are the frequency

2 Complexity



step and the hopping interval duration, respectively, and

u(t) �
1, 0< t<Δt
0, otherwise􏼨 . Notice that the FH code can also be

written as the multicarrier model [32]. -e duration of a
radar pulse can be given by T0 � QΔt. Consider that the FH
code cq ∈ 1, ..., J{ }, where J describes a predefined value.
Next, we discuss the PM-based information embedding
strategy. Let Ωq ∈ [0, 2π]􏽮 􏽯, q � 1, ..., Q be a set of Q phase
symbols. -en, PM-based FH waveform can be defined as

s(t) � 􏽘

Q

q�1
e

jΩq e
j2πcqΔft

u(t − Δt). (2)

During a certain radar pulse, the PM-based FH transmit
waveform is shown in Figure 1.

We consider that a phase symbol signifies B bits of binary
sequence. During the ith radar pulse, the binary commu-
nication information that desires to be embedded is utilized
to choose phase symbols Ωq(i), q � 1, ..., Q from a preas-
signed constellation of K � 2B symbols. We consider the
constellation is uniformly distributed between 0 and 2π,
which can be expressed by CPSK � 0, (2π/K), ..., ((K − 1){

2π/K)}. -e PM-based FH waveform can be rewritten as

s(t, i) � 􏽘

Q

q�1
e

jΩq(i)
e

j2πcqΔft
u(t − Δt). (3)

-e term Ωq(i) ∈ CPSK. To simplify the discussion, we
consider that a communication receiver is located at a
known direction θc. -erefore, the received signal at the
output of the communication receiver is expressed as

y(t, i) � αcs(t, i) + n(t, i), (4)

where αc describes the propagation channel coefficient. We
assume that the coefficient αc remain unchanged during the
whole processing interval. n(t, i) is the zero-mean white
Gaussian noise with covariance δ2w. At the communication
receiver, it has full knowledge of the FH code cq and the FH
step Δf. Notice that we assume the communication receiver
is the privacy breach for the radar system. Hassanien et al.
stated similar assumption as well. -erefore, the received
signals observed at the output of the communication re-
ceiver are match-filtered to the FH waveform yielding

rq(i) � 􏽚
Δt

0
y(t, i)e

− j2πcqΔft
u(t − Δt)dt,

� αce
− jπ sin θc e

Ωq(i)
+ nq(i).

(5)

-is implies that the communication receiver has the
ability to undo e− jπ sin θc before it estimates the symbolΩq(i).
As a result, the embedded symbolΩq(i) can be restored from
rq(i) at the output of the matched filter. It facilitates the
receiver to update its direction with respect to the dual-
function transmitter as well.-e phase symbols that desire to
be embedded can be estimated as

􏽢Ωq(i) � Angle rq(i)􏼐 􏼑 − Angle αc( 􏼁 + 2π sin θc. (6)

Once the phase shift keying (PSK) symbol has been
estimated, then the receiver compares the estimates to the

preassigned constellation CPSK. It allows the receiver to
determine the PM-based symbols and convert the symbols
into the original binary data. Several papers proposed the
PM-based DFRC system and corresponding waveform de-
sign approach (see [13] and references therein).

Since target detection is the main task of the proposed
DFRC system, transmit waveform should be considered
primarily based on the requirements of the radar function.
Let s � [s(0), s(1), ..., s(N − 1)]T ∈ CN be the FH-coded
sequences. Let α0 be a factor that is relative to the radar cross
section (RCS) of the range bin of interest irradiated by the
proposed DFRC system. Let αi􏼈 􏼉

N− 1
i�− N+1,n≠0 be the factors for

the adjacent range bins or clutter patches. Notice that targets
might exist at the adjacent range bins. ∀i ∈ − (N − 1), ...,{

N − 1}. Ji denotes the N × N “shift” matrix that takes into
account the fact that the clutter returning from adjacent
range bins need different propagation times to reach the
DFRC system receiver:

Ji(l, m) �
1, if m − l � n

0, if m − l≠ n
􏼨 , (l, m) ∈ 1, ..., N{ }

2
. (7)

-e target scattering signals that arrive at the receiving
end of the proposed DFRC system are demodulated and
analog-to-digital converted. -en, the received FH coded
sequences can be denoted as

y � α0s + 􏽘
N− 1

i�− N+1,n≠0
αiJis + n, (8)

where y � [y(0), y(1), ..., y(N − 1)]T ∈ CN. To simplify the
analysis, we consider perfect synchronization between di-
verse dual-function complexity systems. -e dual-function
radar-communication operation is shown in Figure 2.

3. IV Receive Filter

-e technique of IV can be utilized in sensing system
recognition and array processing [33–36]. It is also used for
sensing receiver filter design. Let an N × 1 vector x be the IV
receive filter. -us, the IV receive filter calculates

xTy � α0x
Ts + 􏽘

N− 1

i�− N+1,n≠0
αix

TJis. (9)

-e signal-to-clutter ratio (SCR) at the output of the IV
receive filter can be defined as

SCRIV �
α0

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2 xTs( 􏼁

2

􏽐
N− 1
i�− N+1,n≠0 αixTJis( 􏼁

2 �
α0

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2 xTs( 􏼁

2

xTRx
. (10)

In (10), R � 􏽐
N− 1
i�− N+1,n≠0|αi|

2JissTJT
i . Generally, |R|≠ 0 as

presented in [37]. Let R1/2 be a symmetric square root of
R. Based on the Cauchy–Schwartz inequality

Dual-function
transmit platform

PSK
modulation

Frequency-hopping
waveform generator

Figure 1: Illustrative diagram of a dual-function transmitter using
FH waveform and PSK modulation.
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(xTR1/2R− 1/2s)2 ≤ (xTRx)(sTR− 1s), we have SCRo
IV �

max
x

SCRIV � sTR− 1s. -e maximizing IV receive filter xcan
be expressed by 􏽢x � R− 1s. Clearly, we can
obtainSCRMF � SCRIV(x � s)≤ SCRo

IV, and the equality
holds if and only if R is equivalent to I.

-e IV receive filter method is referred to as the mis-
matched filtering (MMF) method as well ([34, 36] and the
references therein). An important phenomenon about the
IV receive filter method is that SCRo

IV increases monoton-
ically as the length of radar codes N increases [34]; precisely,
SCRo

IV(s)≤ SCRo
IV(s′), where transmit waveform s′ denotes

any coded sequence of length longer than N, which com-
prises s among its codes. -e phenomenon is exploited to
increase the value of SCRo

IV prominently, without increasing
complexity of the dual-function transmitter, by just adding
zeros to coded sequence s; the IV receive filter method
suggests selecting coded sequence s as the solution to
max

s
sTR− 1s. Notice that, without solving maxssTR− 1s, we

utilize the IV receive filter instead of the matched filter to
obtain a greater value of SCRfor any s. If the signal-inde-
pendent disturbance is considered, equation (9) is rewritten
as follows:

xTy � α0x
Ts + 2 􏽘

N− 1

i�1
αix

TJis + n. (11)

In (11), n denotes the N × 1 vector of the filtered signal-
independent disturbance samples, which is assumed to be a
zero-mean colored noise E[n] � 0 and E[nnH] � W> 0.
Hence, the SCR in (10) is revised to present the signal-to-
clutter-and-noise ratio (SCNR) as follows:

SCNRIV � f(x, s) �
α0

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2 xTs( 􏼁

2

xTRx + xTWx
. (12)

It is worth noting that the maximum value of (12) ac-
quired by maximizing with regard to x is larger than or equal
to the SCNR value using a match filter [34].

4. Problem Formulations

We consider that the prior knowledge of signal-dependent
and signal-independent disturbance is known on the
transmitting terminal via cognitive approaches [38]. -e
SCNR in (12) is considered as the performance index of the
proposed DFRC system [39]. -en, we intend to obtain a
joint design of the transmitted waveform and the IV receive
filter. As to the shape of the code, the focus is on both

continuous phase codes |s(k)| � 1, k � 0, 1, ..., N − 1 and
discrete phase code s(k) ∈ 1, ej2π/M, ..., ej2π(M− 1)/M􏼈 􏼉,

k � 0, 1, ..., N − 1. Along with the shape constraint, a simi-
larity constraint is imposed on the coded sequence:

s − s0
����

����
2 ≤ δ. (13)

In (13), δ ≥ 0 denotes the size of the similarity region, and
s0 signifies a specified coded sequence. By doing this, we can
search for the good quality solution, which is similar to a
given coded waveform s0. -e constrained optimization of
SCNR led to a coded sequence with constant modulus
variations, desired range resolution, and peak sidelobe levels.
Assuming that the vector of observations y is filtered
through x, the objective function f(x, s) � (|α0|

2(xTs)2/
xTRx + xTWx) is the SCNR at the output of the receive filter
(obviously, we assume that x ≠ 0). -us, we can formulate
the joint design problem of the transmit coded sequence and
the IV receive filter as the joint optimization problem:

max
s,x

α0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2 xTs( 􏼁

2

xTRx + xTWx
,

s.t. |s(k)| � 1, k � 0, 1, ..., N − 1,

s − s0
����

����
2 ≤ δ,

(14)

for a continuous phase code and

max
s,x

α0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2 xTs( 􏼁

2

xTRx + xTWx
,

s.t. s(k) ∈ 1, ej2π/M, ..., ej2π(M− 1)/M􏼈 􏼉

k � 0, 1, ..., N − 1,

s − s0
����

����
2 ≤ δ,

(15)

for a discrete phase code. -e joint design problems (14) and
(15) are nonconvex optimization problems because the
objective function is a nonconvex function and the con-
straints |s(k)| � 1, k � 0, 1, ..., N − 1, and
s(k) ∈ 1, ej2π/M, ..., ej2π(M− 1)/M􏼈 􏼉, k � 0, 1, ..., N − 1, define
nonconvex sets. We develop sequential optimization pro-
cesses, providing excellent approximate solutions for (14)
and (15) with a polynomial time operational cost. -e

Radar function

Target

Communication 
function

Target

Transceiver

Joint radar-
communication

Transceiver

Figure 2: -e joint communication-radar operation.
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fundamental way is to repeatedly enhance the SCNR in (12).
Precisely, particularly for the IV receive filter x(n− 1)at the
(n − 1)th iteration, we find a suitable coded sequence s(n) at
the nth iteration enhancing the SCNR with respect to x(n− 1)

and s(n− 1) at the (n − 1)th iteration.When s(n) is obtained, we
update the sequence and find the IV receive filter x(n) at nth
iteration which enhances the SCNR with respect to s(n) and
x(n− 1) and so on. Otherwise stated, we use x(n) and s(n) as the
initial point at the (n+ 1)th iteration. To initiate the process,
the initial filter x(0) to a suitable coded sequence s(0) is given.
From the perspective of analysis, x(n) denotes the optimum
solution to an optimization problem, which can be expressed
as

max
x

α0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2 xTs(n)( 􏼁

2

xTR(n)x + xTWx
. (16)

In (16), R(n) � 2􏽐
N− 1
i�1 |αi|

2Jis(n)s(n)TJT
i . According to lit-

erature [17], problem (16) is solvable. -en, for any feasible
s(n), we can obtain a closed form optimum solution x(n).
Precisely, an optimum solution to problem (14) can be
written as follows:

x(n)
�

R(n) + δ2nI􏼐 􏼑
− 1
s(n)

R(n) + δ2nI􏼐 􏼑
− 1/2

s(n)
�����

�����
2, (17)

from which the influence of phase coded sequence s(n) on IV
receive filter x(n) is obvious. Moreover, phase coded se-
quence s(n) can be expressed as

s(n)
� argmax

s∈ s(n− 1) ,s(∗){ }

α0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2 x(n− 1)T

s􏼐 􏼑
2

x(n− 1)TRx(n− 1) + x(n− 1)TWx(n− 1)
. (18)

In (18), s(∗) is a good solution of problem (19) if the focus
is on (14) and a good solution of problem (19) if the focus is
on (15), respectively, given by:

max
s

α0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2 x(n− 1)T

s􏼐 􏼑
2

x(n− 1)TRx(n− 1) + x(n− 1)TWx(n− 1)
,

s.t. |s(k)| � 1, k � 0, 1, ..., N − 1,

s − s0
����

����
2 ≤ δ,

max
s

α0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2 x(n− 1)T

s􏼐 􏼑
2

x(n− 1)TRx(n− 1) + x(n− 1)TWx(n− 1)
,

s.t. s(k) ∈ 1, ej2π/M, ..., ej2π(M− 1)/M􏼈 􏼉, k � 0, 1, ..., N − 1,

s − s0
����

����
2 ≤ δ.

(19)

Based on [14], the sequential optimization technique has
some properties presented in Proposition 1.

Proposition 1: Let (s(n),w(n))􏼈 􏼉 denote a sequence of points
gained based on the sequential optimization technique, either
for the continuous or the discrete phase code constraints; let
SCNR(n) denote the value of SCNR with respect to the point
(s(n),w(n)) at the nth step. We obtain the following:

(1) 1e sequence SCNR(n) is a monotonic increasing se-
quence and finally converges to an optimal value
SCNR(∗)

(2) Starting from the sequence (s(n),w(n))􏼈 􏼉, it is possible
to construct another sequence (􏽢s(n), 􏽢w(n))􏽮 􏽯 that
converges to a feasible point (􏽢s(∗), 􏽢w(∗)) of problems
(14) or (15), such that the SCNR evaluated in
(􏽢s(∗), 􏽢w(∗)) is equal to SCNR(∗)

In practical terms, the sequential design process needs a
situation to stop the iterations. We can find some methods
to impose it, such as imposing an iteration gain constraint
|SCNR(n) − SCNR(n− 1)|≤ ζ or setting the maximum number
of acceptable iterations or both use a two method, where ζ
indicates the given threshold. In the following subsections,
we are going to devote to the research of problems (19) and
(20) in order to realize the sequential optimization
processes.

4.1. Coded Sequence Design: Solution of (19). Based on [21],
the SCNR in (12) can be expressed equivalently by
(|α0|

2(sTx∗)2)/(sTRxs∗ + xTWx). -en, a novel approach to
obtain in polynomial time an approximate optimal solution
to the NP-hard problem (19) is presented. We can equiv-
alently reformulate problem (19) as follows:

max
s

α0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2 sTx(n− 1)∗􏼐 􏼑

2

sTRx(n− 1)s∗ + x(n− 1)TWx(n− 1)
,

s.t. |s(k)| � 1, k � 0, 1, ..., N − 1,

s − s0
����

����
2 ≤ δ.

(20)

Observe that problem (20) is a nonconvex fractional
quadratic problem [21]. Because |s(k)| � |s0(k)| �

1, k � 0, 1, ..., N − 1, an equivalent expression of the simi-
larity constraint maxk∈[1,...,N]|s(k) − s0(k)|≤ δ is expressed
by R[s∗(k)s0(k)]≥ 1 − (δ2/2)for k � 0, 1, ..., N − 1, which
can be equivalent to enforcing arg(s(k)) ∈ [ck, ck + δc],
where ck � arg(s0(k)) − arccos(1 − (δ2/2)) and δc �

2 arccos(1 − δ2/2) for k � 0, 1, ..., N − 1 [30]. -erefore, NP-
hard problem (20) can be rewritten as

max
s

α0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2 sTx(n− 1)∗􏼐 􏼑

2

sTRx(n− 1)s∗ + x(n− 1)TWx(n− 1)
,

s.t. |s(k)| � 1, k � 0, 1, ..., N − 1,

arg(s(k)) ∈ ck, ck + δc􏼂 􏼃, k � 0, 1, ..., N − 1.

(21)
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Noting that (21) is generally an NP-hard problem, it is
difficult to find optimal solutions for (21) with a polynomial
time calculation burden. We present approximate optimi-
zation approaches and develop a semidefinite programming
(SDP) relaxation and randomization technique that offers an
expected feasible solution to (21). Let Y � x(n− 1)x(n− 1)T

and
M � R(x(n− 1))∗ + (δ2n/N)‖x(n− 1)‖2I. -erefore, the relaxed
version of NP-hard problem (21), acquired ignoring the
similarity constraint arg(s(k)) ∈ [ck, ck + δc], k � 0, 1, ...,

N − 1, can be expressed as

max
s

α0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2 sTx(n− 1)∗􏼐 􏼑

2

sTRx(n− 1)s∗ + x(n− 1)TWx(n− 1)
,

s.t. |s(k)| � 1, k � 0, 1, ..., N − 1.

(22)

-e fractional quadratic problem (22) can be expressed
equivalently as

max
X,s

tr(YS)

tr(MS)
,

s.t. |S(k, k)| � 1, k � 0, 1, ..., N − 1,

S � ssT.

(23)

-e SDP [40] of (23), acquired dropping the rank-one
constraint S � ssT, can be denoted as

max
X,s

tr(YS)

tr(MS)
,

s.t. |S(k, k)| � 1, k � 0, 1, ..., N − 1,

S≻ 0.

(24)

According to literature [41], to find an optimal solution
to (24), it is sufficient to solve the equivalent SDP problem:

max
X,s

tr(YS),

s.t. tr(MS) � 1

S(k, k) � u

S≻ 0.

(25)

Let us observe that both (24) and (25) are solvable and
have equivalent optimal solution; actually, if (􏽢S, 􏽢u) solves
(25), then we can easily and clearly find out 􏽢S/􏽢u is an optimal
solution of (24); similarly, if 􏽢S solves (24), then
(􏽢S/tr(M􏽢S), 1/tr(M􏽢S)) is an optimal solution of (25). Con-
sequently, resorting to the scheme as presented in [30], we
can find an expected feasible solution s∗ to (19) by using
Algorithm 1 where the parameter L indicates the number of
Randomizations.

-e complexity, corresponding to the operation of Al-
gorithm 1, is relative to the complexity required to solve a
SDP problem O(N3.5), whereas all randomizations involve
O(N2) [21].

4.2. Coded Sequence Design: Solution of (20). At present,
many sensing systems transmit phase coded sequences,
where the phases are chosen from a finite alphabet. Con-
sequently, we present a novel approach to obtain in poly-
nomial time approximate optimal solutions to the NP-hard
problem (20). We consider that s0(k) ∈ 1, ej2π/M,􏼈

..., ej2π(M− 1)/M}, k � 0, 1, ..., N − 1 where M≥ 2 , if M � 2
and δ < 2 and the optimal solution to (20) is the trivial one
s∗ � s0. -us, based on [21], (20) can be expressed equiv-
alently as follows:

max
s

α0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2 sTx(n− 1)∗􏼐 􏼑

2

sTRx(n− 1)s∗ + x(n− 1)TWx(n− 1)
,

s.t. s(k) ∈ 1, ej2π/M, ..., ej2π(M− 1)/M􏼈 􏼉

k � 0, 1, ..., N − 1,

s − s0
����

����∞≤ δ.

(26)

Let us observe that problem (26) is a nonconvex frac-
tional quadratic problem as well. Since s(k),{

s0(k)} ∈ 1, ej2π/M, ..., ej2π(M− 1)/M􏼈 􏼉
2, k � 0, 1, ..., N − 1, an

equivalent expression of the similarity constraint
maxk∈[1,...,N]|s(k) − s0(k)|≤ δ, k � 0, 1, ..., N − 1 is denoted
by R[s∗(k)s0(k)]≥ 1 − (δ2/2) for k � 0, 1, ..., N − 1, which

in turn equals to imposing s(k) ∈ ej2π(βk/M),􏼈

ej2π((βk+1)/M), ..., ej2π((βk+δ d− 1)/M)}, where βk � Marg(s0(k))/

2π − Marccos(1 − δ2/2)/2π for k � 0, 1, ..., N − 1 and

δd �
1 + 2⌊(arccos(1 − δ2/2)/2π)⌋, δ ∈ [0, 2)

M, δ � 2
􏼨 . -erefore,

NP-hard problem (26) can be rewritten as

max
s

α0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2 sTx(n− 1)∗􏼐 􏼑

2

sTRx(n− 1)s∗ + x(n− 1)TWx(n− 1)
,

s.t. arg(s(k)) ∈
2π
M

βk, βk + 1, ..., βk + δd − 1􏼂 􏼃

|s(k)| � 1, k � 0, 1, ..., N − 1.

(27)

Notice that (21) is generally NP-hard problem as well,
subsequently it is difficult to obtain polynomial time pro-
cedures for calculating optimal solutions to (21). We present
approximate optimization approaches and develop a sem-
idefinite programming (SDP) relaxation and randomization
technique that offers an expected feasible solution to (27).
-erefore, based on Y andM discussed above, making use of
the similar relaxation technique as stated in (22)–(25) and
resorting to the similar stages as presented in [30], we can
obtain an expected feasible solution s∗ to (20) by using
Algorithm 2.

Similar to Algorithm 1, the function of the L random-
izations is to enhance the approximate capacity;
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furthermore, the overall complexity of Algorithm 2 is rel-
ative to the approximation solution of SDP relaxation
O(N3.5).

4.3.Coded Sequence-IVReceive FilterDesign. We summarize
the sequential optimization techniques for the coded se-
quence and the IV receive filter, separately, as Algorithm 3
for the continuous phase constraint and Algorithm 4 for the
discrete phase constraint. To generate the iteration, an initial
coded sequence s(0), from which we can acquire the suitable
IV receive filter w(0), is necessary; a regular set is apparently
s(0) � s0.

-e complexity, corresponding to the operation of Al-
gorithms 3 and 4, depends on the maximum number of
acceptable iterations 􏽢N along with on and the computational
complexity involved in all iterations. Specifically, the overall
computational complexity is linear in regard to 􏽢N, while in
all iterations, they contain the computation of the inverse of
R(0) + δ2nI and the complexity effort of Algorithms 1 and 2,
separately. -e former is in the order of O(N3). -e latter,
for a reasonable number of randomizations, is relative to the
complexity required to solve a SDP O(N3.5) [21].

5. Performance Analysis

In this section, the capability provided by the constrained
optimization techniques for the design of the coded se-
quence and the IV receiver is evaluated. Numerical results
based on Monte Carlo simulations are offered to verify the
effectiveness of the constrained optimization techniques.We

assume a DFRC system operating in the X-band with carrier
frequency fc � 8.2GHz and bandwidth B � 500MHz. -e
sampling frequency is fs � 109 sample/sec. Furthermore, we
assume the length of the coded sequence N � 20 and choose,
as similarity coded sequence s0, the N-dimensional gener-
alized Barker codes and theM-quantized coded sequence for
Algorithms 3 and 4, separately. Precisely, prearranging the
coded sequence s, we generate the M-quantized coded se-
quence sq, which is given by sq(k) � μ(s(k)), k � 1, ..., N,
where μ(x) is the nonlinearity, which is denoted as follows:

μ(x) �

1, if argx ∈ 0, 2π
1

M
􏼔 􏼓,

ej2π(1/M), if argx ∈ 2π
1

M
, 2π

2
M

􏼔 􏼓,

...

ej2π((M− 1)/M), if argx ∈ 2π
M − 1

M
, 2π􏼔 􏼓.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(28)

In regard to the continuous phase code, the use of the
similarity coded sequence is primarily owing to its auto-
correlation properties. -e explanation of the generalized
Barker code has been presented in [21], which contains
various length values. We consider that the randomizations
in Algorithms 1 and 2 is L � 150. -e exit condition in
Algorithms 3 and 4 assumes ξ � 10− 5, viz.

Input: -e parameters M, Y, L, ck􏼈 􏼉,δc

Output: An approximation solution s∗ to Problem (19)
Step 1: Calculate the optimal solution (S∗, u∗) of SDP Problem (25)
Step 2: Define 􏽢S � S∗/u∗
Step 3: Produce random vectors (ξ)i ∈ C

N, i � 1, ..., L, from the normal distribution NC(0,Z) where Z � 􏽢S⊙ zczT
c and

zc � [ejc1, ..., ejcN]T

Step 4: Let (s(k))i � y∗c (k)δ((ξk)i), k � 1, ..., N, i � 1, ..., L, where δ(x) � e(jarg(x)/2π)δc , x ∈ C
Step 5: Calculate ti � (sT

i Ysi/sT
i Msi), i � 1, ..., L

Step 6: Choice the greatest value over t1, ...., tL􏼈 􏼉 say t1, output s∗ � s1

ALGORITHM 1: An approximation algorithm for the continuous phase code using the SDP relaxation technique.

Input: -e parameters M, Y, L, βk􏼈 􏼉, δd,M
Output: An approximation solution s∗ to Problem (20)

Step 1: Let (S∗, u∗) be an optimum solution to SDP Problem (25)
Step 2: Define 􏽢S � S∗/u∗
Step 3: Produce random vectors (ξ)i ∈ CN, i � 1, ..., L, from the normal distribution NC(0,W) where W � 􏽢S⊙ zdzT

d and
zd � [ej(2π/M)β1 , ..., ej(2π/M)βN ]T

Step 4: Let (s(k))i � y∗d(k)δ((ξk)i), k � 1, ..., N, i � 1, ..., L, where μ(x) �

1, if argx ∈ [0, 2π(1/δd))

ej2π(1/M) , if argx ∈ [2π(1/δd), 2π(2/δd))

...

ej2π((δd − 1)/M), if argx ∈ [2π(δd − 1/δd), 2π)

⎧⎪⎪⎪⎨

⎪⎪⎪⎩Step 5: Calculate ti � (sT
i Ysi/sT

i Msi), i � 1, ..., L

Step 6: Choice the greatest value over t1, ...., tL􏼈 􏼉 say t1, output s∗ � s1

ALGORITHM 2: An approximation algorithm for the discrete phase code using the SDP relaxation technique.
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|SCNR(n) − SCNR(n− 1)|≤ 10− 5. Furthermore, we assume the
presence of a radar target with |αT|2 � 10 dB. -e perfor-
mance evaluation is performed in terms of the achievable
SCNR, with respect to the optimal coded sequence and IV
filter, as well as the target detection probability. -e convex
optimization problems and SDP relaxation are solved via the
MATLAB toolbox [42].

Figure 3 illustrates the value of the SCNR averaged over
250 independent repeated experiments of Algorithm 3
versus the number of acceptable iterations, for diverse
values of the parameter δ � [0.1, 0.4, 1, 1.5, 1.7]. In Figure 3,
as the similarity constraint parameter δ increases, the
maximum SCNR value enhances since the feasible set of the
joint design scheme becomes greater and greater. In fact, for
δ � 1.7, performance gains generated by Algorithm 3 is
15 dB, as compared with 13 dB offered by the joint design
approach as presented in [21], 11 dB by the cognition on
transmitter only, and 10 dB by the cognition on receive filter
only. Evidently, these are just theoretical results. In practical
terms, the smaller value of the SCNR is observed because of
various imprecisions in the obtainable observation.

Input: -e parameters s0, L, δ, ξ,δ2n
Output: An approximate solution (s∗, x∗) of Problem (14)
Step 1: Initialize n � 0, s(n) � s0, x(n) � ((R(0) + δ2nI)

− 1s0/‖(R(0) + δ2nI)
− 1/2s0‖

2), SCNR(n) � SCNR
Step 2: do
Step 3: n � n + 1
Step 4: Let Y � x(n− 1)x(n− 1)T

; M � R(x(n− 1))∗ + δ2n‖x(n− 1)‖2I; Set ck􏼈 􏼉, δc

Step 5: Obtain an approximate optimal solution s∗ to (19) using Algorithm 1
Step 6: Calculate s(n) � argmax

s∈ s(n− 1) ,s(∗){ }

(|α0|
2(x(n− 1)T

s)2/x(n− 1)T

Rx(n− 1) + x(n− 1)T

Wx(n− 1))

Step 7: Construct R(n)

Step 8: Calculate x(n) � ((R(n) + δ2nI)
− 1s(n)/‖(R(n) + δ2nI)

− 1/2s(n)‖2) and the SCNR value for (s(n), x(n))

Step 9: Let SCNR(n) � SCNR
Step 10: until |SCNR(n) − SCNR(n− 1)|≤ ς
Step 11: Obtain s∗ � s(n); x∗ � x(n)

ALGORITHM 3: -e sequential optimization Algorithm 3.

Input: -e parameters s0, L, δ, ξ, δ2n, M

Output: An approximate solution (s∗, x∗)of Problem (15)
Step 1: Initialize n � 0, s(n) � s0, x(n) � (R(0) + δ2nI)

− 1s0/‖(R(0) + δ2nI)
− 1/2s0‖

2, SCNR(n) � SCNR
Step 2: do
Step 3: n � n + 1
Step 4: Let Y � x(n− 1)x(n− 1)T

; M � R(x(n− 1))∗ + δ2n‖x(n− 1)‖2I; Set βk􏼈 􏼉, δd

Step 5: Obtain an approximate optimal solution s∗ to (20) using Algorithm 2
Step 6: Calculate s(n) � argmax

s∈ s(n− 1) ,s(∗){ }

(|α0|
2(x(n− 1)T

s)2/x(n− 1)T

Rx(n− 1) + x(n− 1)T

Wx(n− 1))

Step 7: Construct R(n)

Step 8: Calculate x(n) � (R(n) + δ2nI)
− 1s(n)/‖(R(n) + δ2nI)

− 1/2s(n)‖2 and the SCNR value for (s(n), x(n))

Step 9: Let SCNR(n) � SCNR
Step 10: until |SCNR(n) − SCNR(n− 1)|≤ ς
Step 11: Obtain s∗ � s(n); x∗ � x(n)

ALGORITHM 4: -e sequential optimization Algorithm 4.
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Figure 3: SCNR vs. number of iterations for continuous phase
waveform.
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Performance gains offered by Algorithm 3 converge after
fifteen iterations, yielding 15 dB at δ � 1.7 as compared with
− 2 dB at the beginning of the iteration. -e performance
gains of Algorithm 3 are improving as the number of it-
erations increases. However, there is an inappreciable
amount of performance improvement after ten iterations.

Figure 4 demonstrates the value of the SCNR averaged
over 250 independent repeated experiments of Algorithm 4
versus the number of acceptable iterations, for diverse values
of δ � [0.1, 0.4, 1, 1.5, 1.7, 2] and the quantization levels
M � 16. To discuss the results, we can use the similar ex-
planations as in Figure 3. As can be seen from Figure 4, as the
similarity constraint parameter δ increases, the bigger and
bigger SCNR values are obtained through iterative opera-
tions, due to the enlargement of the feasible set of the joint
optimization scheme. Indeed, for δ � 2, performance gains
generated by Algorithm 4 is 4 dB, as compared with 2 dB
offered by the joint design approach as presented in [21],
1 dB by the cognition on transmitter only, and 0.5 dB by the
cognition on receive filter only.

Figure 5 shows the attained average SCNR versus the
number of acceptable iterations for δ � 2 and several values
of the number of quantization levels M(M ∈
2, 4, 8, 16, 32{ }). We study the impacts of M on the optimized
coded sequence for δ � 2. As we can see from Figure 5, the
result demonstrates that the greater the number of quan-
tization levels is, the better the attained average SCNRwill be
until M≥ 32. -at is to say, the better the cardinality of the
alphabet, the larger the degrees of freedom obtainable in the
selection of the PM-based FH codes. -ese results can be
expected, and this is the saturation effect. -e performance
gains of the phase-quantized sequence offered by Algo-
rithm 4 end up consistent with that produced by
Algorithm 3.

We analyze detection performance of the optimal coded
sequence and IV receive filter generated by Algorithm 3.-e
probability of target detection Pd versus SCNR, for some
values of δ � [0.1, 0.5, 1, 1.5, 2, 2.5], is demonstrated in
Figure 6. Figure 6 displays that greater the parameter δ leads
to better detection performance. -e result can be expected,
since increasing the parameter δ results in less restriction on
coded sequence and IV receive filter design, which amounts
to increasing the size of the optimal solutions of the joint
optimization problem.

Figure 7 describes the detection levels Pd versus SCNR,
for δ � 1 and the values of the number of randomizations
L ∈ 1, 10, 20, 40{ }. We analyze the impact of L on Pd of the
optimal coded sequence and IV receive filter offered by
Algorithm 3. In Figure 7, Pd is importantly improved by
enlarging the parameter L. -e result is explicated through
Algorithm 1, which finds the optimal coded sequence and IV
receive filter assuring the excellent detection ability among
all the L simulations. An indiscernible amount of capability
enhancement is observed when L≥ 10. -e detection ability
is viewed acceptable. Consequently, we choose suitable value
of L resulting in advisable enhancements in the detection
levels.

In Figure 8, we analyze the similar performance stated in
Figure 6 with regard to the detection levels Pd of the optimal

phase quantized sequence and IV receive filter provided by
Algorithm 4. Figure 8 explains Pd of Algorithm 4 versus
SCNR for some values of δ ∈ 0.1, 0.5, 1, 1.5, 2, 2.5{ } and
quantization levels M � 8. Similar to Algorithm 3, as the
value of δ becomes greater, Pd of the optimal phase-
quantized sequence and IV receive filter provided by Al-
gorithm 4 improved.

Figure 9 displays the performance of target detection Pd

versus SCNR for δ � 1 and several values of the number of
quantization levels M(M ∈ 4, 8, 16, 32{ }). We analyze the
performance of the optimal phase-quantized coded se-
quence and IV receive filter generated by Algorithm 4 and
discuss the impact of the parameter M on the probabilityPd.
In Figure 9, this result demonstrates that the larger the
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Figure 4: SCNR vs. number of iterations for phase quantized
waveform.
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Figure 5: SCNR vs. number of iterations. Algorithm 4: phase
quantized sequence. Algorithm 3: continuous phase sequence.
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parameter M is, the improved the performance of target
detection will be until M≥ 8. -is conclusion is considered
as the saturation effect. -e performance of the optimal
phase quantized coded sequence and IV receive filter gen-
erated by Algorithm 4 ends up consistent with that provided
by Algorithm 3.

To implement the communication function, we assume
that the FH step is Δf � 10MHz, the length of the FH code
is Q � 20, and the FH interval duration is Δt � 0.1 μs. We
generate a 16 FH coded sequence. -e parameter J � 50 is
used. -erefore, the 320 FH code is generated randomly
from the set 1, 2, ..., J{ }, where J � 50.

In Figure 10, we compare the symbol error rate (SER)
performance for the optimized waveform offered by Algo-
rithm 3 with a random waveform using BPSK, QPSK, 16-
PSK, and 256-PSK constellations. -e data rates of the

abovementioned four types of signals are 1.2, 2.4, 4.8, and
9.6Mbps, respectively. To investigate the SER performance,
14 × 107random PM-based FH symbols have been gener-
ated. Figure 10 illustrates the SER performance versus SNR
for BPSK, QPSK, 16-PSK, and 256-PSK constellation.

Figure 10 indicates that the SER performance of BPSK
random waveform is enhanced by about 5 dB, 16 dB, and
33 dB as compared with QPSK, 16-PSK, and 256-PSK
random waveform, respectively. Meanwhile, as we can see
from Figure 10, for BPSK, QPSK, and 16-PSK, the SER
performances of the optimized waveform offered by Algo-
rithm 3 are as good as those of random waveform. However,
for the 256-PSK, the SER performance of the optimized
waveform is poor relatively. As the size of constellations
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Figure 6: Detection probability vs. SCNR. Algorithm 3: continuous
phase sequence.
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Figure 7: Detection probability versus SCNR. Algorithm 3 for
same values of randomizations.

δ = 2.5
δ = 2
δ = 1.5

δ = 1
δ = 0.5
δ = 0.1

0

0.2

0.4

0.6

0.8

1

Pd

–15 –10 0–20 5-5
SCNR (dB)

Figure 8: Detection probability versus SCNR. Algorithm 4: phase-
quantized sequence.
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Figure 9: Detection probability versus SCNR. Algorithm 4: dashed
curves. Algorithm 3: o-marked curve.

10 Complexity



256-PSK (random)
256-PSK (optimized)
16-PSK (random)
16-PSK (optimized)

QPSK (random)
QPSK (optimized)
BPSK (random)
BPSK (optimized)

10–8

10–7

10–6

10–5

10–4

10–3

10–2

10–1

100

SE
R

10 15 20 25 30 35 405
SNR

Figure 10: Comparative SER performance of BPSK, QPSK, 16-PSK, and 256-PSK.
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Figure 11: Target scattering signals profiles at (a) iteration 1, (b) iteration 5, (c) iteration 10, and (d) iteration 20, Algorithm 3.

Complexity 11



increases, the cross correlation levels between the optimized
waveform offered by Algorithm 3 becomes higher. As a
result, to meet the more reasonable requirement mentioned
above, we select suitable constellation size leading to a
tradeoff between communication SER performance and data
rate.

Transmit waveform design under a detection constraint
is stated in some works [43, 44]. -e problem of code op-
timization for target recognition in the presence of clutter
interference is addressed. -e purpose of the objective
function is to optimize the Euclidean distance between the
theoretical radar return from diverse target feature models.
Moreover, the detection constraint involves that the at-
tainable SCNR for all target feature models are greater than
the given threshold.

Figure 11 indicates the detection variation of Algo-
rithm 3 under the similarity constraint. We assume a radar
scene, which has three targets. -e target scattering signals
derived from the radar scene is normalized and the dual-
function complexity system intends to discriminate the
scatterers by using a particular detection threshold.

With subsequent iterations of Algorithm 3, the detection
performance of the multiple targets is enhanced. As can be
seen from Figure 11, by suppressing noise, the dual-function
complexity system could discriminate three scatterers ef-
fectively at the end of 20 iterations. -e constrained joint
optimization technique is superior to the waveform opti-
mization scheme in [43]. By increasing the number of it-
erations, we can obtain more accurate estimates of the target
responses, which are used to improve detection of the
multiple targets.

6. Conclusions

In this paper, we developed the joint optimization design of
cognitive radar waveform and IV receivers for the DFRC
system.We presented a novel scheme trying to maximize the
SCNR while accounting for a similarity constraint on the
transmission phase code. At all iterations, the proposed
processes involve the solution of both convex and NP-hard
problems. In order to obtain an optimal solution, we turned
to relaxation and randomization methods. -e usefulness of
the constrained optimization techniques was verified by
offering simulation results. -e capability of the proposed
approaches in terms of achieved SCNR, detection levels, and
detection variation of the coded sequence and IV filter pair
was evaluated. In addition, pertaining to the discrete phase
code, the influence of the quantization level on the radar
capability was investigated. -e complexity, corresponding
to the operation of the proposed Algorithms, depends on the
maximum number of acceptable iterations along with on
and the computational complexity involved in all iterations.
-e dual-function complexity system could create an inte-
grated platform for unmanned vehicle applications for
which both situational awareness and construction of in-
formation links are important. Potential future study will
focus on the joint design of the probing coded sequence and
the corresponding IV filter bank optimizing the worst-case
SCNR over the unknown number of lost return echo

samples (eclipsing conditions), under an energy constraint
and a similarity constraint.
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Grey prediction model has good performance in solving small data problem, and has been widely used in various research �elds. 
However, when the data show oscillation characteristic, the e�ect of grey prediction model performs poor. To this end, a new 
method was proposed to solve the problem of modelling small data oscillation sequence with grey prediction model. Based on the 
idea of information decomposition, the new method employed grey prediction model to capture the trend characteristic of complex 
system, and ARMA model was applied to describe the random oscillation characteristic of the system. Crops disaster area in China 
was selected as a case study and the relevant historical eight-year data published by government department were substituted to the 
proposed model. �e modelling results of the new model were compared with those of other traditional mainstream prediction 
models. �e results showed that the new model had evidently superior performance. It indicated that the proposed model will 
contribute to solve small oscillation problems and have positive signi�cance for improving the applicability of grey prediction model.

1. Introduction

Big data technology is a computational strategy and method 
for processing large data sets. It is based on large data and has 
gradually become a research hotspot in recent years. However, 
sometimes it is di�cult to obtain large data. Due to techno-
logical capabilities or historical reasons, there are still many 
small data, such as unconventional energy production, short-
term tra�c �ow, sulfur dioxide emissions, crops disaster area, 
and so on [1–4]. �e above problems show that there are many 
grey systems in the real world, and the data of these grey sys-
tems are limited. Big data technology can not e�ectively 
describe the grey system from the small data.

Grey prediction model is a useful method to study uncer-
tain systems with partly known information and partly 
unknown information [5,  6]. At present, there are mainly two 
kinds of sequences suitable for grey prediction model, one is 
monotone sequence [7–10], the other is a sequence with sat-
urated “�” shape [11–13]. For other sequences, such as oscil-
lation sequence or �uctuation sequence, the performance of 
grey prediction model is poor. However, the real world is 
complex. �e monotonic sequence and the saturated �-shaped 

sequence are only two special cases, and more sequences show 
oscillation characteristic [14–16]. �erefore, how to reasona-
bly construct a grey prediction model to model with oscillation 
sequence has become a research trend.

Currently, grey prediction model has made some achieve-
ments in modelling with oscillation sequence. �ese studies 
are mainly manifested in the following three aspects: (a) 
increasing smoothness of oscillating sequences: the poor 
smoothness of the oscillation sequence is the main reason for 
the poor modelling accuracy of the oscillation sequence, so 
smoothing the oscillation sequence becomes a way to improve 
the modelling accuracy. At present, sequence smoothness is 
mainly improved by sequence transformation, such as smooth-
ness operator and amplitude compression [17–20]; (b) mod-
elling oscillation interval by envelope: from the perspective of 
scope, the oscillation sequence envelope is modelled. �e 
envelope is modelled by grey prediction model, and the sim-
ulation and prediction of the oscillation sequence variation 
range are realized [21–23]; (c) improving the structure of grey 
prediction model by periodic operator: in order to adapt to 
periodic sequence, scholars have introduced periodic factor 
of triangular function and have established periodic grey 
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prediction model to match the periodic �uctuation of sequence 
and reduce modelling error [24, 25].

�e above methods can improve the modelling ability of 
grey prediction model for oscillation sequence to a certain 
extent, but they still have some shortcomings. �e sequence 
transformation method destroys the characteristics of the orig-
inal sequence and can not make full use of the information 
transmitted by the sequence. �e randomness of envelope 
design is too large and its generalization is weak. Grey periodic 
prediction model not only increases the complexity of the model 
structure, but also only works for periodic and regular �uctua-
tion sequences. When the sequence has oscillation characteris-
tic, the performance of grey periodic prediction model is poor.

�e oscillation sequence is composed of di�erent scales 
information, such as trend, randomness, periodicity, etc. It 
re�ects the �nal result of the system under the in�uence of 
various uncertainties [26–28]. A single prediction method is 
suitable for modelling with a single time scale sequence. It can 
not simultaneously simulate and predict two or more time 
scale information of the oscillation sequence, which ultimately 
can not get intended e�ect.

However, preprocessing complex sequence into simpler 
mode, has o¤en led to satisfactory predicting results. Empirical 
mode decomposition (EMD) algorithm is a multi-scale analysis 
method. It decomposes complex oscillation sequences into a set 
of sub-sequences, which contain the information of the original 
sequence in di�erent time scales [29]. According to the charac-
teristics of sub-sequences, appropriate models are selected to 
simulate and predict the corresponding sub-sequences. Integrating 
the simulated and predicted values of sub-sequences will obtain 
the simulated and predicted value of the original sequence.

Decomposed by EMD algorithm, the small sample oscil-
lation sequence is usually decomposed into two sub-sequences. 
One part is short-time trend sub-sequence. �e other is one 
or more random �uctuation sub-sequences. GM(1,1) model 
is the most classical model in grey prediction model, needs 
only a little data (not less than 4). It excavates the trend of 
system through grey generation processing, and then achieves 
the e�ect of simulating and prediction. �erefore, GM(1,1) 
has superior performance in modelling with small trend 
sub-sequence. Random �uctuation subsequence is usually 
modelled by ARMA model. Based on the above facts, we use 
GM(1,1) model and ARMA model to simulate and predict 
sub-sequences, respectively. According to the result of decom-
position, there may be other kinds of sub-sequences, but trend 
and �uctuation subsequences are the most common cases. 
�erefore, we mainly study the general situation and speci�-
cally analyse the other situations.

In this paper, a hybrid grey model for predicting small 
oscillation sequence is proposed based on information decom-
position. In order to verify the validity of the proposed model, 
we select the crops disaster area in China as the modelling 
object, which has small oscillation characteristics. Comparing 
the simulation accuracy of the new model with that of the 
traditional ARIMA and GM(1,1) models, the result shows that 
the new model is obviously superior to the traditional model, 
which proves the validity of the new model.

�e remainder of this paper is organized as follows. In sec-
tion 2, the principle of empirical mode decomposition is intro-
duced. In Section 3, the EMD-ARMA-GM(1,1) prediction 

model is proposed. In Section 4, modelling condition and test-
ing method of model errors are studied. �is is followed by 
comparisons of the proposed model with ARIMA and GM(1,1) 
model, and the proposed model is used to predict crops disaster 
area in China. �en, conclusions are drawn in Section 6.

A chart showing the structure of this paper is given as 
Figure 1.

2. Empirical Mode Decomposition Principle

Empirical mode decomposition (EMD) is a method of signal 
decomposition, which does not depend on prior data and 
completely relies on the intrinsic characteristic of the data 
itself. A¤er EMD adaptively decomposed the original data 
according to its intrinsic characteristic, the obtained Intrinsic 
Mode Functions (IMFs) re�ect the inherent characteristic of 
the data [30]. IMF satis�es the following two conditions at the 
same time: (i) in the whole data set, the number of extrema 
and the number of zero-crossings must either equal or di�er 
at most by one; (ii) at any point, the mean value of the envelope 
de�ned by local maxima and the envelop de�ned by the local 
minima is zero [31]. �e operation steps of the EMD algorithm 
for oscillation sequence �(�) are as follows [32]:

Step 1. Recognize all the maximum points and minimum 
points in sequence �(�), and use cubic spline interpolation 
function to �t all the maximum points to form the upper 
envelope, and then �t all the minimum points to form the lower 
envelope, which are marked as ���(�) and ���w(�), respectively.

Step 2. In each time period �, the average of upper and 
lower envelopes of sequence �(�) is denoted as �1(�), and 
is calculated as

Step 3. Minus the average envelope of sequence �(�):

If sequence �1(�) has negative local maxima and positive local 
minima, then �1(�) is regarded as a new original sequence 
�(�). Repeat the above process until �1(�) satis�es the two 
conditions of IMF. It is denoted as �1(�), where �1(�) = �1(�), 
which is called the �rst IMF component a¤er decomposition 
of the original sequence �(�).

Step 4. Sequence �1(�) is separated from the original 
sequence �(�) and the residual component is obtained, 
which is denoted as �1(�), that is

Step 5. �e residual component �1(�) is regarded as a new 
original sequence, and the “�ltering” process of Step 1 is 
repeated until the new IMF component can not be separated. 
At this time, the original sequence �(�) is “�ltered” by EMD 
algorithm to get � IMFs and one residual component, where

(1)�1(�) =
���(�) + ���w(�)
2 .

(2)�1(�) = �(�) − �1(�).

(3)�1(�) = �(�) − �1(�).

(4)�(�) =
�
∑
�=1
��(�) + ��(�).
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An example of the empirical mode decomposition of an 
oscillating sequence is shown in Figure 2.

3. A Hybrid Grey Prediction Model of  
EMD-ARMA-GM(1,1)

De�nition 1. Assume sequence � = (�(1), �(2), . . . , �(�)),  
∀� ∈ {2, 3, . . . , �}, ∃�� ∈ {2, 3, . . . , �}, �(�) − �(� − 1) > 0, 
�(��) − �(�� − 1) > 0, � is called oscillation sequence.

De�nition 2.  Assume � = (�(1), �(2), . . . , �(�)) is an 
oscillation sequence and satis�es the following condition,

(a)  ∀ � ∈ �, �(�2) <∞;
(b)  ∀ � ∈ �, �(�) = �, � is a constant;
(c)  ∀ �, � ∈ �, ��v(c(�),c(�)) = ��−�, ��−� is independence 

with �,

then � is a stationary oscillation sequence.

De�nition 3. Assume � = (�(1), �(2), . . . , �(�)) is an 
oscillation sequence, 

are IMFs and residual components of � decomposed by EMD 
algorithm, respectively. �en

is called ARMA (�, �) model. When � = 2, 3, . . . , �, ̂�(0)� (�) is 
called the simulated data. When � = � + 1, � + 2, . . ., ̂�(0)� (�) is 
called the predicted data.

In Equation (7), �� is a stationary oscillation sequence; �
is the ACF tail order of sequence �� and � is the PACF tail order 
of ��; ��(1), . . . , ��(�), ��(1), . . . , ��(�) are real parameters and 
be estimated by identi�cation function ARMAX.

De�nition 4. Assume sequence ��is stated as 
De�nition 3. �(1)� = (�(1)� (1), �

(1)
�
(2), . . . , �(1)

�
(�)) is 

accumulating generation sequence with one order of  

(5)�� = (��(1), ��(2), . . . , ��(�)), � = 1, 2, . . . , �,

(6)�� = (�(0)� (1), �(0)� (2), . . . , �(0)� (�))

(7)

̂��(�) =
�
∑
�=1
��(�)��(� − �) + �� −

�
∑
�=1
��(�)��(� − �), � ∼ �(0, �2)

(1) Research signi�cance
(2) Research status
(3) Comments of literature
(4) Articale frame work

Section 1. (Introduction)

(1) Decomposition conditions of EMD algorithm
(2) Operation steps of the EMD algorithm for oscillation sequence
(3) ­e e�ectiveness of EMD algorithm

Section 2. (Empirical mode decomposition principle)

(1) Modelling condition of the EMD-ARMA-GM(1,1) model
(2) Error test method of the EMD-ARMA-GM(1,1) model

Section 4. (Modelling condition and error test method of the EMD-ARMA-GM(1,1) model)

Section 6. (Conclusions)

(1) ­e present sitiuation of crops disaster area in China
(2) Collecting data
(3) Simulation and comparison for the crops disaster area in China
(4) Analysis of model performance
(5) Predicting the crops disaster area in China

Section 5. (Application)

(1) ­e di�nition of EMD-ARMA-GM(1,1) model
(2) Parameter estimation of EMD-ARMA-GM(1,1) model
(3) ­e �owchart of EMD-ARMA-GM(1,1) model

Section 3. (A hybrid grey prediction model of EMD-ARMA-GM (1,1))

Simulating and predictting

Modelling condition and error test method

ModelingDecomposition algorithm

Figure 1: Structure of this paper.
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Matrix form of GM(1,1) model is as follows,

that is

Among the above equations, � and � are known and � is 
sequence of undetermined parameters. �e number of known 
equations is one, and the variables are two. Moreover, when 
the equations are incompatible, there is no solution, but the 
least square solution can be obtained by the least square 
method (LSM).

Assume � is error sequence as follows,

Let

that is

According to LSM, � can be minimised with respect to param-
eters �, � to obtain

Parameters �, � can be obtained, as follows,

(13)
[[[[
[

�(0)� (2)
�(0)� (3)

...

�(0)� (�)

]]]]
]

=
[[[[
[

−�(1)� (2) 1
−�(1)� (3) 1

...
...

−�(1)� (�) 1

]]]]
]

[ �� ],

(14)� = ��.

(15)� = � − ��.

(16)� = min ‖� − ��‖ 2 = min (� − ��)�(� − ��),

(17)

� = min

�
∑
�=2
(�(0)� (�) − (� − ��(1)� (�)))

2

= min(
�
∑
�=2
�(0)� (�)2 + (� − 1)�2 + �2

�
∑
�=2
�(1)� (�)2 − 2�

�
∑
�=2
�(0)� (�)

+2�
�
∑
�=2
�(1)� (�)�(0)� (�) − 2��

�
∑
�=2
�(1)� (�)).

(18)

��
�� = 2�

�
∑
�=2
�(1)� (�)2 + 2

�
∑
�=2
�(1)� (�)�(0)� (�) − 2�

�
∑
�=2
�(1)� (�) = 0,

(19)
��
�� = 2(� − 1)� − 2

�
∑
�=2
�(0)� (�) − 2�

�
∑
�=2
�(1)� (�) = 0.

��, �(1) = (�(1)� (1), �(1)� (2), . . . , �(1)� (�)) is mean sequence by 
consecutive neighbours of �(1)� , where

De�nition 5. Assume ��, �(1)� , �(1) are stated as De�nition 3 
and De�nition 4. �en the following equation

is called GM (1,1) model, where �, � are real parameters.

Theorem 6. Assume that � = [�, �]� is parameter vector of 
Equation (10), where

then the parameters of GM(1,1) model are identi�ed as 
�̂ = (���)−1���.

Proof. GM(1,1) model is rewritten as follows,

(8)�(1)� (�) =
�
∑
�=1
�(0)� (�), � = 1, 2, . . . , �,

(9)�(1)� (�) = 0.5 × (�(1)� (�) + �(1)� (� − 1)), � = 1, 2, . . . , �.

(10)�(0)� (�) + ��(1)� (�) = �

(11)

� =
[[[[
[

�(0)� (2)
�(0)� (3)

.

.

.

�(0)� (�)

]]]]
]

,

� =
[[[[
[

−�(1)� (2) 1
−�(1)� (3) 1

.

.

.
.
.
.

−�(1)� (�) 1

]]]]
]

,

(12)

�(0)� (2) + ��(1)� (2) = �,
�(0)� (3) + ��(1)� (3) = �,

...

�(0)� (�) + ��(1)� (�) = �.

Raw data
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Raw data = ∑IMFi+RN (t)
N

i = 1

50

–50
0

50

–50
0

20

–20
0

1650
1600
1550

IM
F1

IM
F2

IM
F3

R N
(t)

5 10 15 20 25
Month (total of 29 months)

Figure 2: �e e�ectiveness of EMD Algorithm.
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De�nition 7. Assume sequence ��, �(1)� , �(1) and �̂ = [�, �]�
are stated as De�nition 4 and �eorem 1, then the following 
equation

is named the whitenization equation of GM(1,1) model.
�e solution of the di�erential Equation (22) is as follows,

(22)��(1)
�� + ��

(1) = �

(23)̂�(0)� (�) = (1 − ��)(�(0)� (1) −
�
�)�
−�(�−1), � = 1, 2, . . . , �.Equations (20) and (21) are the expanded displays of param-

eter identi�cation matrix. �e proof is over. ☐

(20)
� = ∑

�
�=2�(0)� (�)∑

�
�=2�(1)� (�) − (� − 1)∑

�
�=2�(0)� (�)�(1)� (�)

(� − 1)∑��=2(�(1)� (�))
2 − (∑��=2�(1)� (�))

2 ,

(21)

� =
∑��=2�(0)� (�)∑

�
�=2(�(1)� (�))

2 − ∑��=2�(1)� (�)∑
�
�=2�(1)� (�)�(0)� (�)

(� − 1)∑��=2(�(1)� (�))
2 − (∑��=2�(1)� (�))

2 .

Decomposition

Small sample oscillation sequence
X = (x(1),x(2),…,x(n))

Form the upper and lower envelopes
Eup(t),Elow(t)

M1(t) = 
Eup(t)+Elow(t)

2

H1(t) = X(t)–M1(t)

Whether Hi satis�es
the conditions of IMF

Ci = Hiki = 1, 2,…,N, RN = X– Ci
N

i=1

C1 C2 CN RN…

C
1  = H

1

Simulation and prediction 

RN = rN (2),…,  rN (n)

RN
(1) ZN

(1) a, b

r̂N
(0) rN

(0)(1)–(t) = 1–ea b
a e–a(t–1)

Ci = (ci(1), ci(2),..., ci(n)), i = 1, 2, N

p, q

ci(t) = ∑p
k=1ϕi(k)ci(t – k)+at–∑q

 N=1�i(k)ai(t – k)

For other types of sequence generated by
EMD algorithm, circumstances alter cases 

Integration

RN = (r
N 

(1), rN  (2),...,rN  (n), rN  (n + 1), rN  (n + 2),..., rN   (n + t))(0) (0) (0) (0) (0)(0)ˆ ˆ ˆ

ˆ ˆ ˆ

ˆ

The simulated and predicted data by
GM(1,1) model

The simulated and predicted data by
ARMA model

The simulated and predicted data by
EMD-ARMA-GM(1,1) model

∑

Ci = (ci(1), ci(2),...,ci (n), ci(n + 1), ci(n + 2),..., ci(n + t)),
i = 1, 2, N 

x̂(t) = ∑ 
N p q
i=1 k=1 N=1(∑ ϕi(k)ci(t – k) + ai(k) –∑ �i(k)ai(t – k))

+(1 – ea) rN
(0)(1) – ba

e–a(t – 1)

∑

rN
(0)(1), (0) (0)

ϕi(k), �i(k), i = 1, 2, N

Figure 3: �e �ow chart of EMD-ARMA-GM(1,1) model.

Table 1: Data of crops disaster area in China from 2010 to 2017 (units: 1000 hectares).

Data sources: http://data.stats.gov.cn/easyquery.htm?cn=C01.

Year 2010 2011 2012 2013 2014 2015 2016 2017
Crops disaster area 37425.9 32470.5 24962 31349.8 24890.7 21769.8 26220.7 18478.1
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2000

0

–2000

–4000

–6000
2010 2011 2012 2013 2014 2015 2016 2017

IM
F1

Year

Figure 4: �e curve of IMF1.

http://data.stats.gov.cn/easyquery.htm?cn=C01.
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De�nition 9. Assume that � = (�(1), �(2), . . . , �(�)), where 
t(�) ≥ 0 for � = 1, 2, . . . , �, then the following is referred to as 
the smoothness ratio of sequence �:

�e concept of smoothness ratio re�ects the smoothness 
of a sequence. Obviously, the smoother the change of sequence 
� is, the smaller the smoothness ratio is.

De�nition 10. If a sequence � = (�(1), �(2), . . . , �(�)), where 
�(�) ≥ 0 for � = 1, 2, . . . , � satis�es the following, then � is 
referred to as a quasi-smooth sequence:

(1)  �(� + 1)/�(�) < 1, � = 2, 3, . . . , � − 1,
(2)   �(�) = [0, �], � = 3, 4, . . . , �,
(3)  � < 0.5.

(25)�(�) = t(�)
∑�−1�=1 �(�)

, � = 2, 3, . . . , �.

Equation (23) is also called the time response function of 
the whitenization di�erential equation. When � = 2, 3, . . . , �, 
̂�(0)� (�) is called the simulated data; When � = � + 1, � + 2, . . ., 
̂�(0)� (�) is called the predicted data.

De�nition 8. Assume ̂��(�), ̂�(0)� (�) are stated as De�nitions 3 
and 7, then the following equation

is called EMD-ARMA-GM(1,1) model.
In the hybrid prediction model, EMD algorithm decom-

poses the original time series � into sequence �� and sequence 
�� to extract intrinsic characters of the complex system. 
sequence �� is inputted into the ARMA model to describe the 
random changes and sequence �� is substituted into GM(1,1) 
model to describe the trend. �e value �̂(�) obtained by super-
position ̂��(�) and ̂�(0)� (�) realizes the simulation or prediction 
of the original sequence. �e �ow of EMD-ARMA-GM(1,1) 
model is shown in Figure 3.

4. Modelling Condition and Error Checking 
Method for the EMD-ARMA-GM(1,1) Model

4.1. Modelling Condition of the EMD-ARMA-GM(1,1) 
Model. Each prediction model has a speci�c modelling 
condition and applicable rang. A model can be used for 
prediction only when the modelling condition is satis�ed.

(24)

�̂(�) = ∑��=1(∑
�
�=1��(�)��(� − �)�−� + ��(�) −∑

�
�=1��(�)��(� − �))

+ (1 − 
�)(
(0)� (1) −
	
�)

−�(�−1)

2010 2011 2012 2013 2014 2015 2016 2017
Year

2

2.2

2.4

2.6

2.8

3

3.2

3.4

R 
(t)

×104

Figure 5: �e curve of �(�).

Table 2: �e quasi-smooth condition of sequence �(�).

Smoothness 
ratio �(3) �(4) �(5) �(6) �(7) �(8)

Value 0.462 0.298 0.218 0.169 0.134 0.112

Table 3: Parameter estimation of ARMA model.

Parameter of the ARMA 
model � � �1 �2 �1
Estimated value 2 1 1.284 0.9363 0.9184
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For given threshold value � in which the threshold is set 
according to the speci�c situation of the system, when �� < �
holds true, the grey model is said to be error-satisfactory.

5. Application

China is a large agricultural country, but its special geograph-
ical location and climate environment lead to natural disasters 
frequently, which cause a large number of crops disasters every 
year. Large-scale crops disaster has seriously a�ected the 
national grain security, the basic status of agriculture and the 
sustainable development of rural economy. A scienti�c pre-
diction of crops disaster areas can provide reasonable reference 
for arranging agricultural production subsidy and disaster 
relief subsidy, which has positive signi�cance for promoting 
the sustainable development of agriculture and China’s 
economy.

�e crops disaster in China has a long history. To prevent 
and mitigate disasters, Chinese government proposes and 
implements many signi�cant policies since 2010. �ese poli-
cies have e�ectively improved the situation of crops disaster 
and profoundly in�uenced the crops disaster area in China. 
�e data of crops disaster area in China from 2010 to 2017 are 
a small oscillation sequence.

�e data of crops disaster area in China from 2010 to 2017 
are shown in Table 1.

(32)�� =
1
�
�
∑
�=1
��(�).

�e quasi-smooth condition of residual component is used 
to act as the criteria to test whether an oscillation sequence 
can be used to establish EMD-ARMA-GM(1,1) model.

4.2. Error Checking Method for the EMD-ARMA-GM(1,1) 
Model. A model’s performance can be judged by testing, and 
only the model that pass test can be meaningfully employed 
to make predictions.

De�nition 11. Assume that a raw sequence �(0) is

EMD-ARMA-GM(1,1) model is employed to simulate 
sequence �(0), and its corresponding simulation sequence is as 
follows,

�e residual sequence of �̂(0) is ��, as follows,

where

�e relative simulation percentage error (RSPE) of the 
simulation sequence is

where

�e mean relative simulation percentage error (MRSPE) 
of simulation sequence �� is as follows:

(26)�(0) = (�(0)(1), �(0)(2), . . . , �(0)(�)).

(27)�̂(0) = ( ̂�(0)(1), ̂�(0)(2), . . . , ̂�(0)(�)).

(28)�� = (��(1), ��(2), . . . , ��(�)),

(29)��(�) =
������
(0)(�) − ̂�(0)(�)�����, � = 1, 2, . . . , �.

(30)�� = (��(1), ��(2), . . . , ��(�)),

(31)��(�) =
���������
��(�)
�(0)(�)
× 100%���������, � = 1, 2, . . . , �.
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Figure 6: �e simulated curve of IMF1.

Table 4: Parameter estimation of GM(1,1) model.

Parameter of the GM(1,1) model � �
Estimated value 0.058197 33854.68073
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5.2. Checking the Quasi-Smooth Condition before 
Modelling. According to De�nition 9, a sequence can 
be used to build the new model only when its residual 
component satis�es the quasi-smooth condition. �erefore, 
we check the quasi-smooth condition of sequence �(�) =
(32321.95, 31003.12, 29256.20, 27634.73, 26282.51, 24838.58,
23079.35, 21775.8) before building the new model to predict 
the crops disaster area.

From De�nition 9, we can obtain the smoothness ratio of 
sequence �(�) and the values of smoothness ratio are shown in 

5.1. Data Decomposing. EMD algorithm is applied to 
decompose the sequence of crops disaster area in China, and 
an IMF1 and a residual component �(�) are obtained. �e 
results are shown in Figures 4 and 5, respectively.

As can be seen from Figure 4, IMF1 is a curve of oscilla-
tions around the �-axis, showing linear and random charac-
teristic of original sequence.

In Figure 5, �(�) is a monotonic decreasing curve and 
shows the decreasing trend characteristic of the original 
sequence.
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Figure 7: �e simulated curve of �(�).
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Figure 8: �e simulated curve of crops disaster area in China.
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As provided in Table 4, We substitute the parameters into 
the whitening equation of GM(1,1) model, and get the simu-
lated value of �(�). �e simulated curve of �(�) is shown in 
Figure 7.

Finally, through integrating the simulated values of IMF1 
and �(�), we can get the simulated value of China’s crops dis-
aster area. �e simulated curves of crops disaster area in China 
is shown in Figure 8.

5.4. Result and Analysis. To verify the performance of EMD-
ARMA-GM(1,1) model, we compare the MRSPE of EMD-
ARMA-GM(1,1) to that of traditional mainstream prediction 
models, including ARIMA model and GM(1,1) model. �e 
simulated values �̂(�), � �(�) and MRSPE of the three models 
are presented in Table 5.

As shown in Table 5, the proposed EMD-ARMA-GM(1,1) 
model has the lowest MRSPE among the three models and the 
MRSPE is 4.0393%; the MRSPEs of the other two models are 

Table 2.  �(8)/�(7) ≈ 0.831513 < 1, �(6)/�(5) ≈ 0.775513 < 1,  
�(5)/�(4) ≈ 0.732441 < 1 and �(4)/�(3) ≈ 0.646085 < 1. �en, 
sequence of crops disaster area in China satis�es the qua-
si-smooth condition and can be used to build the new model. 
�e modelling process is detailed in the next subsection.

5.3. Modelling. Firstly, IMF1 is introduced into ARMA (�, �)
model. By increasing its order gradually, IMF1 is closer to the 
dependence of data. When �tting e�ect of the data is best, 
it stops and gets the value of � and �. Next, the parameter 
identi�cation function ARMAX is used to estimate �1, . . . , ��, 
�1, . . . , ��. �e optimal order and parameters are obtained as 
shown in Table 3.

As shown in Table 3, the proper value of � is 2 and � is 1. So 
we use ARMA(2, 1) model to simulate IMF1, and draw the sim-
ulated curve of this model based on IMF1, as shown in Figure 6.

Next, �(�) is introduced into GM(1,1) and the parameters 
are estimated by least square method as shown in Table 4.

Table 5: EMD-ARMA-GM(1,1) model, ARIMA model and GM(1,1) model simulated values (units:1000 hectares).

Year Raw data  �(�) EMD-GM(1,1)-ARMA Model ARIMA Model GM(1,1)
�̂(�) ��(�) �̂(�) ��(�) �̂(�) ��(�)

2010 37425.9 37425.9 — 38226.23 2.1384% 37425.9 —
2011 32470.5 30303.79 6.6729% 26364.23 18.8056% 31220.772 3.849%
2012 24962 24684.6 1.1113% 27976.36 12.0758% 29183.227 16.911%
2013 31349.8 32088.6 2.3566% 21655.3 30.9236% 27278.657 12.986%
2014 24890.7 24668.63 0.8922% 19212.75 22.8116% 25498.385 2.441%
2015 21769.8 22941.88 5.384% 18678.01 14.2022% 23834.297 9.483%
2016 26220.7 27177.18 3.6478% 20250.14 22.7704% 22278.812 15.033%
2017 18478.1 19995.16 8.21% 18478.1 — 20824.842 12.7%
MRSPE 4.0393% 17.6754% 10.4863%
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Figure 9: �e simulated curve of the EMD-ARMA-GM(1,1) model.
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illustrate the simulation e�ects of the three models for China’s 
crops disaster area, we draw the simulated curves and errors 
of the three models based on the data in Table 5 in MATLAB 
as shown in Figures 9–12.

According to Figures 9–12, the performance of lEMD-AR-
MA-GM(1,1) model is best among the above three models. 

more than 10%. Comparatively, the performance of the 
GM(1,1) model is second to that of EMD-ARMA-GM(1,1) 
model because it does not consider the e�ect of random oscil-
lation characteristic; the performance of the ARMA model is 
the worst among the three model because it does not consider 
the in�uence of trend characteristic. In order to clearly 
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Figure 10: �e simulated curve of the ARIMA model.
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not effective in predicting oscillation sequence by analyz-
ing the intrinsic characteristics of oscillation sequence: the 
system of oscillation sequence is complex, and the trend 
and random oscillation are often combined. Therefore, 
based on information decomposition and aiming at extract-
ing the intrinsic characteristics of the sequence, a hybrid 
grey prediction model is established in this paper. The 
results of case analysis show that the proposed model con-
siders the complexity of system information, effectively 
describes the operation behavior and rules of the system, 
and the effect is higher than that of a single classical pre-
diction model.

�e new grey hybrid prediction model provides a new 
idea and method for small oscillation sequence. However, 
when the size of oscillation sequence is big, the big data meth-
ods can be used to simulate and predict the oscillation 
sequence, such as neural network and support vector 
machine. At this time, the performance of the new hybrid 
grey prediction model needs to be compared with that of the 
big data method, and the simulation and prediction errors 
can be used to determine the performance of those methods, 
and then the superior one is selected for study the oscillation 
sequence.

In the following work, we will further consider the other 
characteristics of the sub-sequence generated by EMD algo-
rithm, and establish suitable methods to study the oscillation 
sequence.

Data Availability

�e China’s crop disaster area data used to support the �ndings 
of this study are included within the article.

�us it is evident that the performance of EMD-
ARMA-GM(1,1) model is better than that of traditional main-
stream prediction models.

5.5. Prediction of Crops Disaster Area in China. �e EMD-
ARMA-GM(1,1) model is used to predict the crops disaster 
area in China from 2018 to 2021, and the results are shown 
in Table 6.

Table 6 shows that the overall trend of crops disaster 
area in China is decreasing in the next four years, but the 
crops disaster area is still very large. By 2021, it will reach 
19633390 hectares. �e large of crops disaster area may 
cause shortage of grain and inhibit rural economic. 
�erefore, in order to maintain the sustainable development 
of agriculture and national economy, the Chinese govern-
ment needs to develop policies for production subsidies and 
disaster relief subsidies, and set aside su�cient funds to 
deal with the problems of crops failures caused by future 
natural disasters.

6. Conclusion

In this paper, the shortcomings of grey prediction model 
in modelling small oscillation sequence are analysed, and 
then we find out the reason why grey prediction model is 
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Figure 12: �e simulated errors of EMD-ARMA-GM(1,1), ARIMA and GM(1,1).

Table 6:  Prediction results of crops disaster area in China by  
EMD-ARMA-GM(1,1) model (units: 1000 hectares).

Year 2018 2019 2020 2021
Crops disaster 
area 20857.76 22335.99 14606.27 19633.39
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Recently, there has been an increasing number of empirical evidence supporting the hypothesis that spread of avalanches of
microposts on social networks, such as Twitter, is associated with some sociopolitical events. Typical examples of such events are
political elections and protest movements. Inspired by this phenomenon, we built a phenomenological model that describes
Twitter’s self-organization in a critical state. An external manifestation of this condition is the spread of avalanches of microposts
on the network.  e model is based on a fractional three-parameter self-organization scheme with stochastic sources. It is shown
that the adiabatic mode of self-organization in a critical state is determined by the intensive coordinated action of a relatively small
number of network users. To identify the critical states of the network and to verify the model, we have proposed a spectrum of
three scaling indicators of the observed time series of microposts.

1. Introduction

 e general science development trend in the 20th century,
which is also passed in the new century, is the gradual
penetration of ideas and methods of physics in natural as
well as traditional humanities. Since the 1970s, the methods
of mathematical and then physical modeling have been
increasingly used in such sciences as demography, sociology,
economics, history, and political science. In all these sci-
ences, the desire for an objective and, preferably, a quan-
titative description of various social and economic
phenomena is increasing.

 e development of quantitative models in sociology,
political science, theory of transport �ows, and other areas
of society investigations is gradually moving relevant tasks
from the humanities and engineering sciences to inter-
disciplinary applications of mathematics and physics. In
the literature of recent years, the term sociophysics [1, 2] is
assigned to all such areas.  e main task of this new �eld of
natural science is to search for objectively measurable and
formalizable patterns that determine various social

processes. Sociophysics analyzes the structure and dy-
namics of all existing varieties of social systems, using ideas
and methods borrowed from theoretical and experimental
physics.

Some of the objects and phenomena studied by socio-
physics are social networks (e.g., see the review [3] and
references therein) and critical phenomena, such as phase
transitions, observed in them (e.g., see the reviews [4, 5] and
references therein). Dorogovtsev and co-authors state in
their paper [4] that “Critical phenomena in networks include
a wide range of issues: structural changes in networks, the
emergence of critical—scale-free—network architectures,
various percolation phenomena, epidemic thresholds, phase
transitions in cooperative models de�ned on networks,
critical points of diverse optimization problems, transitions
in co-evolving couples—a cooperative model and its net-
work substrate, transitions between di�erent regimes in
processes taking place on networks, andmany others.” In the
thermodynamics theory of irreversible processes, it is stated
that signi�cant structure reconstructions occur when the
external parameter reaches a certain critical value (the
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bifurcation point) and has the character of a kinetic phase
transition [6]. (e critical point is reached as a result of fine-
tuning of the system external parameters. In a certain sense,
such critical phenomena are not robust. (e following types
of self-organization of nonlinear systems can be identified
that lead to nonrobust critical phenomena: self-organization
during phase transitions, which are characterized by spatial-
temporal scale invariance with a transition to the critical
point, when the external parameter reaches its critical value;
self-organization during geometric phase transitions, when
the critical value of the cell filling probability is reached (for
example, the percolation threshold); and self-organization of
dissipative structures at the bifurcation point, in case when
some external parameter (for example, the temperature
gradient in the classical Benard problem) reaches its critical
value.

At the end of the 1980s, Bak et al. [7, 8] found that there
are complex systems with a large number of degrees of
freedom that go into a critical mode as a result of the
internal evolutionary trends of these systems. A critical
state of such systems does not require fine-tuning of ex-
ternal control parameters and may occur spontaneously.
(us, the theory of self-organized criticality (SOC) was
proposed. (is is the theory claiming to be the universal
theory, explaining the spontaneous occurrence of critical
states in open nonequilibrium systems. A characteristic
feature that qualitatively distinguishes SOC from other
phenomena with a similar nature is the realization of a self-
organized critical state in a wide range of external control
parameters. For SOC, however, no special “parameter
tuning” is required, and, in this sense, such critical phe-
nomena are robust.

From the moment of the SOC model emergence, this
model started to be applied to describe critical phenomena in
systems regardless of their nature (e.g., see the review [9] and
references therein). Not an exception is the application of the
theory to the description of critical phenomena in social
networks (e.g., see the works [10–13]).

(e motivation of our investigation is the following.
(ere is a number of studies (e.g., see the works [11, 13–20]),
in which it is established that the observed flows of
microposts generated by microblogging social networks
(e.g., Twitter) are characterized by avalanche-like behavior.
Time series of microposts depicting such streams are the
time series with a power-law distribution of probabilities,
with 1/f noise and long memory. As it will be shown in
Section 2.2, these characteristics of the time series are key
features of the social network in the SOC state. Despite this,
there are no studies on the construction, analysis, and
verification of physical models that explain the phenomenon
of the emergence and spread of avalanche of microposts on
Twitter.(e construction, analysis, and verification of such a
phenomenological model are the purpose of our research.

(e presented work is structured as follows. Section 2.1 is
devoted to the description of one of the scenarios of Twitter
self-organizing transition in a critical state, determined by
the specifics of the network functioning. Section 2.2 in-
troduces the notion of a spectrum of indicators of self-or-
ganized network criticality, which is an identifier that allows

the SOC state of the network to be distinguished from a
noncritical state, determined from the results of the analysis
of the time series of microposts. Methods of mining and data
analysis for identifying the state of the network, as well as the
results of identifying network states from the observed data,
are presented in Section 3. (ese data are used to verify the
model presented in Section 4, which describes the conditions
for Twitter self-organization transition to the critical state
from its subcritical state. Section 5 presents the general
conclusions from the study, as well as their discussion.
Finally, Section 6 is devoted to a discussion of tasks that
cannot be solved within the proposed model, and a brief
description of the approaches to their solution.

2. Self-Organized Criticality on Twitter

(is section presents a qualitative nonformalized description
of the emergence mechanisms of a self-organized critical
state on Twitter as a result of the coordinated action of
strategically oriented network users. (e range of indicators
of self-organized criticality of a social network is defined as
the identifier of the network functioning in the subcritical
(SubC), the self-organized critical (SOC), and the super-
critical (SupC) states.

2.1. Mechanisms of Self-Organized Criticality on Twitter.
(e well-known physical model of self-organized criticality,
Abelian sandpile model [21], provides one of the scenarios
for the system to achieve a self-organized critical state in the
robust case. A model with a pile of sand is metaphorical, and
the real dynamics of such systems can be very diverse. We
adapt this scenario to explain the emergence of the SOC state
on Twitter, accompanied by the appearance of the avalanche
of microposts on the network of various sizes: from small
avalanches of the order of 10 microposts per second to large
avalanches of about 1000 microposts per second or even
more. (e corresponding time series shows consistently
measured numbers of microposts (avalanche sizes) at some
time intervals.

We hypothesize that Twitter self-organization in a
critical state results from the consistent behavior of a rel-
atively small number of network users (S) when S reaches a
critical state Sc. Further discussion is devoted to the sub-
stantiation of this assumption.

First of all, we introduce the concepts that will be needed
for further discussion. Let N be the total number of Twitter
users who are interested in a particular topic, for example,
“2016 United States Presidential Election.” Such users, who
are united by an interest in a given topic, form a community
on the network and, therefore, only these users can send
microposts relevant to this topic. Let that S (S≪N) users of
this community follow a certain strategy. For example, the
goal of these users is to pump the network, i.e., to distribute
as many microposts, related to a certain topic on the net-
work, as possible. Call these users as strategically oriented
users (SOUs). SOUs have a common goal, to achieve that
they act in concert. Consolidation of users into a sub-
community of SOUs does not necessarily occur as a result of

2 Complexity



a preliminary conspiracy, but also unconsciously. Examples
of concerted action to achieve a common goal can be the
promotion of a candidate in the political elections, as well as
the coordination of actions of participants in protest
movements and/or the involvement of citizens in protest
movements. Recent protest movements have suggested that
online social networks might play a key role in their or-
ganization, as adherents have a fast, many-to-many com-
munication channel to help coordinate their mobilization
[22]. (e behavior of network users during natural disasters
may be the result of their unconscious collusion. (e
remaining N − S users do not follow a single coherent
strategy and, in this sense, are randomly oriented users
(ROUs).

(e rationale for dividing network users into two classes
is the research results presented by Pramanik and co-authors
in their paper [23]. (ey introduce two mention strategies:
random mention and smart mention to model the mention
preferences of the users. (ey proposed a model of the
cascade formation in Twitter, incorporating both retweet
and mention activities. Realizations of the model prove the
elegance of smart mention strategy in boosting tweet pop-
ularity, especially in the low retweeting environment.

We use, in our opinion, the exhaustive classification of
Twitter users presented in [24] to classify network users to
one of the two classes. (e classification consists of real
users, which include personal users, professional users, and
business users, and also digital actors, which include spam
users, feed/news, and viral/marketing services. Of course,
the assignment of one of these classes to SOUs or ROUs is
conditional and is determined by the specifics of the topic,
discussed by network users. However, in most cases, all
digital actors who are using bots, professional users, and
business users can be considered as SOUs. For example, the
main goal of professional users and business users on the
network is to involve as many users as possible, for example,
personal users, in a discussion of a certain topic. Finally,
personal users can be considered as ROUs. Indeed, such
users create their Twitter profiles for entertainment, train-
ing, or to receive news, etc. (is is the most numerous class
of Twitter users.

Consider the features of the network users’ interactions,
which lead to the emergence of the SOC state on Twitter. To
explain the mechanisms of the emergence of such state, it is
appropriate to distinguish three consecutive network states:
the SubC state, the SOC state, and the SupC state.

(e SubC state is the chaotic network state, which is
observed in a certain time interval or in subcritical time
ΔtSubC (from 0 to tc). A demonstration of the chaotic nature
of this state is the chaotic (disordered) distribution of
microposts avalanches on the network. (e most common
scenario for observation of this state corresponds to the
presence of only ROUs (S � 0) on the network, who
generates avalanches of microposts in terms of a certain
topic. Such avalanches are not interconnected, and they are
small in size and quickly fade out in time and space. (is is
due to the fact that ROUs do not behave in a consistent
manner, do not pursue one goal, and do not pump the
network with certain information, and, accordingly, it does

not lead to the formation of avalanches of microposts of all
sizes. In such a network, self-organization in an ordered
state, which is characterized by the existence of avalanches
of microposts of all sizes, is impossible. ROUs are not
characterized by cooperative (synchronous) behavior and,
therefore, a spontaneous transition of the network from a
chaotic to an ordered state, in which avalanches of
microposts of all sizes distribute on the network, is not
possible. We do not exclude that in the community of
ROUs, connected exclusively by discussing a certain topic,
there are local structures with a small number of hierar-
chical levels (user, his subscribers, subscribers of their
subscribers, etc.). (e avalanches follow a single tweet that
is retweeted or similar tweets as they move across the
network. But the avalanche of microposts distributed in
such structure has relatively small size. Even the totality of
such hierarchical structures will allow to generate only
many avalanches of small sizes that are not interconnected.

Suppose that at each moment of time, one SOU (S≠ 0)
goes on Twitter, wherein S< Sc. (ese users act in concert,
trying to form the avalanches of microposts of all sizes
relevant to a certain topic. Gradually, SOUs form hierar-
chical structures on the network. (e cooperative behavior
of these users gives them the opportunity to build hierar-
chical structures that are quite effective to generate ava-
lanches of microposts of larger sizes. If SOUs are real users
and most of them are influential persons of Twitter, then it is
possible to form a hierarchical structure with a large number
of levels (influential person #1, his subscribers, subscribers of
their subscribers, etc.), which can generate avalanches of
microposts of greater sizes. Even larger avalanches can be
generated, if both ROUs, which are subscribers of sub-
scribers on certain levels, and other influential persons
(influential person #2, influential person #3, etc.) with their
subscribers, including SOUs and ROUs, will be integrated in
this structure. In some sense, ROUs are an active envi-
ronment for increasing the size of the avalanches originally
generated by SOUs.

It should be noted that the considered hierarchical
structure is not the only structure through which it is
possible to generate avalanches of microposts of larger
sizes. Other possible mechanisms for generating criticality
will be described in Conclusion. Nevertheless, the above-
mentioned mechanism of the spread of microposts ava-
lanches of all sizes, in our opinion, is the most justified.(is
is determined by the basic specifics of users’ organization
on Twitter: user (hierarchical level #1), his subscriber
(hierarchical level #2), subscriber of his subscriber (hier-
archical level # 3), etc. Moreover, in [25], it was shown that
the evolution of hierarchically subordinate complex net-
works reduces to anomalous diffusion in the ultrametric
space of the hierarchical system.(e stationary distribution
over the levels of such a system is determined by a power
law. Besides, Bakshy and co-authors state in their paper
[26] “Unsurprisingly, we find that the largest cascades tend
to be generated by users who have been influential in the
past and who have a large number of followers.” (is study
also provides a rationale for the existence of a hierarchical
structure (influential person #1, his subscribers, subscribers

Complexity 3



of their subscribers, etc.), as the most effective structure for
the distribution of large avalanches of microposts. In the
paper [27], a conceptual and practical model is proposed
for the classification of topical networks on Twitter, based
on their network-level structures. (e existence of con-
nection between hierarchical sequences of tweet-retweet-
follow and cascades of retweets is discussed in [28].

If S does not reach its critical value Sc, then unrelated
avalanches of microposts, although of larger sizes, are still
forming on Twitter.(e formed hierarchical system of SOUs
and ROUs on the social network is still not able to form an
avalanche of microposts of all sizes. SubC state is resistant to
small external influences: adding one SOU on the network
will not qualitatively change the network behavior.

At tc moment of time, the number of SOUs reaches its
critical value Sc, and the network goes into the SOC state.
(e SOC state is not resistant to small external influences:
just one added SOU can cause an avalanche of microposts of
any size. (e behavior of avalanches of microposts distri-
bution in a self-organized critical network is unpredictable
based on the behavior of its individual users. In this case, the
social network has the emergence property and in this sense
is a complex system. (us, the cause of the emergence of
microposts avalanches of all sizes is the self-organized
criticality of a certain network community, which users are
united by interest in some topics. It should be noted that the
network in the SubC state does not necessarily go to the SOC
state. It is possible to relax the network until it reaches the
SOC state. Relaxation may be caused by the decrease or the
constancy of the SOUs number over time due to the loss of
interest of SOUs in the topic discussed on the network.

Twitter self-organization in a critical state occurs when
the number of microposts (η) relevant to a certain topic
barely becomes nonzero (+0), i.e., corresponds to its sepa-
ration from zero (η � +0). To ensure η � +0, one SOU is
added in Twitter at each time interval Δt, corresponding to
the relaxation time. (e SOC state is robust in relation to
possible changes on the social network. For example, if the
nature of interactions between users changes, the social
network temporarily deviates from the existing critical state,
but after a while, it is restored in a slightly different form.(e
hierarchical network structure will change, but its dynamics
will remain critical. Every time, when trying to divert Twitter
from the SOC state, the social network invariably returns to
this state.

(e regular return to the SOC state for any deviations
from it let us suggest that it is a special kind of stable
equilibrium of the evolving network, which, according to
Bak, is called a punctuated equilibrium [7, 8]. If the social
network is in such an equilibrium, then significant changes
in it can occur both with a strong external impact (for
example, with the strong social network pumping by stra-
tegically oriented users) and as a result of gradual internal
changes.

(e ordered SupC state, observed if S> Sc, is resistant to
small external influences: adding one SOU on the network
will not qualitatively change the network behavior. In this
state, characterized by a supercritical number of SOUs, the
size of the avalanches of microposts continues to grow. If the

network does not pump by SOUs, then it relaxes, returning
back to the SubC state.

2.2. Spectrum of Self-Organized Criticality Exponents. In
Section 2.1, it was noted that the presence of avalanches of
large microposts on the network is a characteristic feature of
being Twitter in the SOC or the SupC state. Consequently,
the results of a quantitative analysis of the avalanche sizes of
microposts can be used as an identifier of the social network
state.

To determine the network state, it is necessary to de-
termine the size of avalanche microposts, which will allow
the social network to be assigned to one of the critical states.

Considering that the theory of self-organized criticality is
one of the foundations of the complexity theory (sometimes
called the paradigm) [29], we will use the more general
concept of complexity: a nonstrict definition of complexity
at the level of external demonstrations of criticality of the
system regardless of its internal structure. In this case, the
complex system is the system, which is capable of generating
extremal events: unexpected (unpredictable) and/or ex-
traordinary events.

In the case of Twitter, we are talking about certain
features of the observed time series of microposts (ηt), for
example, the presence of sharply allocated values of the time
series. Another feature is the existence of sharply increasing
sequence of time series values up to a critical value corre-
sponding to the distribution of the avalanche of microposts
on the network.

(e key features of the complexity of the social networks
at the level of the time series generated by them are the
power law for the probability distribution function (power-
law PDF) of the time series of microposts, the power spectral
density (PSD) of the time series, which is characterized by
1/f noise, and the power law for the autocorrelation
function (power-law ACF), which is characterized by the
presence of the long memory in the time series [30].

In the general case, the power-law PDFs can be con-
sidered as a statistical value of the scale invariance of the time
series of microposts:

p(η)∝ η− α
, (1)

where α ∈ (1, 3). It should be noted that usually power-law
PDFs are characterized by α ∈ (2, 3) [31]. We consider the
most common case belonging to power-law PDF. Power
laws with α≤ 1 cannot be normalized and are usually not
found in natural phenomena. Power-law PDF with a low
value of α does not have a finite average η (η⟶∞ for
α≤ 2), but for α> 2 the average is defined. (e mean square
η2⟶∞ for α≤ 3, but η2 has a well-defined value for
α> 3.

Power-law PDF (1) refers to distributions with heavy
tails, for which, unlike compact distributions, the well-
known 3σ rule (the possibility of neglecting the values of the
number of microposts exceeding 3σ) is not satisfied. If the
distribution (1) is fulfilled, then rare large events do not
occur infrequently enough for their probability to be
neglected. (e possibility of gigantic, extraordinary events
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appearing on Twitter indicates the network’s tendency for
disasters.

Another characteristic of the scale-invariant properties
of the time series is 1/f noise, which is observed in the power
form of PSD at low frequencies f:

S(f)∝f
− β

. (2)

(e β value in PSD (2) determines the color of the
noise. For 1/f noise, β ∈ (0.5, 1.5). (e case of β � 1 is
usually referred to as pink noise. 1/f noise is charac-
teristic of all complex systems, regardless of their nature.
If in the time series ηt there is 1/f noise, then for the social
network there are no periodically repeated values of the
number of microposts. (is is due to the fact that, in the
time series of microposts, it is impossible to distinguish
one characteristic scale responsible for the appearance of
large values of the number of microposts. (e scale-in-
variant type of PSD demonstrates a strong nonlinearity of
social network signals when it is impossible to isolate
individual components in the spectrum and offer its
physical interpretation. (us, the dynamics of Twitter
microposts, in which 1/f noise is observed, cannot be
decomposed into separate components. Twitter, oper-
ating in a self-organized state, generates oscillations of
microposts with PSD of the form (2).

(e third universal feature of complexity associated with
power laws (1) and (2) is the existence of the long memory in
the time series of microposts. In simple systems, the time
correlation function (for example, the autocorrelation
function), which shows the extent of which the time series
“remembers” its history, has the following form [30]:

ρ(τ)∝ exp
− τ
τs

􏼠 􏼡. (3)

Complex systems are characterized by a power-law
decrease in ACF as the time lag τ increases:

ρ(τ)∝ τ− c
, (4)

where c ∈ (0, 1).
(e existence of power-law ACF for the time series of

microposts means that the current number of microposts
largely depends on the past number of microposts generated
by Twitter, as well as the absence of characteristic times at
which information about the previous appearance of
microposts would be lost. In addition, dependence (4) de-
termines a slow power decrease in the probability of a
microposts flow at time t under the condition that the same
flow appeared earlier at time t0(t> t0).

It is fundamentally important that the existence of long
temporal correlations states the fact of the emergence of
Twitter.(is fact determines the possibility of the emergence
of the avalanche of microposts (extremal events) as a result
of the coordinated behavior of strategically oriented network
users. (e mechanism of occurrence of emergent Twitter
properties is described in detail in Section 2.1. If for the time
series of microposts relevant to a certain topic, power laws
(1), (2), and (4) are fulfilled, then the following important
consequences are possible.

Firstly, the relevant Twitter segment, which includes
SOUs and ROUs, distributing microposts relevant to a
particular topic, is in the SOC state. Secondly, power laws
describe large-scale invariance in the structure of time series
of microposts generated by the self-organized critical social
network. (e approach to the study of scale invariance is
considered in Section 3.2.

PDF, PSD, and ACF in the form of power laws make it
possible to use the range of interval indicators α, β, c as the
indicator of the self-organized criticality (complexity) of
the social network (Twitter). If the social network is in the
SOC or the SupC states, then for such states the indicators
of power laws take the values from the intervals
(1, 3), (0.5, 1.5), (0, 1). Otherwise, Twitter is in the SubC
state.

In conclusion of this section, we note that the proposed
approach to identifying the network complexity is not based
on a statistical analysis of its graph structure, but on a
statistical and fractal analysis of time series generated by the
network.

According to the definition of Dorogovtsev and co-
authors [4], “complex networks are networks with more
complex architectures than classical random graphs with
their ‘simple’ Poissonian distributions of connections.”
(ese networks are networks with heavy-tailed distributions,
in particular, with the power-law distributions. One of the
complex networks classes are scale-free networks. (e
definition of the scale-free network at the level of its graph
structure was proposed by Barabási and Albert more than 20
years ago [32]. (e network is scale-free, if the distribution
function of the vertices u by the number of edges k is de-
termined by a power law:

u(k)∝ k
− α

, (5)

where, as well as in (1), α ∈ (2, 3). But usually a network is
considered as scale-free if α> 1. For example, there are scale-
free networks with α> 3 [33].

It should be noted that Barabasi’s preferential at-
tachment is not the only one mechanism for scale-free
networks to arise; there are several other mechanisms (e.g.,
see the works [32, 34, 35]). For further discussions, it is
important that dependency (5) is satisfied regardless of the
mechanism.

(ere are many studies that present an empirical jus-
tification of the feasibility of equation (5) for a large number
of different types of social networks (e.g., see the works
[36–38]). However, recent studies have appeared showing
that not for all social networks, the power law (5) is sta-
tistically justified (e.g., see the works [39, 40]). It turned out
that the identification of power laws of the distribution of
vertices in natural or artificial systems is not so simple (e.g.,
see the works [39, 41, 42]). For example, it is not always
possible to distinguish a power law from a lognormal one for
samples of small size. A parabola corresponding to a log-
normal law in logarithmic coordinates on a sufficiently small
interval of values k looks like a straight line corresponding to
a power law.

What is the advantage of our proposed approach?
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First of all, there is no need to divide scale-free net-
works into several types depending on the value of the
assessment of the indicator α and the level of signifi-
cance with which this assessment was done, as pro-
posed in [42]. Indeed, our approach involves the use of
the three network complexity indicators α, β, c. Using
the spectrum of indicators of complexity α, β, c as a
network complexity identifier is only possible in the
case of analysis of the time series generated by the
network (realizations of some random process), but not
when analyzing the data of the static network structure.
Indeed, PSD and ACF are characteristics of signals,
random processes, and time series.
Secondly, the use of the spectrum α, β, c to identify
network complexity has a rationale within the para-
digm of the complexity, as one of the paradigms of
nonlinear science, and, being its core, the theory of self-
organized criticality. In the context of this theory, the
network complexity is determined only by the values of
the spectrum indicators and does not depend on the
distribution type u(k).
(ird, the use of the spectrum α, β, c allows us to
identify the subcritical, the self-organized critical, and
the supercritical states of the network operation.
Fourth, β and c indicators can be independently es-
timated both as a static estimate of the slope ratio in a
log-log scale and as a result of an estimation of the
scaling indicator of time series of microposts, for
example, using detrended fluctuation analysis (see
Section 3.2).

3. Data Analysis, Results, and Discussion

(is section provides a brief overview of using data mining
techniques which are necessary for the formation of the time
series of microposts and their statistical and fractal analysis,
as well as the evaluation of Twitter complexity indicators and
their interpretation.

3.1. Mining Twitter Time Series Data. (e most suitable data
source for mining of Twitter time series data that contain
tweet ids (unique identifiers of tweets) regarding different
events, such as political elections and natural disasters, is
Harvard Dataverse. It contains the datasets of tweets ids on
12 different topics, and each dataset consists of more than 2
million unique tweet ids in the form of the 18-digit numbers
(for example, 1128408193699340294) combined into one
text file (.txt). Harvard Dataverse collected data using Social
Feed Manager, which is the open source software that
harvests social media data and web resources from Twitter.
(e reason why it is necessary to start to work with tweets
ids, rather than tweets itself, is the fact that per Twitter’s
Developer Policy, tweet ids may be publicly shared for ac-
ademic purposes, but tweets may not.

Nevertheless, in order to get Twitter time series, it is
necessary to hydrate the obtained datasets of tweet ids.
Hydrating is the process of loading JSON objects from
tweets based on available tweet ids. It can be done using the

API-interface of Twitter, as well as using third-party ap-
plications. We did it with a Hydrator version 0.0.3 software.
According to the obtained data, it is possible to build the
interaction structure of users and time series of tweets
(including retweets and other mentions).

We used the following relevant tweet ids time series
events and themes for the formation and subsequent sta-
tistical and fractal analysis of the time series of microposts:

(1) 2016 United States Presidential Election Tweet Ids
[43]. (e dataset contains the tweet ids of ap-
proximately 280 million tweets and retweets related
to the 2016 United States Presidential Election.
Tweets were collected between July 13, 2016, and
November 10, 2016.

(2) Women’s March Tweet Ids [44]. (e dataset con-
sists of the tweet ids of 7,275,228 tweets and retweets
related to the Women’s March on January 21, 2017.
Tweets were collected between December 19, 2016,
and January 23, 2017.

(3) End of Term 2016 US Government Twitter Archive
[45]. (e dataset consists of the tweet ids of
5,655,632 tweets and retweets, and the original
tweets were made from approximately 3000 Twitter
accounts, which are connected with the US gov-
ernment. Tweets were collected between October
21, 2016, and January 21, 2017.

(4) Hurricanes Harvey and Irma Tweet Ids [46]. (e
dataset consists of the tweet ids of 35,596,281 tweets
and retweets related to Hurricanes Irma and
Harvey.

(5) Immigration and Travel Ban Tweet Ids [47]. (e
dataset consists of the tweet ids of 16,875,766 tweets
and retweets related to the immigration and travel
ban that was announced by the Trump Adminis-
tration in January 2017. Tweets were collected be-
tween January 30, 2017, and April 20, 2017.

(6) Charlottesville Tweet Ids [48]. (e dataset consists
of the tweet ids of 7,665,497 tweets and retweets
related to events in Charlottesville, Virginia, in
August 2017.

(7) Winter Olympics 2018 Tweet Ids [49]. (e dataset
consists of the tweet ids of 13,816,206 tweets and
retweets related to the 2018 Winter Olympics held
in Pyeongchang, South Korea. Tweets were col-
lected between January 31, 2018, and February 27,
2018.

(8) US Government Tweet Ids [50].(e dataset consists
of the tweet ids of 9,673,959 tweets and retweets,
and the original tweets were made from approxi-
mately 3400 US government accounts. (ese ac-
counts are linked with the federal US government
agencies. Tweets were collected between January 20,
2017, and July 20, 2018.

(9) News Outlet Tweet Ids [51]. (e dataset consists of
the tweet ids of 39,695,156 tweets and retweets, and
the original tweets were made from the Twitter
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accounts of approximately 4500 news outlets; it
means accounts of mass media that intended to
disseminate news. Tweets were collected between
August 4, 2016, and July 20, 2018.

(10) 2018 US Congressional Election Tweet Ids [52]. (e
dataset consists of the tweet ids of 171,248,476
tweets and retweets related to the 2018 US Con-
gressional Election. Tweets were collected between
January 22, 2018, and January 3, 2019.

(11) 115th US Congress Tweet Ids [53]. (e dataset
consists of the tweet ids of 2,041,399 tweets and
retweets, and the original tweets were made from
the Twitter accounts of members of the 115th US
Congress. Tweets were collected between January
27, 2017, and January 2, 2019.

(12) Ireland 8th Tweet Ids [54]. (e dataset consists of
the tweet ids of 2,279,396 tweets and retweets re-
lated to the referendum to repeal the 8th amend-
ment to the Irish constitution on May 25, 2018.
Tweets were collected between April 13, 2018, and
June 4, 2018.

As a result, we got twelve equidistant (a step is 1 second)
time series of microposts ηi􏼈 􏼉 (i � 1, 2, . . . , N) of different
lengths N, each of which is relevant to some topic (tweet
Ids). Next, there is a description of the time series analysis
methods ηi􏼈 􏼉 (see Section 3.2), as well as the results of such
analysis for each time series, obtained over its entire length
N (see Section 3.3).

3.2. Statistical and Fractal Methods for Twitter Time Series
Analysis. In the context of our study, the main purpose of
analysis of the time series of microposts is to statistically
confirm the statement that the range of empirical indicators
of complexity α, β, c takes values (1, 3), (0.5, 1.5), (0, 1).
Formally, we tested the statistical hypothesis of the signif-
icance of a simple linear regression:

lnyi � δ0 + δ1 lnxi + εi, (6)

where yi ≡ pi, xi ≡ ηi, δ1 ≡ α for PDF, yi ≡ Si, xi ≡ fi,

δ1 ≡ β for PSD, and yi ≡ ρi, xi ≡ τi, δ1 ≡ c for ACF.(is is a
test of the null hypothesis H0: δ1 � 0, with an alternative
hypothesis H1: δ1 ≠ 0. As a measure of agreement with the
null hypothesis, p value was used as an indicator of the
minimum level of significance, in which H0 being rejected.
We used the ordinary least squares (OLS) method for es-
timating the parameters δ0 and δ1.

(e possibility of transition to simple linear regressions
for statistical analysis of the time series is due to the scale
invariance of the dependences (1), (2), and (4). On the one
hand, such a transition will make it easier to obtain statistical
estimates of the indicators α, β, and c; on the other hand, it
will allow to establish a filter for separating power laws from
other non-scale-invariant laws, for example, from normal,
exponential, lognormal, and extended exponential laws for
PDF.

(e ACF for the observed time series ηi􏼈 􏼉 represents the
correlation of the values ηi and ηi+τ for different time lags τ

(τ � 0, 1, 2, . . . , N), i.e., correlations over different time
scales τ. It is calculated based on formula ρ(τ) � 〈ΔηiΔηi+τ/
Δη2i 〉, where Δηi � ηi − ηi− 1 is an increment and 〈ΔηiΔηi+τ〉

and 〈Δη2i 〉 state the mean value for the data ΔηiΔηi+τ􏼈 􏼉 and
Δη2i􏼈 􏼉, respectively. We applied standard spectral analysis
techniques (Fourier transform) to calculate the PSD S(f) of
the time series ηi􏼈 􏼉 as a function of the frequency f.

(e traditional approach to the time series analysis relies
on the measurement of PSD and ACF. However, only the
implementation of Gaussian processes is exhaustively de-
scribed by their second moments. Outside of such imple-
mentations, a complete statistical description requires an
estimate of higher order moments. In addition, higher order
moments do not always have such a clear physical meaning
as ACF and PSD.(erefore, evaluations of a small number of
values that can be given a certain meaning become im-
portant. (ese values include the fractal dimensions of the
time series.

(e fractal dimension is closely related to the scaling
index s, which can be the Hurst exponent, estimated by
the method of normalized range or fluctuation analysis
(FA) [55], or the generalized Hurst exponent, estimated
by the method of detrended fluctuation analysis (DFA)
[56].

(e DFA method is an efficient method for analysis of
the time series characterized by the presence of the long
memory or 1/f noise.(eDFAmethod is a generalization of
the FA method for analysis of the scale invariance of
nonstationary time series.

(e DFA method allows both to estimate the scaling
indicator of the time series s and to obtain indirect estimates
of βs and cs indicators, calculated from the generalized
scaling indicator s of the time series. In the first case, it is
about the definition of s of scale-invariant (in the narrow
sense) time series ηt, t ∈ Ν, i.e., time series for which the
equality of probability distributions (ηat and asxt) takes
place [57]; in the second case, it is about the existence of
dependencies for the time series with power-law ACF and
1/f noise of the form [58]:

cs � 2 − 2s,

βs � 2s − 1.
(7)

(e FA method does not always give correct estimates
of the indicator s for the most time series [30]. Compared
with the FA method, the DFA method gives more correct
estimates in most cases [30], so we used this method to
estimate s.

(e DFA method is one of the algorithms based on the
ideology of the transition from the original time series
ηt, t ∈ Ν to the generalized model of one-dimensional
random walks. In this algorithm, the data are first reduced to
a null average with the subsequent construction of a random
walk xk � 􏽐

k
i�1|ηi − η|. Next, the series xk, k ∈ Ν is divided

into nonintersecting segments of length a, within each of
which the equation of a straight line is defined, approxi-
mating the sequence xk. Found xk(a) approximation is
treated as a local trend. Next, the mean square error of the
linear approximation is calculated:
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F(a) �
1
N

􏼒 􏼓 􏽘

N

k�1
xk − xk(a)( 􏼁

2⎡⎣ ⎤⎦

0.5

, (8)

and the corresponding calculations are made in a wide range
of values a. It is believed that the dependence F(a) often has
the power form F(a)∝ as, and the presence of a linear
segment in a log-log scale allows us to state that scaling
exists.

Numerical values characterize different types of corre-
lated dynamics of microposts, if s≠ 0.5 and uncorrelated
behavior at s � 0.5. For example, the interval 0< s< 0.5
corresponds to anticorrelations (the alternation of large and
small values in the time series of microposts); 0.5< s< 1
determines the correlated dynamics (large compared to the
average values more often follow large values, and small
values follow small ones). (e special case s � 1 is observed
for 1/f noise.

3.3. Data Analysis Results. Table 1 presents the OLS esti-
mates of the spectrum complexity as a slope δ1 of linearized
dependencies (6) and DFA estimates of scaling indicators s,
βs, and cs, obtained using the dependencies (7). (e cor-
responding p values are shown in brackets.

(e symbol “–” denotes the absence of statistically
significant DFA estimates for βs and cs indicators (see
equation (7)). (is is due to the fact that there are no sta-
tistically significant linear dependencies of lnF(a)∝ s ln a

for the corresponding time series of microposts. Statistically
significant values of the exponents are denoted in bold.

3.4. Results and7eir Discussion. (e most significant result
in the context of our study is the existence of two classes of
time series of microposts and tweet Ids corresponding to
them.

(e first class consists of time series for which
α ∈ [1.23, 2.23], β ∈ [1.05, 1.29], and c ∈ [0.12, 0.43]. Indi-
cators of the power laws of such time series belong to the
spectrum of indicators of complexity (1, 3), (0.5, 1.5), (0, 1)

and, consequently, Twitter, which generates such time series
of microposts, is in the SOC state or the SupC state. (e
social network is capable of generating extreme events,
which are avalanches of microposts of all sizes (regarding
“sizes,” see Section 2.1) corresponding to the following tweet
ids: “2016 United States Presidential Election,” “Women’s
March,” “Hurricanes Harvey,” “Hurricanes Irma,” “Immi-
gration and Travel Ban,” “Charlottesville,” “2018 US Con-
gressional Election,” and “Ireland 8th.” In addition, the
current number of microposts largely depends on the past
number of microposts generated by Twitter. Indeed, for all
the time series of this class indicator ACF, c ∈ (0, 1). It is
noteworthy that all tweet ids relate either to protest
movements or to political elections or to the population
activities during natural disasters. PDF of such time series
have infinite η2 and infinite η for events related to political
elections and finite η in all other cases. DFA estimates of βs

and cs give close values to the corresponding indicators β
and c, and the presence of statistically significant values of

the scaling exponent s determines the scale invariance of
time series, which is one of the key features of the self-
organized criticality of the social network. In addition, for all
time series of the first class s � 1 and βs � 1, which corre-
sponds to the presence of pink noise and, accordingly, being
Twitter in the SOC or the SupC states. (e existence of a
dependency (4) for the time series of microposts means that
the current numbers of microposts largely depend on the
past number of microposts generated by Twitter, as well as
the absence of characteristic times at which information
about previous occurrences of microposts would be lost.

(e second class consists of time series for which
α ∈ [3.24, 3.99], β ∈ [0.19, 0.26], and c ∈ [5.24, 6.01];
moreover, estimates of all indicators are not statistically
significant: statistical hypothesis is accepted with previously
considered p values shown in Table 1. Consequently, for
these time series of microposts, at least the power laws (1)
and (4) are not satisfied. (is result is consistent with the
results of the detrended fluctuation analysis, according to
which there is no statistically significant estimate of the
scaling exponent s; therefore, these time series of microposts
are not scale-invariant. (us, Twitter, which generates these
time series, is neither in the SOC state nor in the SupC state.
Twitter users, that is, in such a state, are not coordinated.
(is leads to the generation of the time series, for which the
spectrum is not performed. It may be the SubC state, but
such a conclusion requires the determination of the explicit
form of PDF and ACF dependencies, which is beyond the
scope of our study. (e only argument in favor of the as-
sumption of Twitter being in the SubC state is the fact that
indicator β ∈ [0.19, 0.26] is close to the value corresponding
to white noise (β � 0).

4. Three-Parameter Twitter
Self-Organization Model

(e results of the analysis of the time series of microposts
presented in Section 3 are important not only for solving
management problems and identifying the state of Twitter,
but also as the basis for the development and verification of
macroscopic models describing evolutionary processes on
the social network. In the context of our study, the analysis of
such time series is necessary for the verification of the model,
describing the SOC state of Twitter. (e construction and
verification of such model is the purpose of the research
presented in Section 4.

A sufficient verification of Twitter’s self-organized
criticality model is that the indicators of the power laws (1),
(2), and (4) of the theoretical and observable time series of
microposts belong to the spectrum of complexity indicators
(1, 3), (0.5, 1.5), (0, 1).

4.1. Generalized 7ree-Parameter Model. It is known (e.g.,
see the works [59–61]) that the concept of self-organization
is a generalization of the physical concept of critical phe-
nomena, such as phase transitions. (erefore, the phe-
nomenological theory that we propose is a generalization of
the theory of thermodynamic transformations for open
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systems. Twitter self-organization is possible due to its
openness, since there are incoming and outgoing network
flows of its users constantly; its macroscopic nature, because
it includes a large number of users; and its dissipation,
because there are losses in the flows of microposts and
associated information.

Based on the synergetic principle of subordination, it
can be argued that Twitter’s self-organization in a critical
state is completely determined by the suppression of the
behavior of an infinite number of microscopic degrees of
freedom by a small number of macroscopic degrees of
freedom. As a result, the collective behavior of users of the
social network is defined by several parameters or degrees
of freedom: an order parameter ηt, its role is the number of
microposts relevant to a certain topic that are sent by SOUs
and, unwittingly following their strategies, by ROUs; a
conjugate field ht is information associated with microposts
distributed on the network; and a control parameter St

which is the number of SOUs of the networks. On the other
hand, in Twitter’s self-organization as the nonequilibrium
system, the dissipation of flows of microposts on the
network should play a crucial role, which ensures the
transition of the network to the stationary state. In the
process of self-organization in a critical state of the net-
work, all three degrees of freedom have an equal character,
and the description of the process requires a self-consistent
view of their evolution. (e restriction to three degrees of
freedom is also determined by the Ruelle–Takens theorem
[62], according to which a nontrivial picture of self-or-
ganization is observed if the number of selected degrees of
freedom is, at least, three.

Kinetic equations and a detailed physical substantiation
of the relations between its parameters are given in our paper
[63]. (e construction of the three-parameter self-organi-
zation scheme was based on the analogy between the
mechanisms of functioning of a single-mode laser and the
microblogging social network. (e study of possible mod-
ifications of equations leading to models that are capable of
describing critical phenomena on Twitter, in particular the
SOC or the SupC states, is outside of the scope of this paper.
(ese equations in dimensionless quantities have the fol-
lowing form:

_ηt � − ηεt + ht +
��
Iη

􏽱
ξt,

τh

τη
_ht � − ht + ηεtSt +

��
Ih

􏽰
ξt,

τS

τη
_St � S0 − St( 􏼁 − ηεtht +

��
IS

􏽰
ξt,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

where Ii is the intensity of fluctuations (or noises) of each of
the degrees of freedom i � η, h, S; τi is relaxation times of
corresponding quantities; ξt is the white noise due to ran-
dom factors; and S0 is the number of SOUs of the network at
the initial time moment (t � 0) of the network evolution.
(e parameter S0 determines the degree of external dis-
turbance or pumping of the social network by strategically
oriented users, which removes Twitter from the equilibrium
state.

Assuming ε � 1, and also neglecting random factors ξt,
equation (9) represents a well-known system of Lorenz
equations, in which dynamic variables describe the self-
consistent behavior of the order parameter, the conjugate
field, and the control parameter. In such a system, the
functions ηt/τη, ht/τh, and (St − S0)/τS describe autonomous
relaxation of the number of microposts, of conjugate in-
formation, and the number of strategically oriented network
users to stationary values ηt � 0, ht � 0, St � S0. (e Lorenz
system takes into account Le Chatelier’s principle: since the
reason for self-organization is the growth of the control
parameter St, the values of ηt and ht should be changed in
such a way as to prevent the growth St. Finally, the positive
feedback between the order parameter ηt and the control
parameter St, which leads to an increase in the conjugate
field ht, is fundamentally important. (is is what causes the
self-organization [60]. Despite the fact that the Lorenz
system is a rather rough approximation in solving some
problems, the system is an adequate model that qualitatively
describes the processes of self-organization in systems of
various nature, including the kinetics of first- and second-
order phase transitions [59].

(e feedback intensity indicator ε in equation (9), which
also distinguishes it from the Lorenz system, is an indicator
of the disturbance of Twitter’s ordering on its self-consistent

Table 1: Estimates of the values of the complexity spectrum indices for time series of microposts.

Tweet Ids α β c βs cs s

2016 United States Presidential Election 1.23 (0.0121) 1.29 (0.0182) 0.12 (0.0201) 0.92 (0.0036) 0.08 (0.0036) 1.04 (0.0036)
Women’s March 2.11 (0.0234) 1.23 (0.0198) 0.42 (0.0211) 0.90 (0.0101) 0.10 (0.0101) 1.05 (0.0101)
End of Term 2016 US government 3.24 (0.6743) 0.24 (0.7235) 5.24 (0.6990) — — 0.45 (0.7699)
Hurricanes Harvey 2.12 (0.0312) 1.13 (0.0289) 0.34 (0.0320) 0.89 (0.0015) 0.11 (0.0015) 1.06 (0.0015)
Hurricanes Irma 2.23 (0.0234) 0.98 (0.0194) 0.18 (0.0209) 0.96 (0.0098) 0.04 (0.0098) 1.02 (0.0098)
Immigration and Travel Ban 2.18 (0.0401) 1.09 (0.0320) 0.21 (0.0128) 0.97 (0.0094) 0.03 (0.0094) 1.02 (0.0094)
Charlottesville 2.18 (0.0313) 1.21 (0.0287) 0.43 (0.0121) 0.90 (0.0101) 0.10 (0.0101) 1.05 (0.0101)
Winter Olympics 2018 3.59 (0.7239) 0.22 (0.6348) 5.64 (0.5341) — — 0.52 (0.8172)
US Government 3.28 (0.6361) 0.19 (0.7298) 6.01 (0.6399) — — 0.48 (0.7456)
News Outlet 3.36 (0.4275) 0.23 (0.3895) 5.50 (0.4458) — — 0.54 (0.6451)
2018 US Congressional Election 1.47 (0.0281) 1.05 (0.0398) 0.22 (0.0435) 0.95 (0.0099) 0.05 (0.0099) 1.03 (0.0099)
115th US Congress 3.99 (0.3189) 0.26 (0.4197) 5.24 (0.5618) — — 0.46 (0.9999)
Ireland 8th 2.18 (0.0311) 1.18 (0.0270) 0.35 (0.0311) 0.97 (0.0129) 0.03 (0.0129) 1.02 (0.0129)
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behavior. From a physical point of view, replacing the order
parameter normalized to one (ηt ∈ (0, 1]) with a larger value
ηεt (ε< 1) means that the ordering process affects Twitter’s
self-consistent behavior more than in the ideal case, when
ε � 1. In the case when ηt ∈ (0,∞), the parameter ε can be
determined by introducing the unit step function θ(ηt)

using the following replacement:

ε ≡ ε + θ ηt − 1( 􏼁, (10)

where θ(ηt − 1) �
0, ηt < 1,

1, ηt ≥ 1.
􏼨

Another replacement is the replacement in equation (9)
of the order parameter ηt of the following form:

ηεt ≡ Sign ηt( 􏼁 ηt

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
ε
. (11)

(emeaning of the transition ηt⟶ Sign(ηt)|ηt|
ε in the

Lorenz system is that the transition of the order parameter to
its absolute value avoids the minimum values of the power
function ηεt with a fractional exponent ε.

Further, if it is not specified separately, the parameters ε
and ηt are defined as (10) and (11).

4.2. Self-Organized Criticality of Twitter in Adiabatic
Approximation. Equation (9), as well as the system of
Lorenz equations, does not have an exact analytical solution.
When certain conditions are met, system (9) in an adiabatic
approximation can be quite acceptable approximation. (e
adiabatic self-organization mode corresponds to a phase
transition process for which the stationary value of the
control parameter does not reduce to the pump parameter
(e.g., see the works [59–61]).

In the adiabatic approximation, the characteristic
relaxation time of the number of microposts τη far ex-
ceeds the corresponding relaxation times of the infor-
mation associated with microposts and the number of
strategically oriented users: τh and τS. (is means that the
information ht � h(ηt) and the number of strategically
oriented users St � S(ηt) follow the changes in the
number of microposts ηt on Twitter. When the conditions
τη≫ τh, τS are fulfilled, the principle of subordination
makes it possible to neglect the fluctuations of the
quantities h(ηt) and S(ηt) in equation (9), i.e., assume
(τh/τη) _ht � (τS/τη) _St � 0.

(e use of the adiabatic approach to Twitter as an open
nonequilibrium system means that, when the value of the
social network pumping by strategically oriented users tends
to zero (S0⟶ 0), there is a slow decrease in the flow of
microposts ηt and a rapid decrease in the associated in-
formation ht as well as in the number of strategically ori-
ented users St, who sending microposts.

Using the adiabatic approximation allows to reduce the
dimension of the phase space, i.e., transit from the analysis of
a three-dimensional dynamic system with additive noise (9)
to the analysis of a one-parameter stochastic system with
multiplicative noise:

τη _ηt � fη +
��
Iη

􏽱
ξt. (12)

In the Langevin equation (12), the drift and diffusion
parts are determined by the following values:

fη ≡ − ηεt + S0η
ε
tμη,

Iη ≡ Iη + Ih + ISη
2ε
t􏼐 􏼑μ2η,

(13)

where μη ≡ 1 + η2εt .

4.3. Results and 7eir Discussion

4.3.1. Self-Organized Critical State of Twitter. Suppose that
the social network Twitter is self-organized into a critical
state as a result of the agreed actions of SOUs and ROUs.
Such a saturated network state by strategically oriented users
and information is characterized by the following features:
firstly, by the significant intensity of stochastic interactions
between strategically oriented users (IS≫ Iη, Ih), and sec-
ondly, by the significant impact of the streamlining process
on Twitter’s self-consistent behavior. In this case, equality
(10) holds for the feedback intensity indicator ε. In this state,
even a negligible external disturbance (S0 � 0) is enough to
spread avalanches of microposts on the social network.

(erefore, equation (12), describing the being of the
social network in the SOC state, will be in the following
form:

τη _ηt � − ηεt +
��
IS

􏽰
ηεtμηξt. (14)

Suppose that the homogeneous process (14) occurs on
the interval (ηmin, 1) and ε< 1, where ηmin is the minimum
number of microposts for which power-law PDF is per-
formed. (en, a nonnormalized solution of the corre-
sponding stationary Fokker–Planck equation with reflecting
boundaries is given by

ps(η)∝ I
− 1
S η− 2εμ− 2

η exp − I
− 1
S 􏽚

n

ηmin

η′− εμ− 2
η′ dη′􏼢 􏼣. (15)

(e integral in PDF (15) has the following form, rather
bulky for analysis:

η1− ε

2(ε − 1)μη′
(3ε − 1)μη′ 2F1 + η′2ε − ε 3η′2ε + 2􏼒 􏼓􏼔 􏼕

⎧⎨

⎩

⎫⎬

⎭

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

η

ηmin

,

(16)

where 2F1(1, (ε − 1/2ε); (3ε − 1/2ε); − η′− 2ε
) is the hyper-

geometric function.
(e graph of the unnormalized PDF (15) in a log-log

scale for η ∈ (ηmin, 1), ηmin � 0.001 and the values of
ε ∈ (0, 1) are presented in Figure 1.

Distribution (15) is a power-law PDF of the form (1) with
indicator α, corresponding to indicators of feedback in-
tensity ε. Increasing the feedback intensity leads to an in-
crease in the stationary probability ps(η) for all
η ∈ (0.001, 1).
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In order to obtain analytical values for PSD and ACF
of a random process (14), it is necessary to obtain an
analytical solution p(ηt, t) of the corresponding nonsta-
tionary Fokker–Planck equation. If it is possible to obtain
an exact analytic values for p(ηt, t) and, accordingly, an
analytical definition of S(f) and ρ(τ), then it will be
difficult to interpret. (erefore, we obtained these de-
pendences as a result of the numerical integration of
equation (14). According to the obtained realizations of
this random process, the dependences S(f) and ρ(τ) were
determined.

In Figures 2 and 3, the PSD and ACF are presented in a
log-log scale for one of the process implementations (14).
To obtain implementations of the stochastic processes
and to process the results, standard Wolfram Mathe-
matica version 11.2 algorithms were used. First, data were
generated using the “ItoProcess” function. Further, based
on the data obtained using the “PowerSpectralDensity”
functions, PSDs similar to those shown in Figure 2 were
built. Using the “CorrelationFunction,” ACFs were found
similar to those shown in Figure 3. Also in the figures are
shown the following: linear approximations and the es-
timates of the scaling indicators β and c which are ob-
tained by averaging over 10,000 realizations of the OLS
estimates β and c of the random process. (e straight line
shown in Figure 2 is a linear approximation of the PSD
with the OLS estimate of the index β � 1.1(0.009) that
corresponds to a random process with pink noise; straight
line in Figure 3 is a linear approximation of ACF with the
estimate of the index c � 0.8(0.010) that corresponds to a
random process with the long memory. (e corre-
sponding p values are shown in brackets.

Consequently, equation (14) is a good approximation for
describing the self-organized critical state of Twitter. Indeed,
all theoretical indicators of complexity (criticality) ε, β, and c

belong to the spectrum of indicators of complexity
(1, 3), (0.5, 1.5), (0, 1).

4.3.2. Subcritical and Supercritical States of Twitter. (e
SubC state of Twitter is a chaotic state characterized by the

presence of a negligible number of avalanches of micro-
posts and, therefore, ps(η) is not the power-law PDF. Also
SubC state is characterized by resistance to small distur-
bances. In this state, minor chaotic directed flows of
microposts are created by all users of the social network,
regardless of the size of its pumping by strategically ori-
ented users. (e social network functions in the SubC state
until St reaches a certain critical value Sc. In this state, the
streamlining process has almost no effect on the self-
consistent behavior of the network, i.e., the feedback in-
tensity indicator ε � 1, and the fluctuation intensity of each
of the degrees of freedom is comparable (let us take
Iη � Ih � IS � I).

(erefore, the SubC state of Twitter is described by the
following Langevin equation:

τη _ηt � − ηt + S0ηtμη +

��������

I 1 + μ3η􏼐 􏼑

􏽱

ξt, (17)

where μη ≡ 1 + η2t .
Assuming that the process (17) is on the interval (0, 1),

the solution of the corresponding stationary Fokker–Planck
equation is a PDF of the following form:
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Figure 2: Log-log plot of the PSD for τη � 1, ε � 0.75, and
IS � 1000.
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Figure 3: Log-log plot of the ACF for τη � 1, ε � 0.75, and
IS � 1000.
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Figure 1: Log-log plot of the distribution (15) for IS � 1000, and
three different ε � 0.55, 0.65, 0.75.
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ps(η)∝ I
− 1 1 + μ3η􏼐 􏼑

− 1
exp I

− 1
􏽚
η

0

S0η′μ2η′ − η′

1 + μ3η′
dη′⎡⎢⎢⎣ ⎤⎥⎥⎦. (18)

(e integral in the distribution (18) has the following
form:

1
12I

2
�
3

√
S0 − 1( 􏼁tan− 1 2η′2 + 1

�
3

√⎛⎝ ⎞⎠ − S0 + 1( 􏼁ln
2 + η2( 􏼁′

2

η′4 + η′2 + 1
⎡⎢⎢⎣ ⎤⎥⎥⎦

⎧⎨

⎩

⎫⎬

⎭

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

η

0

.

(19)

Distribution graph (18) is presented in Figure 4 in a log-
log scale.

It is obvious that PDF presented in Figure 4 is not a
power-law PDF and, therefore, such a distribution describes
the appearance of avalanches of microposts only of relatively
small size. In addition, an increase in the network pumping
S0 leads to an increase, although not significant, in the
frequency of appearance of relatively large numbers of
microposts.

(us, it is reasonable to assume that a further increase in
the number of strategically oriented social network users to a
certain critical value Sc, accompanied by a significant in-
crease in the intensity of stochastic interactions between
them (IS≫ Iη, Ih), will lead the network to self-organization
in a critical state.

Twitter in the SubC state is able to generate time series of
microposts with relatively small values. Perhaps, these time
series correspond to the following tweet identifiers: “End of
Term 2016 US Government,” “Winter Olympics 2018,” “US
Government,” and “News Outlet.”

If S> Sc, then chaos changes in order, and instead of
insignificant chaotic directed flows of microposts, a dedi-
cated directional flow (avalanche) of microposts appears on
the network.(is flow becomes significant at the macrolevel.
Like the SubC state, the SupC state is resistant to small
disturbances (for example, adding only one SOU). In the
SupC state, small disturbances cannot tangibly affect the size
of the avalanche of microposts.

(e distribution of the number of microposts which is
characterized by the SupC state of Twitter is presented in
Figure 5 in a log-log scale. PDFs are presented (see distri-
bution (15)) for ε � 0.75 and various values of the network
pumping parameter.

(e distributions shown in this figure correspond to the
power-law PDF. Moreover, the weighting of the distribution
tails is due to the increased pumping of the network by the
strategically oriented users. If Twitter is in the SupC state,
then the number of SOUs and, accordingly, the microposts
avalanche sizes continue to grow.

5. Discussion

(e obtained results are of interest both for identifying
the SubC state or the SupC state of Twitter that are
stable to small disturbances based on the analysis of the
observed time series of microposts and for determining
the causes of the social network self-organization in a
critical state.

(e presence of a spectrum of criticality indicators
(1, 3), (0.5, 1.5), (0, 1) for the observed time series of
microposts is a sufficient feature that Twitter is in the SupC
state. Such a state appears from time tc on the network
evolution process and continues to exist during the time
interval ΔtSupC. Starting from time tc, the network’s behavior
becomes unpredictable: avalanches of microposts of any size
can appear over time t≥ tc.

It is important that the identification of the SupC state of
the network does not require a detailed analysis of the in-
teractions between its users at the microlevel. Only an
analysis of the time series of microposts for being in the
spectrum is sufficient, which does not require significant
resource costs. Moreover, estimates of β and c can be ob-
tained independently, for example, using the DFA method.

Prior to the transition of the network in the SOC state at
time tc and then in the SupC state, it is in the SubC state
during the time interval ΔtSubC. If the network is in this state,
then PDF and ACF for the observed time series of micro-
posts are not scale-invariant (see dependencies (1) and (4),
respectively). (is state can be characterized by exponential
laws for PDF and ACF, and the exponent β of PSD has a
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Figure 4: Log-log plot of the distribution (18) for I � 1 and three
different S0 � 1.2, 1.4, 1.6.
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Figure 5: Log-log plot of the distribution (15) for Is � 1000,
ε � 0.75, and three different S0 � 0.5, 1.5, 2.5.
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value close to 0. It is important to note, it is possible that a
network in this state can arise a critical state over time.
Before transition in the SOC state, there will be a slow
increase in the size of avalanches of microposts over time
until a large splash appears in the time series at t � +tc. But
the appearance of the SOC state on the network is not
necessary at all: the network can continue to be in the SubC
state until it is completely relaxed due to the loss of user
interest in the discussed topic.

An approach to monitor the social network state based
on the spectrum analysis, for example, can be effective for
identifying the origin of protest movements for which
Twitter is one of the tools. In addition, the approach can
be used to study the activity of users on the network
related to political elections. For example, if the social
network is in the SubC state and for the corresponding
time series of microposts it is possible to find the interval
Δt ∈ ΔtSubC, in which a slow increase in the size of ava-
lanches is observed, then the existence of such Δt is a
possible precursor of the appearance of the SOC state and
further transition to the SupC state. Another situation is
possible. If it is possible to find a relatively small interval
(tc, t) ∈ ΔtSubC, then the existence of such an interval is a
possible precursor of the unpredictability of the behavior
on the social network. Starting from time t, avalanches of
microposts of all sizes will appear. Note that all this is
nothing more than a discussion of possible applications.
To conduct such studies, it is necessary to develop and test
algorithms for detecting such integrals, but this is beyond
the scope of our study.

(e proposed phenomenological social network self-
organization equation (9) in the adiabatic approximation
(14) describes not only the functioning of Twitter in the
SubC, the SOC, and the SupC states, but also the conditions
for the transition from one critical state to another.(e latter
is clearly demonstrated in Table 2.

SubC state of Twitter is a typical social network state.
Indeed, the network consists of a large number of users N;
each of which follows its own strategy, not related to the
strategies of other network users. (e intensity of fluctua-
tions of each of the degrees of freedom is commensurate
(Iη � Ih � IS), and the indicator of the intensity of feedback
(ε) is equal to 1.(e network that is pumping by strategically
oriented users (S0 > 0) does not change the network func-
tioning mode qualitatively.

A necessary condition for the network self-organization
in a critical state is the appearance of a certain number of
users S within it, who follow a certain strategy, i.e., acting in
concert, involving random users as their subscribers. (is is
an instantaneous unstable state of the network that does not
require pumping (S0 � 0). In this state, the intensity of
stochastic interactions between SOUs increases significantly
(IS≫ Iη, Ih), and the streamlining process affects Twitter’s
self-consistent behavior more strongly (ε ∈ (0, 1)) than if
Twitter was in the SubC state.

As a result of pumping of the network by strategically
oriented users (S0 > 0), the network moves to the SupC state.
In this state, the intensity of stochastic interactions between
SOUs is IS≫ Iη, Ih and ε ∈ (0, 1).

It is fundamentally important that self-organization in a
critical state occurs as a result of the agreed action of a
relatively small number of users following a single strategy.
Random users can not form avalanches of microposts of all
sizes on the network.

6. Conclusion

In conclusion, we formulate important questions, the an-
swers to which cannot be gotten in the analysis of the
phenomenological model (12) of Twitter self-organization in
the adiabatic approximation, and we also indicate the
possible ways to find the solution.

When discussing Twitter’s self-organization mecha-
nisms in a critical state (see Section 2.1), it was noted that one
of the possible mechanisms of emergence of the SOC state is
the formation of a hierarchical structure in the network,
through which avalanches of microposts of all sizes appear in
the network. (e following is a brief overview of research on
this.

Moriano and co-authors state in their paper [64] that
“Global events trigger viral information cascades that easily
cross community boundaries and can thus be detected by
monitoring intra- and inter-community communications.”
(ey showed, when a global event (Boston Marathon
bombing) occurs, it spreads virally, crossing community
boundaries and producing more intercommunity. Despite
the fact that we are talking about information cascades, there
is no evidence in the article of the self-organized critical
nature of this phenomenon. (e need of existence of hi-
erarchical structure (user, his subscribers, subscribers of
their subscribers, etc.) for the emergence of self-organized
critical states is presented in [65, 66]. Morse and co-authors
[67] consider the persistent cascades, i.e., recurring patterns
of communication among individuals, and relate them to
hierarchical spreading of content, analogously to what we
discuss in our study. Liu and co-authors [68] devise an
embedding model which exploits multiple relations of
hashtag-hashtag, hashtag-tweet, tweet-word, and word-
word relations based on the hierarchical heterogeneous
network.

Stella and co-authors [69] detect power-law relationships
between cascade rate and size on Twitter during a voting
event and they show how social bots used by human users
were capable of creating avalanches of microposts. (ey
showed, “online social interactions during a massive voting
event can be used to build an accurate map of real-world
political parties and electoral ranks for Italian elections in
2018.” (ey provided, “evidence that information flow and
collective attention are often driven by a special class of
highly influential users, who exploit thousands of automated
agents, also known as bots, for enhancing their online

Table 2: Critical states of Twitter.

State Ii ε S0

SubC Iη � Ih � IS 1 >0
SOC IS≫ Iη, Ih (0, 1) 0
SupC IS≫ Iη, Ih (0, 1) >0
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influence.” In addition, they showed, “influential users
generate deep information cascades in the same extent as
news media and other broadcasters, while they uniformly
infiltrate across the full range of identified groups.” Obvi-
ously, highly influential users, who exploit thousands of
automated agents are exactly SOUs. Rizoiu and co-authors
state in their paper [70] that “Socialbots is more active on
Twitter—starting more retweet cascades and retweeting
more—but they are 2.5 times more influential than humans,
andmore politically engaged.”(ere are studies in which the
role of social bots in the emergence of information cascades
is considered (e.g., see the works [71, 72]).

González-Bailón and co-authors [73] studied “recruit-
ment patterns in the Twitter network and find evidence of
social influence and complex contagion.” (ey identified the
network position of early participants (i.e., the leaders of the
recruitment process) and of the users who acted as seeds of
message cascades (i.e., the spreaders of information). (ey
found that early participants cannot be characterized by a
typical topological position, but spreaders tend to be more
central in the network.

Finally, let us consider who can act as SOUs or ROUs. It
should be noted that for the identification of SOUs and/or
ROUs, time series analysis of microposts is not sufficient. A
more meaningful such as sentimental data analysis is beyond
the scope of our study.

In the first class, as we discussed previously, there are
SOUs. In the cases of political elections, SOUs could be
network political bots or “botnets,” who act in concert and
use Twitter as a platform for the formation of the avalanche
of microposts. For example, Kollanyi and co-authors [74],
who analyzed Twitter dataset on US Presidential Election
2016, found that “political bot activity reached an all-time
high for the 2016 campaign.” In the cases of protest
movements, SOUs, such as leaders or organizers of protests,
can be coordinated users who use Twitter as a platform to
encourage others to protest. Wang and Caskey indicated in
[75] that “Twitter is a tool primarily used for sharing ob-
jective, logistical information, along with opinions, to create
a unified community and mobilize individuals to participate
in a physical space of protests.” And finally, in the cases of
natural disasters, we assume SOUs can be the most active,
but noncoordinated Twitter users. For example, these users
can use Twitter to spread the information about the current
state of the environment in their neighborhood, the
remaining water in the nearest groceries, etc.

However, it is more interesting to consider the possible
users’ nature in the second class. As our analysis showed,
there are only ROUs in these datasets:

(1) End of Term 2016 US Government Twitter Archive.
(e original tweets were made by 3000 users who are
connected with federal US government agencies. We
assume that these users acted not in agreement with
each other and posted general content. (ere was no
consistent behavior in their action, such as collusion.
(erefore, they were ROUs.

(2) Winter Olympics 2018. Obviously, a lot of different
users used Twitter as the platform to advertise the

content; however, all the users pursued their own
interests. For example, each sportsman used Twitter
as the advertising platform of his brand. In this case,
they were ROUs.

(3) US Government. (e original tweets were made by
3400 users who are connected with federal US
government agencies. As it was previously, these
tweets had general content and were not unified by a
common goal, so these users were ROUs.

(4) News Outlet. (e basic tweets were made by news
agencies. However, each agency has its own subject,
as well as its own way of presenting news. Moreover,
each agency promotes news in different time and,
sometimes, supports different sides of conflict, for
example. We suppose this could be the most rea-
sonable description why these news agencies were
ROUs.

(5) 115th US Congress. (e original tweets were made
by 535 congress members and their official repre-
sentatives. As it was in Winter Olympics 2018 ex-
ample, each member used Twitter as the platform to
share his ideas, but they were not unified by a
common goal. In this case, they were ROUs.

Data Availability

Previously reported Tweet Ids data were used to support
this study and are available at [https://doi.org/10.7910/
DVN/PDI7IN, https://doi.org/10.7910/DVN/5ZVMOR,
https://doi.org/10.7910/DVN/TQBLWZ, https://doi.org/
10.7910/DVN/QRKIBW, https://doi.org/10.7910/DVN/
5CFLLJ, https://doi.org/10.7910/DVN/DVLJTO, https://
doi.org/10.7910/DVN/YMJPFC, https://doi.org/10.7910/
DVN/2N3HHD, https://doi.org/10.7910/DVN/2FIFLH,
https://doi.org/10.7910/DVN/AEZPLU, https://doi.org/10.
7910/DVN/UIVHQR, and https://doi.org/10.7910/DVN/
PYCLPE]. (ese prior studies (and datasets) are cited at
relevant places within the text as references [43–54].
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 is paper proposes a conceptual model to simulate the response of sociotechnical systems to crisis. emodel draws on a concept
of “sociotechnical resilience” as the theoretical framework, which underscores the hybrid nature of sociotechnical systems.
Revolving around the notion of transformability, the concept considers sociotechnical resilience to be constitutive of three
fundamental attributes, namely, informational relations, sociomaterial structures, and anticipatory practices. Our model aims to
capture the complex interactions within a sociotechnical system during a recovery process by incorporating these core attributes
in the operational units embedded in a multilevel directed acyclic graph, information networks, and recovery strategies. Fur-
thermore, the model emphasizes speci�cally the role of informational con�guration during a disruption. We introduce two
recovery strategies in our simulation, namely, random recovery and informed recovery.  e former represents the unprepared
responses to crisis, while the latter incorporates the reporting process to support the command centre in making optimum
decisions.  e simulation results suggest the importance of system �exibility to allow structural recon�guration at the orga-
nizational level. Our proposed model complements the theoretical principles of sociotechnical resilience while laying a practical
foundation of sociotechnical modeling for resilience enhancement in real-world settings.

1. Introduction

Since ecologist Holling propounded the concept of resilience
[1], the notion of resilience as a system stability has rami�ed
into various �elds. As the world is seeing more turbulences
and disruptions caused by ecological and human-made
disasters, studies on resilience have burgeoned in various
�elds such as, to name a few, social systems [2], supply chain
[3], enterprise management [4], catastrophe management
[5], and coastal engineering [6]. Generally, resilience is
de�ned as the systems’ capability to survive and maintain its
function by absorbing or recovering from internal or ex-
ternal changes [7–10]. It is generally distinguished from the
traditional concept of safety, which seeks to identify and
eliminate negative behaviors within the system resulting in
an accident. In contrast, the resilience concept recognizes
the coexistence of both the negative and positive behaviors
within the system and focuses on improving the probability

of positive outcomes while reducing the probability of
negative outcomes [11].

Recently, the concept of resilience has been adopted into
the study of sociotechnical systems [12] to analyze resilient
capacity of critical urban infrastructures such as power grid,
water supply networks, and telecommunication/cyber in-
frastructures [13, 14]. It is driven by a realization that these
critical urban infrastructures are fundamentally socio-
technical systems; they are composed of technical compo-
nents while being run by human organizations.
Conceptually, the sociotechnical framework helps to un-
cover minutiae interactions between human agents and
technical apparatuses. In this area of study, the emphasis is
placed on technical aspects [5, 15, 16], as well as on in-
dividuals and organizational entities [17, 18]. In advanced
urban environments, sociotechnical systems are designed
and built as complex adaptive systems that consist of
multiple agents organized around a speci�c hierarchy,
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contain feedback loops, and embody emergent properties
[19–22]. Due to the complex nature of sociotechnical sys-
tems, understanding the behavior of these systems cannot be
adequately achieved through a linear formulation because
each of the components is interconnected in a nonlinear
fashion. In such multiplex interactions, the behavior of
sociotechnical systems is influenced by emergent properties
that shape the dynamic movement of the system.

Following Hettinger et al., we consider computational
modeling and simulation to be an effective method to study
sociotechnical behavior [23]. Furthermore, given the hyper-
dynamic nature of sociotechnical systems, the agent-based
model is a suitable method for the simulation purpose because
of its flexibility to incorporate complex agent interactions.+e
merit of this method is that it can support the decision-making
process when a structural change in a sociotechnical system is
taking place [24]. Today, the use of agent-based methods is
largely common in various fields such as air traffic control
[25–27], health care [28, 29], energy systems [30, 31], and
complex organization [32]. However, the application of agent-
based modeling in sociotechnical systems for resilience
analysis remains relatively limited. +is is likely caused by the
availability of social and technical data for model validation, as
well as the lack of a solid theoretical framework in the field.
While sociotechnical modeling and resilience studies such as
power grid networks in South Korea [33], Twitter interactions
and epidemic processes [34], as well as supply chains and CO2
policies [35] are well validated by the technical and organi-
zation data, there is still a gap in incorporating the notion of
sociotechnical systems as a hybrid entity.

To date, works on sociotechnical modeling continue to
grow. We note substantial shortcomings in existing models in
which the hybrid nature of sociotechnical systems is not
strongly reflected. Some of these models are nearly completely
devoid of social elements or at best taking into account
marginal social variables [36–39]. It is this gap that we wish to
fill in this paper by offering a new approach in developing a
sociotechnical model, and at the same time, using this model
to create a computational simulation in sociotechnical sys-
tems. Since the existing framework of resilience remains
fragmented between those emphasizing engineered features
and those focusing on social and organizational conditions, we
develop our model by emphasizing the hybrid nature of
sociotechnical systems as they consist of the social constructs
of people and technologies [12]. +us, the concept of socio-
technical resilience is adopted in our model. +is model also
incorporates the paradigm of resilience as the complementary
attribute of risk management which emphasizes strategies on
minimizing loss or increasing the recovery rate [40]. +e
quantification of the system’s resilience adopts the use of
critical functionality, a concept that is embodied in operational
resilience [41]. +is concept will be discussed in detail later in
the paper. +e following section will introduce the theoretical
framework, which we have adopted in our model.

2. Conceptualizing Sociotechnical Resilience

Studies on sociotechnical systems are abundant, and con-
ceptualizations of resilience are plenty. Yet, studies that

combine the two are quite a few. One of them is conducted
by Amir and Kant who have proposed the concept of
sociotechnical resilience [12]. Recognizing the hybrid nature
of sociotechnical systems, sociotechnical resilience is char-
acterized as an inherent capacity built around trans-
formability. In contrast toWalker et al. in defining resilience,
adaptability, and transformability in the context of socio-
ecological systems [42], transformability is placed at the core
of sociotechnical resilience. Amir and Kant maintain a
distinction of transformability in sociotechnical systems
from the one in socioecological systems. +is distinction is
the result of the difference in temporal and spatial scale of
the systems of interest. While Walker et al. focus on soci-
oecological systems that centre on social and natural en-
vironments, sociotechnical systems are artificial systems
where humans and machines interact in a structured con-
figuration such as transportation systems, water supply
systems, telecommunication systems, and energy systems.
As a result, sociotechnical resilience revolves around the idea
that the “building block” of sociotechnical systems are in-
tentional hybrids [43–45], meaning they are both technical
as well as social at the same time; both are entangled entities
where humans and technologies are social constructs.

Given its unique characterization of sociotechnical
resilience, our model adopts this concept and frames the
resilience of sociotechnical systems as an integrative capacity
to cope with internal failures or external shock.+is capacity
lies in system agility to transform its configuration from one
form to another. +e process of transformation is extremely
crucial because it facilitates repair and adaptation in the
aftermath of crisis and disruption. +e aftermath trans-
formations involve technical, organizational, and even in-
stitutional reconfiguration following the changing
environment after a disruption. +us, it is transformability,
the ability to transform, which constitutes sociotechnical
resilience [12]. A distinctive feature of this concept appears
from its emphasis on key attributes of sociotechnical net-
works rather than emphasizing protocols and processes of
resilience enhancement as found in mainstream resilience
analysis [46–48]. Looking further into the way in which
transformability is internally built within a sociotechnical
system, there are three key attributes of transformability,
namely, informational relations, sociomaterial structures,
and anticipatory practices. We found the composition of
these attributes to be more suitable for our purpose to
develop our sociotechnical modeling of resilience. To grasp
the meaning of these attributes and how it can be translated
into a computational model, it is instructive to elaborate
each of them as follows.

2.1. Informational Relations. Informational relations rep-
resent the production and distribution of information that
are extremely crucial in crisis response. +ese aspects can be
emphasized as one that “deals with how information flows in
the systems to support continued operations.” As in-
formation is instrumental in determining how effective and
efficient the coordination responds to crisis [49–52], any
sociotechnical system cannot afford to have weak
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informational relations. In the concept of sociotechnical
resilience, informational relations refer to the pathways of
information between machines, individual operators and
managers, subsystems, and/or organizations. Informational
links between various types of elements contain a specific
meaning or context, which defines how it is received. +e
information exchange between machine and human may
involve engineering medium and require technical knowl-
edge (e.g., temperature level monitoring in a chemical plant
or electrical load monitoring of a power grid by engineers),
while information sharing between humans serves to
manage interdependencies or coordination purposes
[53, 54]. In our sociotechnical model, we treat informational
relations as the reporting lines from operational units to
command centre or local coordinator to inform the dis-
ruption impacts. +e information will allow the command
centre to decide and perform the optimum system recovery.

2.2. Sociomaterial Structures. +e constitutive entanglement
of the materials and human organization in sociotechnical
systems creates what Amir and Kant called as sociomaterial
structures. It is “structures” as they are defined by how each
entity is interconnected with one another in a hybrid
configuration. +e entities in sociotechnical systems belong
to social realm such as individuals, groups, and organiza-
tions, while at the same time belong to the material realm,
thus hybrid in nature. An interesting example is a study by
Orlikowski et al. on the use of Blackberry phones in a firm
called Plymouth Investments. +e communication using
Blackberry which has the “push email” capability changed
the organization’s communication norms by altering peo-
ple’s expectations of availability, intensifying interactions,
and redefining the working time boundaries [55, 56]. +is
example of sociomaterial practice shows how a Blackberry, a
technological unit that is designed and configured by
humans, in turn, changes the organization’s communication
culture.

Another aspect that comes along with the hybridity is
interpretive flexibility [57]. In the previous example, while
Blackberry was intentionally designed to ease email com-
munication, the pressure in the workplace may push people
to intentionally use it beyond traditional communication
norms. In terms of sociotechnical systems, this aspect de-
termines how flexible the entities are structured or undergo
reconfiguration during disruptions in sociotechnical sys-
tems. +erefore, in order to improve the resilience of
sociotechnical systems, it is important to incorporate the
characteristics of hybridity and interpretive flexibility when
optimizing correct functioning and minimizing the mal-
function probability of the technical dimension. In our
proposed model, sociomaterial structures are embodied in
agents as the operational units and represented as a network
with a specific topology.

2.3. Anticipatory Practices. +e last aspects of sociotechnical
resilience are anticipatory practices, defined as a set of re-
covery protocols designed for an organization to rapidly
bounce back from crisis or disruption to the normal

operational state. In addition to this definition, the scope of
anticipatory practices includes routine activities aiming to
anticipate possibilities of future occurrences of events
[58, 59]. Since anticipatory practices are highly dependent
on the context of a system to function as disaster prevention
and management, the conceptual model we designed only
incorporates anticipatory practices as recovery strategies
during a disruption. In this way, the recovery protocols are
reflected as the strategies of the command centre in de-
termining the order of nodes to be repaired.

In this paper, we propose a computational model to
simulate sociotechnical resilience, taking into account the
three core attributes discussed above. Each of these attri-
butes is translated into the model as a multilevel directed
acyclic graph (DAG) of sociotechnical units, reporting lines,
and recovery protocols. Furthermore, the simulation is
designed to show the performance and resilience of various
information flow strategies for a given disruption scenario
and physical network configuration. By incorporating in-
formation flow in the model, we are aiming to expand the
understanding of the complexity of sociotechnical resilience
thus helping researchers and practitioners to plan, design,
build, and develop organizational and technical aspects in
infrastructural systems.

3. Modeling Sociotechnical Resilience

Following the concept of sociotechnical resilience discussed
above, our model of sociotechnical resilience is constituted
by a graph G(N, L), where N is a set of nodes connected by a
set of links L. +e graph has α levels of nodes. Each node
represents a basic structure of a typical control loop as il-
lustrated by Leveson in which an automated controller is
supervised by a human controller [60]. For our purpose, we
simplified this control loop into what we called as “opera-
tional unit” that serves as the building block of socio-
technical systems in our model. Figure 1 shows our model of
operational unit which consists of a human operator and
machine. Each unit serves a certain amount of demand in its
service area, producing output O for the system. +e op-
eration of the unit may depend on the service of other units.
In that case, a directional link is created from the “dependee”
node to the “dependent” node. A link can only be created
from the upstream unit (upper level) to the downstream unit
(lower level). Creating a link between units at the same level
or from a lower to a higher level is not allowed. When a unit
is disrupted, all of the downstream units which are con-
nected to the disrupted unit will be disabled. Consequently,
units that are disrupted, disabled, or both cannot produce
output and service to other units. For simplicity, we only
consider one type of system, e.g., power systems that are
serving population/households in many cities, or subway
systems operating across the city to serve mobility demands
of commercial, industrial, or residential areas. Further
modification and adjustment of the model will be needed to
consider multiple interdependent infrastructures.

+e performance or the critical functionality K(t) at
time t for ourmodel is defined as the normalized total output
of the active nodes At in the system (as shown in equation
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(1)). Active nodes are the nodes that are not in disrupted or
disabled state. +e output of each node is generated ran-
domly between 0.01 and 1. +e output becomes 0 when the
node is in a disrupted or disabled state and back to its initial
value after it is recovered or being active again.+e resilience
R for each recovery strategy is calculated using equation (1),
where T and S are the simulation duration and number of
simulations, respectively:

K(t) �
􏽐i∈At

Oi

􏽐i∈NOi

,

R �
1
T

􏼒 􏼓
1
S

􏼒 􏼓 􏽘

S

s�1
􏽘

T

t�1
K(t).

(1)

In this model, we applied two recovery strategies,
namely, random recovery and informed recovery. +e for-
mer represents the less prepared mode of response during a
disruption. For example, when some sections in a subway
system are disrupted, the recovery team may be sent to the
disruption sites without particular patterns. It is primarily
based on received emergency reports without considering
the number of passengers in each affected station and trains
at that time. +is is due to the lack of information and
coordination at the organizational level. So, the system
responds to crisis in a suboptimum manner. +e latter
refers to a situation in which the system, before taking
action, first considers the impact of each disrupted node to
the system performance, thus allowing the command
centre to prioritise the most “rewarding” nodes to be
repaired. Using the previous example, the command centre
of the subway system will take action based on the in-
formation of the number of affected passengers sent by all
station head and train staff to determine the most critical
section to be repaired first. +e fundamental distinction
between these two strategies lies in the amount of in-
formation used to make decisions and take actions in re-
sponse to disruption.

In the random recovery strategy, each disrupted node is
chosen randomly to repair. +e time needed to recover one
node is TR.+is strategy is illustrated in Figure 2.+e second
recovery strategy considers the impact of each disrupted
node to the system performance before deciding the repair
order. +e impact of a disrupted node i is calculated by
summing the output of the node i and all of the disabled

nodes Di as the result of its disruption (equation (2)). In
other words, the disabled nodes Di are also the descendants
of node i. Subsequently, the information of the disrupted
node’s impact is passed to the command centre or local
coordinator. It takes Tinfo time step to complete the sending
information process.

Since there are multiple ways in which informational
links are structured and used, we decided to develop three
different simulations of reporting lines configuration. +e
first is the direct reportingmode, where all of the nodes in the
system report to the command centre directly. +e second
configuration is the hierarchy reporting mode, where each
node reports to its local coordinator. +ere is one local
coordinator for each level. After it receives information from
all disrupted nodes of its respective level, the local co-
ordinator will send all of the information it has collected to
the command centre, also in Tinfo time step. +e third
configuration is the hybrid mode, which has the same
configuration as the hierarchy reporting mode, but a certain
percentage of disrupted nodes are reporting directly to
command centre. +ese three configurations of reporting
lines are shown in Figure 3. It should be noted that for the
local coordinator or command centre, the sending or re-
ceiving information process cannot be executed in parallel
with another process. +us, the local coordinator or com-
mand centre can only receive information from one unit at
one time:

Ii � Oi + 􏽘
j∈Di

O
t
j. (2)

After the command centre receives all of the information
directly from nodes or from local coordinators, it will make
an optimum decision to determine an order of the disrupted
nodes to be repaired. +e decision is based on the projected
gain obtained when a disrupted node is repaired. +e gain is
calculated using equation (3), where t is current time and Pi

is the number of disrupted nodes in the upstream levels
which provides service to node i directly or indirectly. In this
scenario, a disrupted node is counted in Pi if its disruption
will cause the node i to be disabled:

Bi � T − t − TR Pi + 1( 􏼁( 􏼁Ii. (3)

Figure 4 illustrates the informed recovery strategy
using a simple example, where we assume that
T � 100, Tinfo � 1, TR � 10, and each unit has the same
output O � 1. In this case, the disrupted nodes are node 2,
node 3, and node 6. For the case of the direct reporting
mode, the command centre will receive information from all
disrupted nodes at t � 3 since each unit takes Tinfo � 1 time
step to report to the command centre. +e information
received by the command centre is the impact value of each
node. Node 2 has 7 direct and indirect dependent nodes,
thus having an impact I2 � 1 + 7(1) � 8, while node 3 and
node 6 have impact values of 4 and 1, respectively. And then,
the gain for each node is calculated by the command centre.
Repairing node 2, 3, and 6 will gain B2 � (100 − 3
− 10(0 + 1))8 � 696, B3 � (100 − 3 − 10(0 + 1))4 � 348, and
B6 � (100 − 3 − 10(1 + 1))1 � 77. +erefore, the repair

Service from
upstream

unit(s)

Service to
downstream

unit(s)

Output, O

Human operator

Machine

Figure 1: Node is modeled as operational unit which represents
human or organization controlling automated machine. +e op-
eration of unit may depend on the service of other upstream units.
Each unit serves a certain amount of demand in their service area,
producing output O for the system.
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order will be node 2, node 3, and then node 6. Since the time
to repair a node is 10 time steps, the system will get fully
recovered at t � 33.

4. Results and Discussion

In each simulation, we generated a network composed of 300
nodes in four levels (α � 4): N1 � 9, N2 � 26, N3 � 71, and
N4 � 194. Level 1 is the highest level and level 4 is the lowest
level, meaning there will not be any incoming link to any
node in level 1 and outgoing link from any node in level 4

since a node cannot provide service to the same or higher-
level nodes. In generating the network, each node from level
2 and lower will establish one link randomly with a higher-
level node. +ere is a probability p that the node can have
additional links. +e links are directional and always flow
from the higher-level nodes to the lower-level nodes. For
example, a node from level 3 may have a link from a level 1
node and two links from level 2 nodes. In our model, we set
the probability p � 0.02. Each simulation is started by
generating the output value for each node randomly between
0.01 to 1. Afterwards, a disruption event is generated,

(a) (b) (c)

(d) (e) (f )

Figure 2: Random recovery strategy. (a) Initial configuration of the system. Green node indicates that the node is active and operates
normally. (b) Disruption is generated. Red nodes and purple nodes are the disrupted and disabled nodes, respectively. A node will be
disabled when at least one of its upstream nodes is disrupted or disabled. (c) A disrupted node which was chosen randomly is recovered.+e
rectangle indicates the recovered node. In this case, the node is still inactive since one of its upstream nodes is still disrupted. (d) Another
disrupted node was chosen and is recovered. Its downstream nodes will be activated in the next time step. (e) Last disrupted node is
recovered. (f ) All nodes are recovered and activated.

Command
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Direct

(a)

1
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Command
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Local
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Local
coordinators
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Figure 3: (a)Direct: all disrupted nodes report to command centre directly. (b)Hierarchy: all disrupted nodes report to their respective local
coordinator. Each local coordinator will wait until it receives information from all disrupted nodes of its respective level before it reports to
command centre. (c) Hybrid: mixed of direct and hierarchy reporting mode.
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causing D percent of nodes in each level to be disrupted
which consequently disables all of their dependent nodes.
+e recovery time TR and sending information duration
Tinfo are set to 0.01TC and 0.001TC, respectively.

We started by simulating the random recovery strategy
for initial damage D to 10%, 20%, and 30%. For each dis-
ruption level, we averaged the results over 1000 simulations.
Figure 5 shows the performance of this strategy. +is result
shows the impact of initial damage to the system, where a
30% initial damage can cause a drop in system performance
to be as low as 0.2. In this strategy, disrupted nodes are
recovered in a random order.

+e comparison between the performance of random and
informed (direct reporting mode) recovery strategy for initial
disruption D � 25% is shown in Figure 6(a). +is series of
simulations demonstrates that informed recovery strategy is
better compared to random strategy since it takes into account
the output and impact value of each node before determining
the order to repair the disrupted nodes. +e process of re-
ceiving information is reflected during the early phase of the
informed strategy, where the performance does not increase
since no disrupted node gets repaired. After that, the per-
formance hikes significantly after it starts repairing nodes by
prioritizing the highest gain nodes to be repaired first.

Interestingly, in case of a small initial disruption (D � 5%), as
shown in Figure 6(b), the performance between those strat-
egies does not differ significantly. In fact, random strategy may
be slightly better off due to the time constraint.

For a large-scale disruption, the high number of dis-
rupted nodes which needs to report to the command centre
may cause a bottleneck effect, slowing the decision to start
the recovery process. For example, Preece et al. identify the
potential of bottleneck effect at the information system of the
UK’s emergency call centre in case of large-scale disaster
[61]. On an individual level, the time pressuring situation,
complex, and high information intensity environment can
result in cognitive overload due to the mental capacity,
which is known as bounded rationality [62, 63].

Regarding the bottleneck issue, the reporting line in the
system can be reconfigured to adopt a hierarchical structure.
+is structure is common in disaster management, which
utilizes incident management structure as the command
centre to coordinate ambulance, hospitals, police, and fire
department [64]. Another example also includes the tiered-
structure systems in medical surge capacity management,
where the medical response and resource allocation are
distributed based on the disaster severity which can be a
local, state, interstate, or national level [65]. Our results in
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I2 = 8
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Figure 4: An example of informed recovery strategy with direct reporting mode, where T�100, Tinfo � 1, TR � 10, and output of each node is
1. (a) Node 2, 3, and 6 are disrupted. (b) Command centre receives impact information from all disrupted nodes at t� 3. (c)+e gain of each
node is calculated using equation (3). Node 2 has the highest priority and thus chosen to be repaired first. (d) Node 2 is recovered at t� 13.
Node 3 is the next node to be repaired. (e) Node 3 is recovered. Node 6 is the last disrupted node. (f ) Node 6 is repaired, and the system is
completely recovered.
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Figure 7 demonstrate the advantage in applying the hier-
archical reporting mode compared to random and in-
formed-direct strategies. +e gap between the resilience
value of the hierarchical and direct reporting mode becomes
wider as disruption percentage D increases, indicating a
better performance of the hierarchical reporting mode
during major disruptions.

While the hierarchical structure is the most practical
and widely adopted, we also investigated the hybrid
reporting mode. +is mode is a mix of direct and hier-
archical structures. We can assume that this is the case
when the command centre will not only follow the
standard rules of the hierarchical structure by waiting for

reports from the local coordinator, but it also proactively
seeks information directly by itself. In a specific scenario,
this type of information flow can be applied. For example,
when a disaster happens in a certain area, the rapid health
assessment (RHA) teams are sent to the location to assess
the condition and to measure the medical logistics needed
for that area. +e RHA teams can be provided by the local
or national government. +ese combined resources ac-
celerate the information gathering for the central facility
to make the best decisions regarding medical resources
allocation to the affected areas. In establishing the
reporting lines configuration of the hybrid mode, we used
a parameter h as the probability that a disrupted node will
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Figure 5: Performance of random recovery strategy for disruption percentage of 10%, 20%, and 30%.+is result shows the impact of initial
damage to the system. Initial damage of 30% can cause the drop of system performance to be as low as 0.2.

Random
Informed-direct

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

Cr
iti

ca
l f

un
ct

io
na

lit
y, 

K

0.2 0.4 0.6 0.80.0
Normalized time, t/T

(a)

Random
Informed-direct

0.825

0.850

0.875

0.900

0.925

0.950

0.975

1.000

Cr
iti

ca
l f

un
ct

io
na

lit
y, 

K

0.2 0.4 0.6 0.80.0
Normalized time, t/T

(b)

Figure 6: Performance comparison between the informed recovery strategy (direct reporting mode) and random recovery strategy for the
initial disruption D equals to (a) 25% and (b) 5%. +e process of receiving information is reflected during the early phase of the informed
strategy in (a). +e performance is not increasing during the phase. After that, the performance jumps significantly after it starts repairing
nodes by prioritizing the highest gain nodes to be repaired first. In (b), the performance between these two strategies does not differ
significantly.
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report to the local coordinator, not directly to the
command centre. Figure 8 shows the mean of the resil-
ience of the informed-hybrid recovery strategy for var-
ious levels of probability h. +e optimum value of the
parameter for this network is 0.65, meaning that the
probability of a disrupted node reports to the local co-
ordinator is 65%. Using this value, we compare the
resilience curves of all of the recovery strategies (Figure 9)
to show how system resilience can be improved by
configuring the informational structure.

In practice, our model emphasizes the importance of
flexibility in informational relations between entities in a
sociotechnical system. Flexibility allows adaptation at an
organizational level during a crisis, which can be embodied
through different modes of reporting lines configurations.
For example, the simulation results can be used to guide
stakeholders indesigning the system to be able to adapt to
the information flow in the system based on various
disruption severity, such as using the direct reporting
mode for low disruption severity to minimize the cost of
manpower, and then change to the hierarchical reporting
mode for a rapid and efficient information processing in
case of moderate to high disruption severity or directing
resources to partially bypass the hierarchical structure for
an even faster information collection during large-scale
disruptions.

Furthermore, the results of our model and simulations
were meant to capture the complex interaction in socio-
technical systems while incorporating the core attributes of
sociotechnical resilience. We model the sociomaterial
structures as the network of operational (sociotechnical)
units representing the human operator and the machine,
along with the dependencies of services between those units.
Each unit also has output value to represent the demand to

be served in its respective area. Furthermore, we model
informational relations as reporting lines configuration,
which allows each unit to report the impact of disruption to
the local coordinator or command centre. +e decision in a
form of recovery order is based on this information of
disruption impact. +e anticipatory practices are embodied
in the recovery strategy employed by the command centre.
In this model, we demonstrated how information network
plays an impactful effect on the systems’ capability to re-
spond to a crisis. While adaptation capability is not
implemented in the simulations, our model provides in-
sights into how adaptation can be taken in real-world set-
tings through information network reconfiguration at the
organizational level based on the existing sociomaterial
structure and the scale of the crisis.
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Figure 7: Resilience curve of random (blue) and informed recovery
strategies (orange� direct mode and green� hierarchy mode). +e
gap between the resilience value of the hierarchical and direct
reporting mode is getting wider along with the increasing of
disruption percentage D, indicating the better performance of the
hierarchical reporting mode during major disruptions.
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Figure 8: Hybrid mode is a mix of direct and hierarchical
structures. A parameter h is used as the probability that a node will
report to the local coordinator if disrupted. +e plot is the mean of
the resilience curve as a function of h. +e optimum value of the
parameter for this network is 0.65, meaning that the probability of a
disrupted node reports to the local coordinator is 65%.
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Figure 9: Resilience curves of all recovery strategies. +ese results
show how system resilience can be improved by configuring the
informational structure.
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5. Conclusions

Sociotechnical system is not simply an aggregation of social
and technical aspects, but it is hybrid in nature. +is is the
underlying feature of sociotechnical resilience. In this study,
a conceptual model has been proposed to lay a stronger
foundation to translate the abstract concept of socio-
technical resilience into practical forms. As explained
throughout the paper, our research introduced a novel way
of modeling sociotechnical resilience as a hybrid phenom-
enon reflected in network-based interactions which em-
phasized the role of informational flows in the recovery
process of sociotechnical systems. +e model allows the
adjustment of various configurations of informational re-
lations, rendering it to be useful when stakeholders wish to
enhance infrastructure resilience. +is is achieved through a
computational modeling that informs the design process of a
better sociotechnical structure, information-sharing net-
works, and recovery strategies.

By taking into account the behavior of complex socio-
technical systems, we incorporated the attributes of socio-
technical resilience, namely, informational relations,
sociomaterial structures, and anticipatory practices. Our
model shows the interplay between these resilience factors
through a multilevel directed acyclic graph, reporting lines
configurations, and recovery strategies. +e practical im-
plication of our model is to guide stakeholders to efficiently
and effectively plan their resources to be used in response to
a crisis. For example, a direct reporting structure can be
applied for a small-scale disruption. Actions can even be
taken immediately for a very small disruption as shown in
the random recovery scenario. For larger scales of disrup-
tion, the reporting lines should be reconfigured to a hier-
archical structure to prevent a bottleneck, thus increasing
information processing for command centre. +e system
performance can be further improved in case of large-scale
disruption by having flexible procedures, where the com-
mand centre utilizes its human resources to proactively
receive or seek information on the impact of each disrupted
unit.

It should be noted that our model is applicable under
three conditions. First, the system has to be hybrid where the
operation does not take place in a purely technical realm
such as electrical circuit or mechanical devices, but it has to
involve organizational interactions in which information
and coordination are shared and negotiated. Consequently,
the model may have some degrees of unpredictability be-
cause it deals with organizational behavior. +is is reflected
especially in the random recovery scenario. At the same
time, as simulated in the informed recovery scenario, we
showed that the degree of unpredictability can be minimized
through information and coordination that can only be
provided by human operators and managers, not only from
sensors or automated mechanisms. +e second condition is
that the system must have dynamic properties such as de-
mands of the population it seeks to serve in its specific
operational area. It entails that these properties change from
time to time. Lastly, our model is suitable more for systems
that are constructed around networks, where the degree of

complexity is high. Having said that, we need to note that
our present study did not observe the resilient behavior of
sociotechnical networks across different systems. +erefore,
further study must address this limitation in order to model
large-scale interdependent sociotechnical systems.

Data Availability

+e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

+e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

+is work is an outcome of the Future Resilient Systems
project at the Singapore-ETH Centre (SEC), which was
funded by the National Research Foundation of Singapore
(NRF) under its Campus for Research Excellence and
Technological Enterprise (CREATE) programme (FI
370074011).

References

[1] C. S. Holling, “Resilience and stability of ecological systems,”
Annual Review of Ecology and Systematics, vol. 4, no. 1,
pp. 1–23, 1973.

[2] D. J. Davidson, “+e applicability of the concept of resilience
to social systems: some sources of optimism and nagging
doubts,” Society & Natural Resources, vol. 23, no. 12,
pp. 1135–1149, 2010.

[3] P. Mensah and Y. Merkuryev, “Developing a resilient supply
chain,” Procedia—Social and Behavioral Sciences, vol. 110,
pp. 309–319, 2014.

[4] Y. Sheffi, 3e Resilient Enterprise: Overcoming Vulnerability
for Competitive Advantage, MIT Press Books, Cambridge,
MA, USA, 2005.

[5] J. Park, T. P. Seager, P. S. C. Rao, M. Convertino, and
I. Linkov, “Integrating risk and resilience approaches to ca-
tastrophemanagement in engineering systems,” Risk Analysis,
vol. 33, no. 3, pp. 356–367, 2013.

[6] R. J. T. Klein, M. J. Smit, H. Goosen, and C. H. Hulsbergen,
“Resilience and vulnerability: coastal dynamics or Dutch
dikes?,”3eGeographical Journal, vol. 164, no. 3, pp. 259–268,
1998.

[7] L. H. Gunderson, “Ecological resilience—in theory and ap-
plication,” Annual Review of Ecology and Systematics, vol. 31,
no. 1, pp. 425–439, 2000.

[8] J. Carlson, Resilience: 3eory and Application, Argonne Na-
tional Lab. (ANL), Argonne, IL, USA, 2012.

[9] A. V. Stephenson, Benchmarking the resilience of organisa-
tions, Ph.D. thesis, University of Canterbury, Christchurch,
New Zealand, 2010.

[10] B. Allenby and J. Fink, “Toward inherently secure and resilient
societies,” Science, vol. 309, no. 5737, pp. 1034–1036, 2005.

[11] E. Hollnagel, “Resilience engineering and the built environ-
ment,” Building Research & Information, vol. 42, no. 2,
pp. 221–228, 2014.

[12] S. Amir and V. Kant, “Sociotechnical resilience: a preliminary
concept,” Risk Analysis, vol. 38, no. 1, pp. 8–16, 2018.

Complexity 9



[13] A. Boin and A. McConnell, “Preparing for critical in-
frastructure breakdowns: the limits of crisis management and
the need for resilience,” Journal of Contingencies and Crisis
Management, vol. 15, no. 1, pp. 50–59, 2007.

[14] T. D. O’Rourke, “Critical infrastructure, interdependencies,
and resilience,” Bridge-Washington-National Academy of
Engineering, vol. 37, no. 1, p. 22, 2007.

[15] J. L. Mate and A. Silva, Requirements Engineering for Socio-
technical Systems, Information Resources Press, Arlington,
VA, USA, 2005.

[16] P. Uday and K. Marais, “Designing resilient systems-of-sys-
tems: a survey of metrics, methods, and challenges,” Systems
Engineering, vol. 18, no. 5, pp. 491–510, 2015.

[17] E. Hollnagel, “Resilience: the challenge of the unstable,” in
Resilience Engineering, pp. 21–30, CRC Press, Boca Raton, FL,
USA, 2017.

[18] P. Carayon, “Human factors of complex sociotechnical sys-
tems,” Applied Ergonomics, vol. 37, no. 4, pp. 525–535, 2006.

[19] J. S. Lansing, “Complex adaptive systems,” Annual Review of
Anthropology, vol. 32, no. 1, pp. 183–204, 2003.

[20] N. Goldenfeld and L. P. Kadanoff, “Simple lessons from
complexity,” Science, vol. 284, no. 5411, pp. 87–89, 1999.

[21] S. M. Rinaldi, J. P. Peerenboom, and T. K. Kelly, “Identifying,
understanding, and analyzing critical infrastructure in-
terdependencies,” IEEE Control Systems, vol. 21, no. 6,
pp. 11–25, 2001.

[22] J. H. Miller and S. E. Page, Complex Adaptive Systems: An
Introduction to Computational Models of Social Life,
Princeton University Press, Princeton, NJ, USA, 2009.

[23] L. J. Hettinger, A. Kirlik, Y. M. Goh, and P. Buckle, “Mod-
elling and simulation of complex sociotechnical systems:
envisioning and analysing work environments,” Ergonomics,
vol. 58, no. 4, pp. 600–614, 2015.

[24] K. H. Van Dam, Capturing socio-technical systems with agent-
based modelling, Ph.D. thesis, Delft University of Technology,
Delft, +e Netherlands, 2009.

[25] H. A. Blom, S. H. Stroeve, and H. H. de Jong, “Safety risk
assessment by monte carlo simulation of complex safety
critical operations,” in Developments in Risk-Based Ap-
proaches to Safety, pp. 47–67, Springer, Berlin, Germany,
2006.

[26] K. Tumer and A. Agogino, “Distributed agent-based air traffic
flow management,” in Proceedings of the 6th International
Joint Conference on Autonomous Agents and Multiagent
Systems, ACM, p. 255, Honolulu, HI, USA, May 2007.

[27] A. Sharpanskykh and S. H. Stroeve, “An agent-based ap-
proach for structured modeling, analysis and improvement of
safety culture,” Computational and Mathematical Organiza-
tion 3eory, vol. 17, no. 1, pp. 77–117, 2011.

[28] O. Kazar, Z. Sahnoun, and L. Frecon, “Multi-agents system for
medical diagnosis,” in Proceedings of the International Con-
ference on Intelligent System and Knowledge Engineering,
vol. 1, pp. 1265–1270, Xiamen, China, November 2008.

[29] K. Mustapha and J.-M. Frayret, “Agent-based modeling and
simulation software architecture for health care,” in Pro-
ceedings of the 2016 6th International Conference on Simu-
lation and Modeling Methodologies, Technologies and
Applications (SIMULTECH), pp. 1–12, IEEE, Lisbon, Portu-
gal, July 2016.

[30] M. D. Galus, Agent-based Modeling and Simulation of Large
Scale Electric Mobility in Power Systems, ETH Zurich, Zürich,
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During the mission at sea, the ship steering control to yaw motions of the intelligent autonomous surface vessel (IASV) is a very
challenging task. In this paper, a quantum neural network (QNN) which takes the advantages of learning capabilities and fast
learning rate is proposed to act as the foundation feedback control hierarchy module of the IASV planning and control strategy.
�e numeric simulations had shown that the QNN steering controller could improve the learning rate performance signi�cantly
comparing with the conventional neural networks. Furthermore, the numeric and practical steering control experiment of the
IASV BAICHUAN has shown a good control performance similar to the conventional PID steering controller and it con�rms the
feasibility of the QNN steering controller of IASV planning and control engineering applications in the future.

1. Introduction

In the past decade, the research on intelligent automatic
surface ship (IASV) technology in academic and marine
industries has continued to grow. �ese developments have
been fuelled by advanced sensing, communication, and
computing technology together with the potentially trans-
formative impact on automotive sea transportation and
perceived social and economic bene�ts [1–5]. �e ship
planning and control strategy for IASV, shown in Figure 1,
which based on a module-based hierarchical structure,
would be a good navigation strategy. It includes the global
routing planning module, behaviour decision-making
module, local motion planning module, and feedback
control module. �ese modules are in charge of the di£erent
tasks especially the feedback control module is the foun-
dationmodule as action part of the IASV navigation process.
�e key function of this module is the IASV steering op-
eration to maintain or change ship course. In this paper,
a quantum neural network (QNN) for ship steering control
is proposed to address the ship steering control problem
based on the IASV planning and control concept.

As a good research foundation of the IASV steering
control problem, many e£ective steering feedback control
methods had been surveyed. �e ship steering control based

on proportional-integral-derivative (PID) strategy is simple
and easy to construct. However, the conventional PID oc-
cupies the necessary basic controller role in process control,
but it is not the trend of controller design due to the lack of
learning and adaption capabilities. In addition, the con-
troller parameters are required adjustments in varying
conditions, which are time consuming and may not achieve
accurate control performance. To solve the issues and obtain
better performance, various advanced control strategies have
been proposed for the steering control of the ship in recent
years, such as adaptive steering control strategy [6–8],
steering control strategy based on fuzzy logic algorithm
[9, 10], steering controller based on Backstepping controller
design method [11–13], and adaptive backstepping method
[14, 15]. �e robust control schemes such as the sliding
mode control method [16, 17] and H∞ robust control al-
gorithm [18] are also utilized in the ship steering control to
achieve better ship course keeping and changingmanoeuver.

Since the 1990s, with the introduction of the arti�cial
neural network into the ship steering controller design,
experts and scholars had gradually increased ship steering
control research on this issue. Witt et al. proposed a PID
steering controller to train a neural network, where the
output signal of the PID controller acts as the teacher
signal and the simulation results showed that the control
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effects of the PID controller and the neural network
controller have basically the same course control effect
[19]. Hearn et al. proposed an online course control neural
network to improve the conventional PID steering control
effects, but the slow convergence of the ship steering
controller based on the neural network is still a big
problem to be solved [20].

In order to overcome the shortcomings of the conven-
tional neural network, a ship steering controller based on the
QNN is proposed in this paper under the concept of quantum
computing [21–23]. .e concept of QNN was first proposed
by Toth et al. in 1996 [24]..en, Matsui et al. used a quantum
bit and the quantum revolving door to design a QNN for
information processing and expression [25]. Another group
of Japanese scholars, Kouda et al., summarized their previous
research and summed up an emerging model, which is
a quantum neuron model based on general quantum logic
gates [26]. In 2018, Jeswal and Chakraverty introduced the
latest developments of QNN and discussed the application of
QNN [22]. And Xie et al. took the general quantum logic gates
as the basis function to design a quantum neural computing
network, and the simulation results indicated that the QNN is
superior to the classical BP neural network and the radial basis
function (RBF) neural network computing model in the fi-
nancial data analysis [27]. Li and Li also pointed out that
QNN based on general quantum gate evolution can improve
the convergence performance of the conventional BP neural
network [28]. Besides, the QNN has been applied to signature
verification [29], audio watermarking [30], cardiovascular
diseases risk prediction [31], classification recognition of
electronic shock fault [32], and English to Hindi machine
translator [33] and other fields.

Motivated by the above observations, a QNN steering
controller would be applied to the IASV steering to yaw
control. Hence, the remainder of the paper is organized as
follows. In Section 2, the mathematical model of the IASV
steering to yaw motion is given. Section 3 devotes to
a systematic procedure for the QNN steering controller
design. In Section 4, the numeric comparison simulations
for the QNN steering controller and conventional neural
networks steering controller were firstly carried out to
demonstrate the faster learning convergence of the proposed
QNN steering controller. .en, a numeric and practical
experiment on smart IASV BAICHUAN has shown the
feasibility of the QNN steering controller in practical en-
gineering practice. Finally, Section 5 gives the conclusions of
the paper.

2. IASV Mathematical Model

While a mathematical model of the IASV is fully described
by coupled nonlinear differential equations, a simple model
with predictive capability is usually preferred for the design
of a ship-steering autopilot. A three-degree-of-freedom
plane motion including surge, sway, and yaw motion is
considered satisfactory. However, roll motion cannot be
neglected due to couplings and hence a four-degree-of-
freedom plane motion including surge, sway, yaw, and roll
motion is used to describe the motion of a ship. Conse-
quently, a fourth-order transfer function relating to the yaw
rate to rudder deflection is derived based on the linearized
equations of motion. Nevertheless, a fourth-order transfer
function is further reduced to a second-order Nomoto
model and then to a first-order Nomoto model for ease of
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controller design. .e first-order Nomoto model, from δ to
yaw rate r is presented as

r(s)

δ(s)
�

K

(1 + Ts)
, (1)

where r is the yaw rate, δ is the rudder deflection, T is the
time constant of IASV maneuverability, and K is defined as
the steering control gain constant of IASV maneuverability.
.e parameters K and T that describe the ship steering to
yaw dynamics can be identified from standard maneuvering
tests. Since r is the time derivative of the yaw angle ψ, the
transfer function relating to the yaw angle to steering
movement can be obtained by adding an integrator (1/s) to
the first-order Nomoto model of (1), then we can get

ψ(s)

δ(s)
�

K

s(1 + Ts)
, (2)

and the corresponding differential equation can be expressed
as

T€ψ + _ψ � Kδ. (3)

.e model presented in (3) is modified to include
a nonlinear steering condition as discussed in [6], wherein
the yaw rate _ψ term is replaced by a nonlinear function
H( _ψ). .en, we can get the following equation:

T€ψ + H( _ψ) � Kδ, (4)

where

H( _ψ) � α0 + α1 _ψ + α2 _ψ2
+ α3 _ψ3

. (5)

Because of the symmetrical structure of ships, the pa-
rameters a0 � a2 � 0 [34] and α1 is set as +1 for stable ships
and − 1 for unstable ones, while the value of α3, known as the
Norbin coefficient [14], can be determined via the ship
turning test.

3. QNN Steering Controller Design

In this section, a quantum neural network model was
constructed for the ship steering controller design to en-
hance the convergence performance of the conventional
neural network steering controller.

3.1. $e Quantum Neuron Model. .e structure of the
quantum neuron model based on the quantum logic gate is
defined as Figure 2, including the input part, phase rotation
part, aggregation part, reverse rotation part, and output part.
.e details of the quantum neural networks working pro-
cesses are shown as the following steps:

Step 1: let |xi〉 � (cos ti, sin ti)
T, and define the qubit

phase rotation gate as

R(θ) �
cos θ − sin θ

sin θ cos θ
􏼠 􏼡. (6)

.en, with the aggregation, we can get

􏽘

n

i�1
R θi( 􏼁 xi〉 � cos θ sin θ􏼂 􏼃

T
,

􏼌􏼌􏼌􏼌􏼌 (7)

where θ � arg􏼒􏽐
n
i�1R(θi) | xi􏼋􏼓 � arg tan􏼒􏽐

n
i�1sin(ti +

θi)/􏽐
n
i�1cos(ti + θi)􏼓.

Step 2: the result of equation (7) makes the reverse
rotation operation by the controlled-NOT gate as
follows:

U(c) �

cos f(c)
π
2

− 2θ0􏼒 􏼓 − sin f(c)
π
2

− 2θ0􏼒 􏼓

sin f(c)
π
2

− 2θ0􏼒 􏼓 cos f(c)
π
2

− 2θ0􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

(8)

where f is the sigmoid function; then, we can get

U(c) 􏽘
n

i�1
R θi( 􏼁 xi〉 � cos

π
2

f(c) − θ􏼒 􏼓 sin
π
2

f(c) − θ􏼒 􏼓􏼔 􏼕
T

.

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

(9)

.erefore, the relationship between the input and output
of the quantum neuron model can be described as

y � sin
π
2

f(c) − θ􏼒 􏼓 � sin
π
2

f(c) − arg 􏽘
n

i�1
R θi( 􏼁 | xi〉⎛⎝ ⎞⎠⎛⎝ ⎞⎠.

(10)

3.2. QNN Model. Based on the quantum neuron model,
a quantum neural network for the ship steering controller
design is constructed as shown in Figure 3..e proposed neural
network has three layers including an input layer, hidden layer,
and output layer. .e concept of QNN is applied to the layer
that is between the input layer and the hidden layer; there are n

quantumneurons in the input layer,m quantumneurons in the
hidden layer, and p conventional neurons in the output layer.

Assuming the input variable is |xi〉, the output of the
hidden layer is hj, the output of the QNN is yk, R(θij) is the
quantum rotation gate between the input layer and the hidden
layer to update the qubits, and wjk is the network weight for
the hidden layer and the output layer. Taking the qubit-
controlled NOT-gate U(cj) as the transfer function of the
hidden layer, then the output of the QNN can be expressed as

yk � g 􏽘
m

j�1
wjkhj

⎛⎝ ⎞⎠ � g 􏽘
m

j�1
wjk sin

π
2

f cj􏼐 􏼑⎛⎝⎛⎝

− arg 􏽘
m

i�1
R θij􏼐 􏼑 xi〉

􏼌􏼌􏼌􏼌 􏼑⎛⎝ ⎞⎠⎞⎠,

(11)

where i � 1, 2, . . . , n; j � 1, 2, . . . , m; and k � 1, 2, . . . , p.

3.3. $e Learning Algorithm of QNN. To apply the QNN in
practical engineering, the training samples should be
transformed into the quantum states. For example, the
n-dimensional Euclidean space training sample
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X � (x1, x2, . . . , xn)T can be defined as the corresponding
quantum state as

|X〉 � |x1〉, |x2〉, . . . , xn〉
􏼌􏼌􏼌􏼌 􏼑

T
,􏼒 (12)

where

|xi〉 � cos
2π

1 + exp − xi( 􏼁
􏼠 􏼡|0〉 + sin

2π
1 + exp − xi( 􏼁

􏼠 􏼡|1〉

� cos
2π

1 + exp − xi( 􏼁
􏼠 􏼡, sin

2π
1 + exp − xi( 􏼁

􏼠 􏼡􏼠 􏼡

T

.

(13)

In the three layers of the QNN model as described in
Figure 3, there are 3 groups of parameters, namely, phase
rotation parameters θij, reverse parameters cj, and network
weights wjk needed to be updated. Firstly, define the error
evaluation function as

E �
1
2

􏽘

p

k�1
dk − yk( 􏼁

2
, (14)

where dk and yk are the desired outputs and actual outputs
of the normalized quantum neural network, respectively. Let
|xi〉 � (cosφi, sinφi)

T and βj � arctan(􏽐
n
i�1sin(φi + θij)/

􏽐
n
i�1cos(φi + θij)), then equation (11) could be rewritten as

yk � g 􏽘
m

j�1
wjk sin

π
2

f cj􏼐 􏼑 − βj􏼒 􏼓⎛⎝ ⎞⎠. (15)

Let

Sj �
􏽐

n
i�1 sin φi + θij􏼐 􏼑

􏽐
n
i�1 cos φi + θij􏼐 􏼑

,

Sj1 � 􏽐
n

i�1
cos φi + θij􏼐 􏼑,

Tj �
cos φi + θij􏼐 􏼑Sj1 + sin2 φi + θij􏼐 􏼑􏼐 􏼑

S2j1
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(16)

According to the gradient descent method, we can get

Δθij � −
zE

zθij

� − 􏽘

p

k�1
dk − yk( 􏼁g′wjk cos

π
2

f cj􏼐 􏼑 − βj􏼒 􏼓

·
Tj

1 + Sj
2,

Δcj � −
zE

zcj

�
π
2

􏽘

p

k�1
dk − yk( 􏼁g′wjk cos

π
2

f cj􏼐 􏼑 − βj􏼒 􏼓f′,

Δwjk � −
zE

zwjk

� dk − yk( 􏼁g′ sin
π
2

f cj􏼐 􏼑 − βj􏼒 􏼓.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(17)

.erefore, the updated rules for phase rotation pa-
rameters θij, reverse rotation parameters cj, and network
weights wjk are

θij(t + 1) � θij(t) + ηΔθij(t),

cj(t + 1) � cj(t) + ηΔcj(t),

wjk(t + 1) � wjk(t) + ηΔwjk(t),

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(18)

where η is the learning rate of the QNN.

Input Phase rotation Aggregation Reverse Output

R(θ1)

R(θ2)

R(θn)

|x1〉

|x2〉

|xn〉

y
∑ U(γ)

Figure 2: .e quantum neuron model.
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U(γ1)

U(γ2)
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Figure 3: .e quantum neuron networks model.
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3.4. Teacher Controller of QNN. In this paper, the conven-
tional PID steering control controller is acted as the teacher
of the QNN controller. .e input variable of the PID
controller is the heading deviation Δψ, and the linear
combination of the proportion, integration, and differen-
tiation of the heading deviation Δψ is used as the output
value of the PID controller. .e command steering angle
δ(k) can be expressed as

δ(k) � kpΔψ(k) + ki 􏽘

k

j�0
Δψ(j) + kd[Δψ(k) − Δψ(k − 1)],

(19)

where kp, ki, and kd are the controller proportion parameter,
integral parameter, and differential parameter, respectively,
and k is the sampling time (k � 0, 1, 2, . . .).

3.5. Design of the QNN Steering Controller. In this section,
a three layer 2-5-1 QNN model was constructed. .e
structure of the QNN steering control system is shown in
Figure 4. .e two inputs of the QNN steering controller are
the heading deviation Δψ(k) and yaw rate r(k), respectively,
and the output is the command steering angle δQNNr (k). .e
difference between the QNN steering controller outputs and
PID course keeping controller outputs is defined as the
system error. .e mean square of the system error (MSE) is
defined as the performance evaluation function of the
proposed QNN to evaluate the performance of the QNN
learning performance and optimized targets. Generally, its
value is set as 0.00001. .e activation function of the QNN
hidden layer and the output layer is defined as hyperbolic
tangent sigmoid function (tan-sigmoid) to accelerate the
QNN training and convergence performance in the training
process. .e gradient descent with a quasi-Newton algo-
rithm [35] is offered to the QNN training, and the mo-
mentum parameter of the quasi-Newton algorithm is set as
0.8. .e initial values of the QNN weights are randomly
generated between the intervals (− 1, 1), and the learning rate
η of QNN is set as 0.1.

4. Simulations and Analysis

In this section, a series of simulations were used to illustrate
the fast convergence characteristics and practical engi-
neering effectiveness of the proposed controller. Especially
an IASV BAICHUAN is utilized as a practical experiment
for validations of the proposed QNN steering controller.
TakeK � 0.6, T � 1.866, a1 � 1, and a3 � − 9.44 × 10− 6 as the
dynamic parameters of the second-order Nomoto ship
model equation (4) for IASV BAICHUAN. Set kp � 2,
ki � 0.00001, and kd � 1.5 as tuning parameters of the
teacher controller equation (19). In the simulations, the
initial course of the IASV was set as 000° and the desired
course keeping angle was set as 090°. .e simulation time
was set as 50 s, and the sampling period was set as 0.05 s.
From the result of the simulations shown in Figure 5, it can
be seen that the PID steering controller, which acted as the
teacher of the QNN controller, could track the desired

course after 13s, and the result shows that the PID controller
is satisfactory to act as a suitable teacher of the QNN steering
controller.

To illustrate the practical effectiveness of the proposed
QNN steering control system, as shown in Figure 4, during
the QNN steering controller training, the values of phase
rotation parameters θij, reverse rotation parameters cj, and
network weights wjk would be updated according to
equation (18) by using the training data set extracted from
PID controller simulation results in Figure 5.

For comparison, a conventional BP neural network
steering controller is also trained using the same training
data set extracted from the PID control results in Figure 5.
To emphasize the advantages of the faster convergence and
fewer learning iterations, the QNN steering controller and
BP neural network steering controller were trained 8 times,
respectively, and then the epochs in each training time are
shown in Figure 6. For the BP neural network, the maximum
number of training epoch is 9565 (in the 6th training time),
the minimum training epoch is 4325 (in the 2nd training
time), and the average number of training epochs for the 8
training times is 7022. Although, for the QNN, the maxi-
mum number of training epoch is 4625 (in the 2nd training
time), the minimum training epoch is 1526 (in the 4th
training time), and the average number of sample training
epoch of the 8 training times is 3302. .erefore, it can be
concluded that the QNN steering controller is improved
significantly in the convergence rate compared with the
conventional BP neural network steering controller.

To validate the effectiveness of the trained QNN steering
controller, an IASV BAICHUAN QNN steering control
simulation was carried out. .e weights wjk of the QNN
controller were extracted from the 2nd training time and
selected as the initial weights of the IASV BAICHUANQNN
steering controller. .e values are detailed in Table 1. .en,
the simulation result are shown in Figure 7.

It can be seen from Figure 7 that the QNN steering
controller could track the desired course at about 13 s. .e
control result is very similar to the PID controller. It can be
concluded that the proposed QNN steering controller has
a very strong learning ability and could be widely applied to
various fields.

To further confirm the proposed QNN steering con-
troller performance, an IASV BAICHUAN course keeping
practical engineering experiment was carried out. .e ex-
periment environment is shown in Figure 8. .e wind di-
rection of the experiment scene was northwest (310°–330°),
and the wind velocity varied from 0–0.20m/s. .e tem-
perature was about 8°C. .e maximum wave height was
about 0–0.05m. .e initial course of the IASV is set at 000°,
and the desired course keeping angle is set as 090°. .e QNN
steering controller’s initial parameters are also set as Table 1.
Also the PID steering control experiment was carried out for
comparison. .e parameter of the PID steering controller
was also set as kp � 2, ki � 0.00001, and kd � 1.5, as men-
tioned above. .e sampling period of the QNN steering
controller and PID steering controller are set as 0.05s, re-
spectively. Finally, the experiment results are shown in
Figure 9.
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.e left side of Figure 9 shows the course keeping control
effect, and the right side shows the output of the IASV
BAICHUAN steering control. It can be seen that the rising
time of the QNN steering controller is slightly slower than
the PID controller, but both controllers can reach the target
course rapidly and both of them can achieve a good course
keeping control effect. As it can be seen on the right side of
Figure 9, the controller output of the two type steering
controller is basically the same and the time to reach the
static stabilities are also similar, but the response of the QNN
steering controller is also slightly slower (about one second)
than the PID steering controller.

To further quantify the controller performance, the
controller efficiency function (CEF) is defined as

CEF �
1
n

􏽘

n

k�1
(Δψ(k))

2
+ 􏽘

n

k�1
(Δδ(k))

2⎛⎝ ⎞⎠. (20)

.en, we can obtain that the CEF of the QNN steering
controller is 0.323 and the CEF of the PID steering controller

is 0.299. Hence, it is concluded that the control efficiency of
the QNN steering controller can get a similar control effect
compared with the PID steering controller for the IASV
course keeping.

Remark 1. From the numeric simulation and practical
engineering experiment, it can be seen that the proposed
QNN steering controller has a slightly delayed response
compared with the PID steering controller, although the
delayed response phenomenon is not obvious in the numeric
simulations. .e reason of the delayed response phenom-
enon might be caused by the larger computation burden of
the QNN steering controller. .is is a potential disadvantage
of the QNN. However, due to the features of strong learning
ability and fast convergence performance, the proposed
QNN steering controller could be used in learning of other
advanced controllers, not only restricted in the PID
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QNN controller

r r
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Figure 4: IASV QNN-steering autopilot structure.
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controller. .erefore, the proposed QNN steering controller
might be a universal controller design structure and scheme
for the future IASV steering feedback control module.

5. Conclusions

In this paper, a QNN steering controller design method
based on the planning and control concept is proposed.
.rough the numeric simulations of the steering con-
troller based on the conventional BP neural network and
QNN, it can be inferred that the QNN steering controller
has a faster convergence rate than the conventional BP
neural network steering controller. Also, the numeric
simulation results show that the QNN steering controller

has a similar course keeping control performance com-
paring with the training teacher PID steering controller.
Furthermore, the practical QNN steering control exper-
iment on an IASV BAICHUAN has shown that the
proposed QNN steering controller is feasible to be
equipped to a practical IASV for steering to yaw control in
the future IASV planning and control engineering. Es-
pecially the strong learning characteristics and efficient
convergence performance of the QNN steering controller
might be the developing trend of the advanced IASV
steering controller. However, the QNN steering controller
proposed in this paper might be the first step to apply the
advanced AI controller to the IASV. Furthermore, the
proposed QNN controller structure could apply to other
marine control engineering practices.
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As the hybrid worm can propagate by both personal social interactions and wireless communications, it has been identi�ed as one
of the most severe threats to the mobile Internet. �is problem is expected to become worse with the boom of social applications
and mobile services. In this work, we study the propagation dynamics of hybrid worms and propose a systematic countermeasure.
�e system maintains a set of community structure which describes the high-speed infection zone of worms and contains worm
propagation by distributing the worm signature to the guard nodes selected from the periphery of each community. For those
nodes that are geographically close but located in di�erent communities , we evaluate the communication security between them
based on the observed infection history and limit communications between insecure ones to avoid the worm spreading across
communities. We also design an e�cient worm signature forwarding strategy that enables most nodes in the network to reach an
immune state before being infected by the worm. Extensive real-trace driven simulations verify the feasibility and e�ectiveness of
the proposed methods.

1. Introduction

With the rapid deployment of mobile Internet technology,
smartphone-based social services such as Facebook, Wechat,
and LinkedIn have already reached billions of registered
users, many of whom choose to incorporate those services
into their work and family life. On the positive side, the
mobile Internet provides a convenient platform for people to
communicate with close friends and interact online. On the
negative side, however, it is also a breeding place for the
spread of the mobile Internet worm [1].

�e propagation of the worm in mobile Internet mainly
depends on two dominant patterns [2]. First, the short-range
worm infects all Bluetooth orWi-Fi opened devices within the
infection radius, which exhibits a spatial propagation pattern
similar to the case of the contact-based disease [3]. Such kinds

of infections rely on peer-to-peer communications between
sensors with geographical adjacency, which build a geo-
graphic interaction networks (short for GINs). �e GINs
worm always exploits hardware vulnerabilities of the mobile
device to crash them. Defending against this type of infection
is a challenge due to the lack of e�ective centralized regu-
lation. On this account, most of the existing methods utilize a
distributed coping scheme that allows users to limit the
communications with vulnerable devices to insulate the
proximity worm [4, 5]. Second, a long-range worm can
replicate itself and infect all smartphones whose identi�ers are
stored in the infected smartphone’s contact list, a delocalized
propagation mode based on social relations in the social
information networks (short for SINs). �e SINs worm is
similar to the one observed in Multimedia Messaging Service
(MMS), both of which exhibit the characteristics of slow start
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and exponential propagation [6]. Recent works mostly utilize
a partitioning strategy to insulate the SINs worm in several
disjoint “islands” [7–9].

Recent research reveals that as mobile phone functions
continue to increase, the worm no longer uses a single model
to spread [2]. +e hybrid worm uses short-range infections as
well as long-range ones. +e first variant that utilizes the
hybrid propagation mechanism is Commwarrior, which
spreads from one phone to another via the Bluetooth interface
and MMS. Since the message usually comes from friends or
family members, Commwarrior has a high probability of
being activated. +e most recent malware that exhibits the
hybrid propagation feature is WannaCry, devastating ran-
somware that uses the campus network as the short-range
propagation route. Although there has been no case of
WannaCry infections onmobile phones yet, people have to be
vigilant because of its extremely destructive power. Figure 1
gives a brief description of the propagation dynamics of the
hybrid worm. +e synergetic infection mechanism visibly
increases the infection ability of the worm and brings a
considerable challenge to the worm containment task.

To solve this problem, one possible method is to in-
tegrate the SINs and the GINs into one single network using
the dimensionality reduction method [10]. However, the
evolution speed of these two networks is quite different, so
the integrating process usually does not make any sense. In
this paper, we adopt a divide-and-conquer strategy and
propose CC2 (2-dimensional circulation controller). We first
model the propagation dynamics of the hybrid worm in the
mobile Internet and analyze the vulnerable spot in the worm
propagation chain. Next, two components are designed to
reduce infection rates. +e first one is the SINs containment
unit which aims to solve the secondary forwarding caused by
acquaintances based on the fact that the propagation of the
worm on social networks mainly depends on the closeness of
social relationships. Another one is the GINs feedback unit.
Some devices are geographic proximity and offer the chance
for the worm to propagate across communities with short-
range communications. Based on the security history rec-
ords, the GINs feedback unit restricts the communication
with insecure devices with a certain probability. +e outputs
of these two units serve as the input parameters of each
other, forming a cyclic state.

+e rest of the paper is organized as follows: Section 2
introduces related works. Section 3 discusses the propaga-
tion dynamics of the hybrid worm. Section 4 gives detailed
descriptions of CC2. +e proposed methods are evaluated in
Section 5. In Section 6, we make conclusions and envision
further work.

2. Related Works

Although the worm is well understood on the Internet
[6, 11], the worm on mobile Internet, however, has received
only limited attention. In simple terms, the existing methods
fall into two categories. For the short-range worm con-
tainment, Su et al. [12] showed that Bluetooth is an essential
interface for worm’s propagation. Yan and Eidenbenz [13],
Mickens and Noble [14], and Morris-king and Cam [15]

confirmed this conclusion by analyzing the propagation
dynamics of the worm transferred via the Bluetooth in-
terface. Zyba et al. [4] designed a distributed coping scheme
to eliminate the adjacent worm by using the worm signature.
However, the time complexity of the algorithm is too
challenging to solve a vast network. Yang et al. [16] proposed
a sensor worm coping scheme based on graph coloring. +e
basic principle of this method is to increase the diversity of
software version in the network. Li et al. [5] proposed a
method to evaluate node vulnerability and control the worm
by restricting the communication between vulnerable nodes.
Miklas et al. [17] exploited social relations to improve the
security of the Bluetooth interface and reduced the propa-
gation speed of the worm by refusing connection requests
from strangers. Gao and Liu [18] focused on the impacts of
human behaviors on worm propagation and proposed a
two-layer network model to protect large-scale dynamic
mobile networks. +e short-range worm relies on the direct
connections between hardware interfaces and currently
tends to attack wireless sensor networks [19–21] and ve-
hicular networks [22–24].

For the long-range worm containment, Fleizach et al.
[25] verified the differences in propagation characteristic
between the Internet and the mobile Internet worm and
evaluated the propagation effect of the MMS worm on
cellular networks. Meng et al. [7] investigated the credibility
of the communications in Short Messaging Service (SMS) by
analyzing the trajectory data in the mobile networks. Bose
et al. [26] utilized a quarantine method to limit the in-
teraction between vulnerable nodes in MMS networks. Zhu
et al. [8] considered that the core nodes in social networks
should be immunized first, but this method ignores the
transmission route of the worm via the Bluetooth interface,
so the worm still has an opportunity to quickly forward.
Moreover, the algorithm needs the number of clusters k,
which is incognizable for social networks in advance. Zhao
et al. [27] integrated the centralized and decentralized patch
distribution strategy by constructing a new network layer
model. Yang and Yang [28] proposed an evaluation
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the SINs and GINs

Infection ripple on the GINs
Infections via the SINs

Figure 1: +e hybrid spreading behavior of the mobile Internet
worm.
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framework for testing patch distribution efficiency. +e key
to long-range worm containment is to identify the area of
high-speed infection. +e latest research studies tend to use
community detection [9, 29, 30] and social influence analysis
[31, 32] to solve this problem.

+e above studies have made remarkable progress in the
field of SINs and GINs worm containment, respectively.
However, hybrid worm containment on the mobile Internet
is still an open issue.+e contribution of this study is that we
formalized the propagation equation of the hybrid worm
and proposed a worm containment scheme based on the
mesoscopic analysis. Different from the flooding patching
strategy, we preferentially distribute patches to the high-
impact nodes in the network and establish a link between
historical communication records and security predictions
through Bayesian inference.

3. Propagation Dynamics of the Hybrid Worm

Susceptible infected recovered (SIR) model is used to
measure the propagation dynamics of contagions within a
population under contact infections in epidemiological
theory [33]. Inspired by [2], we propose the hybrid-SIR
model to depict the propagation characteristics of the hybrid
worm by changing the propagation criteria of the SIRmodel.

Let S(t), I(t), and R(t) represent the number of sus-
ceptible, infected, and recovered nodes at time t, re-
spectively. J(t) � I(t) + R(t) calculates the number of
infected nodes including immune. Let β, c, and N, re-
spectively, represent the infection rate, the recovery rate, and
the total number of nodes, then the differential equations of
the SIR model are given by

dJ(t)

dt
� βJ(t)[N − J(t)],

J(t) � N − S(t),

dR(t)

dt
� cI(t).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

For our hybrid-SIR model, all of the interactions be-
tween smartphones derive from the SINs and the GINs. Let
ISINs(t) and IGINs(t), respectively, represent the number of
infections via the SINs and the GINs at time t. I(t) �

ISINs(t)+ IGINs(t) calculates the total number of infected
nodes at time t. S(t) denotes the total number of susceptible
nodes at time t. +en, we have

ISINs(t) + IGINs(t) + S(t) � N,

dI(t)

dt
�
dISINs(t)

dt
+
dIGINs(t)

dt
.

(2)

When an infected smartphone intends to propagate the
worm through the SINs, it behaves like a traditional SMS
virus which sends messages to the one found in the local
contact list (reflected in the degree of nodes). Let βSINs
denote the probability of the worm being activated, ηSINs
denote the average degree of nodes in the SINs, the number

of susceptible nodes neighboring a start point equals to
ηSINsβSINs, and the total number of susceptible nodes is thus
given by

S′(t) � S(t)
ηSINsβSINs

N
I(t). (3)

Based on equation (3), the equation that depicts the
dynamics of infected nodes in the SINs with time is

dISINs(t)

dt
� β2SINs

ηSINsS(t)

N
I
2
(t) − c′I(t), (4)

where c′ denotes the recovery rate by means of sending
patches.

When an infected device tries to propagate the worm
through the GINs, it first detects all adjacent neighbors
(related to population density) within its propagation range
R. We assume that the smartphones are distributed with
density ρ, then the average amount of accessible smart-
phones ηGINs equals to ρπR2.

At the new time step, only the infected smartphone that
lies on the circumference of the infection ripple has the
chance to exchange messages with the susceptible smart-
phones and therefore have the possibility to infect them,
while the smartphones located in the interior of the infection
ripple are not contributing to further spatial infections (that
part of nodes are immune or still under infection).

Let F′(t) and F(t) represent the number of smartphones
lies on and lies within the circumference of the ripple, re-
spectively; the infected dynamics of the periphery nodes with
the incremental infected radius r(t) is described as

F′(t) � F(t) − ρπ(r(t) − R)
2
. (5)

Here, r(t) − R calculates the radius of the infection ripple
at time t − 1. We have F(t) � ρπr2(t) based on the fact that
the number of nodes inside the infection ripple is the sum of
neighbors of the center node. +us, equation (5) can be
simplified into

F′(t) � 2R
���
ρπ

√ ����
F(t)

􏽰
− ηGIN. (6)

We assume that the spatial infection ripple of a start
node is generated at time r′ and achieves the current in-
fection status F(r′+ s′) after the duration of s′. +en, the
incremental infection at time r′+ s′ is

F′ r′, s′( 􏼁 � βGINs
2ηGINs 2R

���ρπ√
�������

F r′, s′( 􏼁

􏽱

− ηGINs􏼒 􏼓
2

3N
S r′ + s′( 􏼁.

(7)

After simplification, we have

F′ r′, s′( 􏼁 � βGINs
2η2GINs c

�������

F r′, s′( 􏼁

􏽱

− 1􏼒 􏼓
2

3N
S r′ + s′( 􏼁.

(8)

In equations (7) and (8), 2/3N indicates that for each
smartphone that lies on the circumference of the ripple (e.g.,
the node v in Figure 2), approximately two-thirds of its
neighbors outside the ripple are susceptible. βGINs denotes
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the probability of a GIN worm being activated in the sus-
ceptible device. c � 2/R(ρπ)1/2 is the proportionality con-
stant [34]. +e incremental infection of all infection ripples
at time t is thus given by

dIGINs(t)

dt
� 􏽚

t

0
ISINs′ (s)F′(s, t − s)ds. (9)

It means that ISINs dominates the spatial infections of the
worm. In other words, there are ISINs′ (s) infected phones
emerging at time s and each one approximately contributes
F′(s, t − s) incremental infection at time t.

We roughly verified the propagation performance of the
worm via the SINs, the GINs, and the hybrid mode based on
the proposed model. Two parameter settings are considered:
one is ρGINs � 0.75, βSINs � βGINs � 0.1, and ηGIN � ηSIN � 6;
the other is ρGINs � 0.85, βSINs � βGINs � 0.1, and ηGINs �

ηSINs � 10. Simulation results in Figure 3 indicate that with
the increasing number of smartphone’s neighbors (ηGINs �

ηSINs � 10), the hybrid model greatly enhances the power of
worm infection and brings considerable challenges to the
worm containment task.

4. Containment Scheme of the Hybrid Worm

In this section, we present the framework of CC2 (shown in
Figure 4) and demonstrate the basic idea of the system. +e
system consists of five units. On the top, it starts with the
Online Community Manager. In social networks, messages
from close friends have a higher probability of being received
and further opened.+us, the infection rate βSINs in equation
(4) basically equals to one. We cannot expect the recovery
rate c′ to be increased, as the mobile operator requires
necessarily time to detect worm and code patches. Also,
directly modifying ηSINs is unrealistic. However, reducing
the average degree of nodes is seeking the sparse repre-
sentation of the network. Online Community Manager
maintains a set of community structures [35], in which
nodes are closer to each other than anyone else outside the
community. In this light, if the nodes are mapped to the

communities, the propagation speed of the worm can be
significantly reduced at the mesoscopic level during the
exponential growth phase.

node monitor is used to monitor the infection status of
nodes, and generate guard nodes lies on the periphery of each
community. Once the worm has been found on the network,
the system starts generating the worm signature and delivers
it to the guard nodes through a data transmitter. If a guard
node receives the worm signature before it is infected, it will
become immune to the worm. As a result, the worm prop-
agation can be blocked since any malicious message has to go
through the guard nodes to reach the adjacent communities.

All the information about the nodes is gathered in the
information collector and provides the evidence for the
security evaluator. +e purpose of security evaluation is to
prevent the worm from spreading across communities
through location-based infections. For those users with high
activity and poor security, we randomly reject the com-
munication with them until their security consciousness is
improved. +is scheme will reduce ηGINs in equation (8) to
some extent, while βGINs in the equation is intractable since it
describes the density of the population in real space. +e
output of the security evaluator also guides the community
detection process, ensuring security within the community.
Section 5 describes more details of CC2.

5. System Description

5.1. Online Community Manager. Community detection in
this component consists of three steps: security evaluation,
label propagation [36], and overlapping community com-
bination. Note that we do not intend to detect “high-quality”
partitions (i.e., with higher modularity [37]), but to detect a
reasonable structure with higher density and internal for-
warding efficiency. We use label propagation (LP) algorithm
to simulate the process of nodes receiving neighbor mes-
sages. In the algorithm, if a sender satisfies the following
conditions, the label he delivers is more likely to be accepted:
(1) enough security; (2) with coercive power.

For condition 1, we first analyze the communication
security of nodes on the SINs (marked as TSINs) and estimate
the probability of secure communication θ with the Bayesian
formula as follows:

P(θ | x) �
f(x | θ)P(θ)

􏽚
Θ

f(x | θ)P(θ)dθ
.

(10)

Let a denote the number of secure communications
between node i and its neighbors in n communications
(marked as normal in Figure 4), and b � n − a calculates the
number of insecure communications in the same situation
(marked as infected in Figure 4). Before inference, we as-
sume that the probability of secure communication θ follows
uniform distribution Uni(0, 1), which means P(θ) � 1,
θ ∈ (0, 1). Estimating communication security is a binomial
experiment Bin(n, p), so the likelihood of a out of n
communications being normal is

Susceptible

v

u
Infected

Figure 2: Infections outside the ripple.
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f(x | θ) �
n

k
􏼠 􏼡θx

(1 − θ)
n− x

. (11)

Substituting (equation (11)) into (equation (10)), we
have

P(θ | x) �

n

k
􏼠 􏼡θx(1 − θ)n− x

􏽒
1
0

n

k
􏼠 􏼡θx(1 − θ)n− xdθ

�
θx(1 − θ)n− x

􏽒
1
0 θ

x(1 − θ)n− xdθ
.

(12)

Given that for any real number α and β, the beta function
satisfies

B(α, β) � 􏽚
1

0
x
α− 1

(1 − x)
β− 1dx. (13)

Let x � a and n − x � b, respectively, represent the
number of normal and infected communications, then we
have

P(θ | x) �
θa(1 − θ)b

􏽒
1
0 θ

a+1(1 − θ)b+1dθ

�
θa(1 − θ)b

B(a + 1, b + 1)
.

(14)

Equation (14) indicates that the communication security
of node i follows beta distribution with parameters a+ 1 and
b + 1, and its expectation is

E(Θ) �
a + 1

a + b + 2
. (15)

According to the law of large numbers, we have
TSINs(i) � E(Θ). It seems that frequent sending of secure
messages is an indication of reliable communication. +is
conclusion, however, does not consider the security of the
adjacent environment. We define the user’s security eval-
uation function as

se(i) � TSINs(i) × exp −
1
di

􏽘
j∈η(i)

TSINs(j)⎛⎝ ⎞⎠. (16)

Here, di denotes the degree of node i. In equation (16),
the multiplier represents the security of the adjacent envi-
ronment. It can be found that when the adjacent

0 10 20 30 40 50 60
0

0.2

0.4

0.6

0.8

1
In

fe
ct

io
n 

ra
te

Time point

Hybrid
SINs only
GINs only

(a)

Hybrid
SINs only
GINs only

0 10 20 30 40 50 60
0

0.2

0.4

0.6

0.8

1

In
fe

ct
io

n 
ra

te

Time point

(b)

Figure 3: Propagation performance of the worm spreading via the SINs, the GINs, and the hybrid mode: (a) GINs� 0.75 and ηGINs � ηSINs �

6 and (b) GINs� 0.85 and _ηGINs � ηSINs � 10.

Online Community Manager

GINs feedback Credibility

Security
evaluator

Calibrating

PatchingNode
monitor

Information
collector

Data
transmitter

Infected

Normal

bij

aij

-- Security log
-- Link frequency
-- GPS data

SINs containment

Figure 4: System framework of CC2.

Complexity 5



environment is insecure and the user can still send secure
messages with higher probability, the user is considered to be
relatively reliable.

Similarly, we can define the likelihood of node i sending
insecure messages as uTSINs(i) � 1 − TSINs(i). For condition
2, if the malicious message sent by a user does not signif-
icantly change the security of the adjacent environment, the
coercive power (cp) of the user is weak. We define this
condition in equation (17), which measures the probability
of a security-conscious user receiving a malicious message:

cp(i) � uTSINs(i) × 1 − exp
1
di

􏽘
j∈η(i)

(se(j) − 1)⎛⎝ ⎞⎠⎛⎝ ⎞⎠.

(17)

Based on equations (16) and (17), the transition prob-
ability of messages (whether secure or not) sent by node i on
the SINs is defined as soc(i) � max se(i),{ cp(i)}. Combined
with the security evaluation result geo(i) (equation (27)
submitted by the GINs feedback unit, the transition prob-
ability of the community label held by node i is defined as

L(i) �
max soc(i), geo(i)􏼈 􏼉

1 +|soc(i) − geo(i)|
. (18)

We modify the propagation and acceptance criteria of
the LP process and propose a security-based label propa-
gation (SLP) algorithm based on equation (18); the pseu-
docode is described in Algorithm 1.

+e output of Algorithm 1 is a set of overlapping
communities, as each node is allowed to have multiple
community labels in Step 5. However, this will increase the
bandwidth cost of the network, as the more the number of
communities, the more the number of guard nodes needs to
be monitored. +erefore, we need to execute a merging
program to reduce structure redundancy. We define the
structure stability of community C as

ss(C) �
1

|C| − 1
􏽘
i∈C

1
|C|

|η(i)|⎛⎝ ⎞⎠ × 􏽘
i∈C

1
|C|

L(i). (19)

Equation (19) measures the tradeoff between structure
density and security. What we need to evaluate is whether
the overlapping part provides significant stability for the
entire community. In our method, any two communities CA,

CB ∈ C can be merged if ss(CA ∩ CB)≥min(ss(CA),

ss(CB)). Note that the merging program also provides a way
to detect dynamic communities. Given a network G, an
initial community structure C, and an incremental update
ΔG, we have

SLP(G∪ΔG) � Merge(C, SLP(ΔG)). (20)

Equation (20) indicates that when the network changes,
we only need to execute the SLP algorithm on the newly
added nodes in the local environment and then run the
merging program to avoid repetitive computation of the
existing results. Figure 5 shows a three-step example of the
SLP process. Each node chooses to join a security sub-
structure based on the observed contact history. In the

algorithm, the label in iteration t is always based on its
neighboring labels in iteration t − 1 to avoid the oscillations
of labels [36].

5.2.DataTransmitter. +e function of the data transmitter is
twofold: (1) construct the forwarding strategy of worm
signature and (2) select the guard nodes (the initial delivery
node set). When the worm is found in the network, the data
transmitter will send the worm signature to the network
operations center (NOC) and then distribute it to each
network node. Flooding is a possible forwarding strategy.
However, this will bring enormous bandwidth costs and
influence normal network communications. Besides, the
flooding method considers that all the network nodes have
the same delivery priority, and the forwarding capability is
weak. We propose a new function to calculate the for-
warding capability of nodes, which is described as follows:

φ(i) �
1
n

􏽘

n

j�1
L(j) × exp −

1
2
hij􏼒 􏼓

2
􏼠 􏼡. (21)

Here, hij denotes the hops between node i and node j.
Equation (21) shows that the delivery priority of nodes
depends on the security and coercive power of its neighbors
within 2-hops. +e start points of the delivery process in-
clude the overlapping nodes and the endpoints of links
between communities. +is setting will ensure community
quarantine [38] as early as possible and prevent worms from
spreading across communities. Algorithm 2 describes the
pseudocode of the data transmitter.

5.3. Security Evaluator. In the GINs feedback unit, the se-
curity evaluator is an essential component which is designed
to perform community quarantine procedure and provide
security evaluation results for short-range data transmission.
Different from social applications, there is not enough ev-
idence to use the Bayesian formula to deduce the com-
munication security of users since short-range interfaces are
not used frequently in practice. However, this will not
prevent the use of Bayesian thoughts in this component.

Let aij
′ and bij

′ � n − aij
′ , respectively, represent the

number of normal and infected communications that node i
receives from its neighbor j in n rounds. Based on the
observed security history, node i will calculate the com-
munication security between neighbor j as

csi,j �
ai,j

ai,j + bi,j

. (22)

When there is no supervision record, the initial value of
both ai, j and bi, j equals to one. Equation (22) is unlikely to
provide a reliable security calculation directly when the
sample is insufficient. To solve this problem, we design an
uncertainty computing function ucij, which is defined as

uci,j �
min ai,j, bi,j􏽮 􏽯

max2 ai,j, bi,j􏽮 􏽯
. (23)
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In equation (23), when ai, j or bi, j dominates, the value
of uci, j declines, which indicates that the security of the next
communication will be more predictable. Based on equa-
tions (22) and (23), the revised communication security rsij

can be defined as

rsi,j � csi,j 1 − uci,j􏼐 􏼑. (24)

Another parameter that needs to be considered in the
security evaluator is the interaction frequency, which is
measured in this paper as the regularity of interaction. We
present the concept of circulation connections. As shown
in the dashed box in Figure 6, the communication interval
can be regarded as continuous communication. Let ncont
and ncycle, respectively, represent the number of continuous
and circulation connections in a sliding window of size ws,
then the interaction frequency qij is thus given by

qi,j �
ncont + ncycle

ws
. (25)

In the four cases shown in Figure 6, qi, j equals to 0.9,
0.8, 0.2, and 0, respectively.+e first two cases show strong

regularity, which probably comes from close friends.
While the latter two cases with a low qi, j could be the
contact history from acquaintances or strangers. From a
statistical point of view, a low communication frequency
will not provide sufficient evidence to support the com-
munication security evaluation. For example, when rsij �

0.9 and qij � 0.1, rsij should be punished appropriately;
when rsij � 0.1 and qij � 0.1, rsij should be gained slightly.
We define the communication security of arc (i, j) on the
GINs as

TGINs(i, j) � rsij + ε 1 − qij􏼐 􏼑 × soc(j). (26)

Here, ε � exp(− rsij) − rsij is used to decide whether the
security should be gained or punished and the regulation
threshold is approximately equal to 0.5671. When qij � 0, we
have rsij � 0. In this case, we use soc(j) to give a reference
value to the GINs security evaluation. Based on equation
(26), the security evaluation result of node i in the GINs can
be defined as

geo(i) �
1

|η(i)|
􏽘

j∈η(i)

TGINs(j, i). (27)
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Figure 5: A simple simulation of the SLP process. +e numbers in parentheses represent the number of normal and infected com-
munications in turn.

Require:
Contact history from information collector;

Ensure:
Community structure C � C1,􏼈 C2, . . .};
Step 1. Initialize the community label. Each node i in graph G contains a feature vector vect(i) � 􏼈l1,􏼈 b1 × L(i)􏼉, l2,􏼈 b2 × L(i)􏼉, . . . 􏼉,
where l represents the community label, b represents the belonging degree, L represents the transition probability of l, t represents the
number of iterations. For example, the feature pair of i is vec0(i) � i,{ 1 × L(i)} means the initial label of node i is itself and the
belonging degree equals to one;
Step 2. Set t � 1;
Step 3. Arrange each i ∈ G in a random order and assign them to V;
Step 4. For each i ∈ V, j ∈ η(i), calculate the belonging degree of the adjacent community label lx as bt(lx) �

(1/|lx|)􏽐lx∈vect(j)(bx × L(j));
Step 5. For each i ∈ V, if exists by ∈ vect(i) s.t. by < bt(lx), then replace by with bx, and remain L(i) unchanged. Else stop and jump to
Final;
Step 6. Set t � t + 1 and go to Step 3;
Final.

ALGORITHM 1: Security-based label propagation algorithm.
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Algorithm 3 describes our idea on community quar-
antine. For node i ∈ V, j ∈ η(i), if i has not received any
worm signature, i will reject j’s messages with a certain
probability by using equation (26). Considering channel
utilization, we first perform the algorithm on users who are
located in different communities but geographically adjacent
(i.e., within 30m [39]). Next, these users will broadcast
quarantine notification to other community members to
achieve global synchronization.

Here, uTGINs(i, j) � 1 − TGINs(i, j). We use counter
cnt(i, j) to record the number of consecutive messages on
arc (j, i) and increase the rejection probability PR with cnt(i,

j) grows.

5.4. Complexity Analysis. +e computation complexity of
CC2 mainly consists of three parts: (1) community detection
and combination in Online Community Manager; (2) for-
warding capability calculation in Algorithm 2; and (3) se-
curity evaluation in Algorithm 3.

For the first part, the time complexity of Algorithm 1 is
O(|vec|(m + n)) [40], m is the number of edges, n is the
number of nodes, and |vec| is the average number of
communities per node. +e time complexity of the merging
process is O(dc|C|), where dc represents the average degree
of communities and |C| is the number of communities.

For each community Ci ∈ C, we have

|C|< navg|C| � 􏽘
Ci∈C

Ci

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌, (28)

where navg represents the average number of nodes in the
community. +e SLP algorithm guarantees that each node is
at least located in one community, therefore

􏽘
Ci∈C

Ci

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 � n + 􏽘

i<j
Ci ∩Cj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (29)

It is quite clear that |Ci ∩Cj|< n. Let davg represent the
average degree of nodes, then we have

􏽘
i<j

Ci ∩Cj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌< ndavg <m. (30)

Based on equations (27)–(30), we have O(dc|C|) �

O(dc(m+ n)). Since dc < |vec|, the time complexity of the
first part is O(|vec|(m + n)). For the adaptive procedure
(equation (20)), the time complexity of the SLP process and
merging process is O(|vec|(ΔG + n) + |C|(ΔG + n)) �

O(|vec|(ΔG + n)), where ΔG represents the incremental
update of the network.

For part 2 and part 3, the time complexity is O(davgn) +

O(|ws|davgn) � O(|ws|davgn), where ws is the size of the
sliding window. We use the KMP algorithm to match cir-
culation connections in the window, and the time com-
plexity is O(ws). For the adaptive procedure, the time
complexity of part 2 and part 3 is O(nΔG) + O(|ws|nΔG) �

O(|ws|nΔG).
In CC2, all the components are executed sequentially;

therefore, the time complexity of the initial phase is
O(|vec|m + |ws|davgn). For the adaptive procedure, the time
complexity is O((|vec| + |ws|ΔG)n). Note that in the above
analysis, we assume that the system confronts extreme
conditions (e.g., we assume that the newly added nodes link
to all the existing nodes). In practice, the execution time of
CC2 will be shorter.

6. Experiments and Analyses

In this section, we will present and discuss the experiments
of CC2 on two different kinds of real-world traces including
the MIT Reality (consists of students and faculty in the MIT
Media Laboratory) (http://crawdad.org/mit/reality) and the
Haggle Project (conducted for four days during INFOCOM

Require:
Graph G � (V, E); community structure C � (C1, C2, . . .);

Ensure:
Guard nodes VG; signature propagation;
Step 1. Initialize VG. For each Ca, Cb ∈ C do VG⟵ i | i ∈ Ca ∩Cb􏼈 􏼉, VG⟵ i,{ j | i ∈ Ca, j ∈ Cb, (i, j) ∈ E};
Step 2. For each i ∈ VG, initialize the worm signature from the NOC in i’s buffer as ω(i) � ω1(i),􏼈 ω2(i), . . . 􏼉; set initial token τ in i’s
buffer;
Step 3. For each i ∈ G, j ∈ η(i), if exists τ in i’s buffer and j’s buffer is null then duplicate and deliver ω(i) to node j; if exists j s.t.
φ(j)≥φ(i) then duplicate and deliver token τ to node j;
Step 4. If all nodes have received the worm signature, then stop and jump to Final. Else go to Step 3;
Final.

ALGORITHM 2: Data transmitter.
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Figure 6: Interaction frequency between node i and j in a sliding
window of size 10 time units.
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2006 in Barcelona) (http://crawdad.org/cambridge/haggle).
In both datasets, Bluetooth contacts, phone call records, and
users’ locations were provided to construct the GINs and the
SINs layer, respectively. Each Bluetooth contact includes the
start time, end time, and the IDs of nodes. Each phone call
record includes call logs, cell tower IDs, application usage,
and phone status (such as charging and idle).

For each round of the simulation, a portion (default
35%) of the dataset was used as the contact history (in-
cluding normal and infected communications). At the very
beginning, we randomly chose 0.05% of the nodes as the seed
set of worm sources to initiate the infection.+e propagation
of the malicious message follows the hybrid propagation
model proposed in Section 3. In the model, the recovery rate
is c′ � 0.05 and the probability of a node sending messages
to acquaintances (its top 10 neighbors) in the SINs and the
GINs is set to 0.2 and 0.05, respectively and to strangers is set
to 0.05 and 0.01, respectively. +e activation probability of
the worm is set to 0.95 (from acquaintances) and 0.05 (from
strangers) without running any coping scheme. To avoid
flooding broadcast, each infected node attempts to attack its
neighbor nodes only once.

6.1. >e Analysis on Community Quality. In this section, we
test the quality of the community structure generated by the
SLP algorithm (Algorithm 1) in terms of the average
community size (marked as ACS), the number of detected
communities (marked as #Communities), the structure
stability of community structure (equation (19) marked as
SS), the EQ function, and the execution time. +e EQ
function proposed by Shen et al. [41] is widely used in
evaluating overlapping communities, which is described in
the following equation:

EQ �
1
D

􏽘
i

􏽘
v∈Ci,w∈Ci

1
OvOw

Avw −
dvdw

D
􏼢 􏼣, (31)

where dv is the degree of node v, D � 􏽐vwAvw is the total
degree of the network nodes, Avw is the element of the
adjacency matrix of the network, Ov is the number of
communities which the node v belongs to, and Ci is the i-th
community in the network. +e comparison algorithms
include COPRA [40] (based on label propagation), EAGLE

[41] (high-performance overlapping detection algorithm),
and A3CS [42] (detecting dynamic community structure).
We perform the algorithms mentioned above in Haggle and
MIT Reality, respectively, and the experiment results are
covered in Tables 1 and 2.

In both datasets, the SLP algorithm makes more num-
bers of communities (10 and 16, respectively) and smaller
size of communities (8 and 6, respectively) than others,
which means that the detected communities are more
granular. When this feature is applied to Algorithm 2, CC2

will have more opportunities to find high-impact nodes in
the local environment and thereby will increase the per-
formance of worm containment and the efficiency of
sending patches. +e EQ value of the SLP algorithm (0.439
and 0.441, respectively) is slightly lower than that of COPRA
and EAGLE. As we discussed in Section 5, the SLP algorithm
is not aiming to find high “modularity” partitions [37], but to
find communities with higher security awareness inside. So
the structure stability (SS score) of SLP (0.486 and 0.533,
respectively) is stronger than the other three algorithms. In
terms of the execution time, SLP (1.132 and 1.296, re-
spectively) is slightly slower than COPRA and faster than
EAGLE and A3CS, which is in line with the online com-
munity monitoring task.

6.2. >e Performance of SINs Containment Unit. +e test in
this sectionmainly considers three scenarios: (1) turn on and
off the GINs feedback unit to demonstrate the performance
of the SINs containment unit; (2) replace the SLP algorithm
with COPRA, EAGLE, and A3CS to verify the performance
of the Online Community Manager in the SINs containment
unit; and (3) compare with three community-based coping
strategies, including Member [30], I2C [29], and TC-based
[9]. We primarily focus on the infected ratio which is re-
flected in the proportion of nodes infected by the worm.

In Figure 7, the line graph marked as “no coping” depicts
the infected ratio of worms with time without any coping
scheme, which can be used as the benchmark in comparison.
When the GINs feedback unit is turned off, the performance
of CC2 is slightly better than Member and I2C and better
than COPRA, EAGLE, and A3CS due to the higher security
within the community structure. CC2 performs significantly
when the GINs feedback unit is turned on, primarily because

Require:
G � (V, E); C � C1,􏼈 C2, . . . 􏼉; TGINs(i, j);

Ensure:
Community quarantine;
Step 1. VQ⟵ i,{ j | i, j ∈ V; vec(i)∩ vec(j) � ∅; distance(i, j)< 30m};
Step 2. For each i ∈ VQ, j ∈ V, if ω(i) � ∅, i will reject the messages from j (except ω(j)) with probability PR(i, j) � uTGINs(i, j)/
1 − cnt(i, j) × uTGINs(i, j);
Step 3. For each i ∈ VQ, i broadcasts quarantine notification to node j | vec(i)∩ vec(j)≠∅􏼈 􏼉, j will reject messages from other
communities with probability PR;
Step 4. For each i ∈ V, if ω(i)≠∅, then stop and jump to Final. Else go to Step 3;
Final.

ALGORITHM 3: Community quarantine.

Complexity 9
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it decreases worm propagation across communities when
the user’s location is adjacent. When the recovery rate c′ �
5%, CC2 can constrain the further spread of worms around
30 time units and control the final infected ratio at 22.5%
(Haggle) and 12.2% (MIT Reality) at 70 time units. We can
find that at the mesoscopic level, the smaller the group size,
the higher the internal security of the group, and the better
the worm containment performance. Besides, the commu-
nity quarantine strategy significantly improves the effect of
worm containment, approximately equal to the difference
between GINs ON and GINs OFF.

6.3.>e Performance of GINs Feedback Unit. In this section,
the SINs containment unit is turned on and off to

demonstrate the performance of the security evaluator in the
GINs feedback unit. +e comparison methods include (1) a
distributed local detection-based scheme [4] (marked as
distributed), (2) a proximity signature forwarding-based
scheme [4] (marked as proximity), (3) a Bluetooth-based
malware coping scheme [21] (marked as hierarchical), (4) a
pruning-based proximity malware coping scheme [15]
(marked as K-distance), (5) a community-based proximity
malware coping scheme [5] (marked as centralized), (6) a
social network-based patching scheme [8] (marked as so-
cializing), and (7) TC-based (performs well in the former
test). +e first four methods primary focus on the GINs
worm containment task, while the latter three to contain the
propagation of the worm on the SINs. We keep the relevant

Table 1: +e comparison of the four community detection algorithms on Haggle.

Algorithms #Communities ACS EQ SS Execution time
COPRA 8 10 0.445 0.450 0.923
EAGLE 5 16 0.472 0.476 1.521
A3CS 6 13 0.423 0.434 1.296
SLP 10 8 0.439 0.486 1.132

Table 2: +e comparison of the four community detection algorithms on MIT Reality.

Algorithms #Communities ACS EQ SS Execution time
COPRA 12 8 0.458 0.502 1.103
EAGLE 8 13 0.477 0.528 1.618
A3CS 11 9 0.436 0.478 1.425
SLP 16 6 0.441 0.533 1.296
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Figure 7: Performance comparison of long-range coping schemes on Haggle (a) and MIT Reality (b).
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parameters as well as the original literature setting for
comparison convenience.

Figure 8 gives the experiment results. In contrast to
Figure 7, the performance of SINs OFF is weaker than GINs
OFF, which indicates that the high-speed infection of worm
relies on the community structure. +e comparison with the
other seven methods confirms this conclusion, the scheme
using social relationships (centralize, socialize, and TC-
based) is superior in performance to the scheme using
geographic location (distribute, proximity, K-distance, and
hierarchical). We also noted that the patching strategy is an
effective way to control worms (proximity, centralize, and
socialize), and its performance is much higher than that of
the structure-based control methods (distribute, K-distance,
and hierarchical). On the whole, SINs ON performs better
than other methods with an average reduction of 14.4%
(Haggle) and 5.9% (MIT Reality) in terms of the infected
ratio. Another observation is that although the propagation
speed of the GINs worm is slow, ignoring the GINs feedback
unit, however, will significantly reduce the containment
performance, which is approximately equal to the difference
between TC-based and SINs ON.

6.4. >e Comparison on Worm Containment Capability.
+is section mainly contains three series of experiments.
First, we do tests on the percentage of patched nodes, which
is defined as the average number of signatures forwarded in
the network. Comparing Figures 8 and 9, we can see that
CC2 only needs to deliver 20.9% (Haggle) and 16.7% (MIT
Reality) network nodes to control the infected ratio at 22.5%

(Haggle) and 12.2% (MIT Reality). With the same patching
ratio, proximity, centralize, socialize, and TC-based can only
control the infected ratio around 60.4%, 41.3%, 40.5%, and
35.4% (Haggle) and 31.7%, 24.7%, 21.8%, and 19.2% (MIT
Reality), respectively. Distribute does not need to deliver
patches, but it also loses the chance to be immune to worms.
As a result, the performance of distribute is only slightly
better than “no coping” in Figure 8.

In the experiment shown in Figure 9, the start points of
the worm signature are automatically generated by Algo-
rithm 2 and grow gradually with time. Next, we manually set
the initial immunization ratio (percentage of patched nodes)
from 0% to 5% (preferential the guard nodes) and verify the
infected ratio at 70 time units. We use a patching threshold μ
(initially infected ratio) to decide when to initiate the
patching process. +e experiments are conducted with
μ� 5%, 10%, 15%, and 20% (beyond 20%, the worm becomes
uncontrollable), and the results are described in Figures 10
and 11.

In both cases, CC2 performs better than the other three
containment schemes under the same patching cost. For
example, CC2 is 20.1%, 13.2%, 10.2%, and 7.7% higher than
proximity, centralize, socialize, and TC-based on Haggle
networks when μ� 5%. +is advantage is even more pro-
nounced when μ� 20%, with the gap becoming 35.7%,
16.1%, 12.1%, and 10.4%, respectively.We also conclude four
observations: (1) the later the worm is discovered (i.e., the
higher the threshold μ is), the more difficult it is to control;
(2) the control of the worm is proportional to network
sparsity; (3) increasing the delivery priority of high-impact
nodes can significantly improve worm containment
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Figure 8: Performance comparison of short-range coping schemes on Haggle (a) and MIT Reality (b).
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Figure 9: Performance comparison of the percentage of patched nodes on Haggle (a) and MIT Reality (b).
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Figure 10: Continued.
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Figure 11: Continued.
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Figure 10: Performance comparison of different patching strategy on the Haggle network with an initially infection ratio μ � 5% (a), 10%
(b), 15% (c), and 20% (d), respectively.
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Figure 11: Performance comparison of different patching strategy on the MIT Reality network with an initially infected ratio μ � 5%
(a), 10% (b), 15% (c), and 20% (d), respectively.
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Figure 12: Continued.
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Figure 12: Performance comparison of different coping scheme with 5% patching nodes on the Haggle network with initially infected ratio
μ � 5% (a), 10% (b), 15% (c), and 20% (d), respectively.
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Figure 13: Continued.
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performance; and (4) when a critical point is reached (such
as 2.5% and 1.5% in Figures 10 and 11 when μ� 5%), further
increasing the number of patched nodes will not effectively
reduce the infected ratio.

+e third experiment in this part verified the infected
ratio with time when μ � 5%, 10%, 15%, and 20%. +e
comparison methods include (1) random patching (repeated
100 times for consistency), (2) centralize (short-range
containment), (3) socialize (long-range containment), and
(4) TC-based (community-based coping scheme). To make

the results more explicit, we set the initial percentage of
patched nodes to 5% (performs well in the previous sim-
ulation), and the results are shown in Figures 12 and 13.

During the experiment, the random patching strategy is
not sufficient to control the spread of worms. Even for the
MIT Reality dataset with a sparse topology, the infected ratio
eventually stabilized at 79.1% (around 70 time units). For the
Haggle dataset, the value rises to 89.1% (around 80 time
units). As expected, the later the worm is discovered, the
higher the infected ratio. In essence, the worm signature is
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Figure 13: Performance comparison of different coping scheme with 5% patching nodes on the MIT Reality network with initially infected
ratio μ � 5% (a), 10% (b), 15% (c), and 20% (d), respectively.
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Figure 14: Percentage of rejections with initially infected ratio μ � 5%, 10%, 15%, and 20%: Haggle (a) and MT Reality (b).
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“racing” against the worm. If the worm signature “runs”
faster, the containment performance will be better. On both
datasets, when μ≤15%, centralize, socialize, TC-based, and
CC2 can control the infected ratio below 50% (around 40
time units). +e reason is that the active containment
scheme delivers the worm signatures in parallel, while the
worm can only randomlymove around.When μ � 20%, only
CC2 can effectively control the further spread of the worm
and the network reaches a stable state around 50 time units.

6.5. >e Analysis on Rejection and Immunization Number.
Finally, we briefly analyze the immunization and rejection
strategies of CC2. We focus on the percentage of rejections
and immunizations with initial infected ratio μ � 5%, 10%,

15%, and 20% during the iteration. +e results are shown in
Figures 14 and 15. On average, the number of immunizations
is higher than the number of rejections, suggesting that the
immunization strategy dominates the worm containment
process. +is conclusion will be more conspicuous when the
link density becomes larger (i.e., the Haggle network).We also
noticed that when the number of immunizations and re-
jections decayed from the peak, the infected ratio is still at a
high rate of growth (compared to Figures 12 and 13), which is
related to the two-stage propagation pattern of the worm.+e
first stage is the “strong-link infection” of top ten mutual
friends, which makes the number of attacks reach its peak
quickly. +e second stage is the “weak-link infection” of
nontop ten friends. In this mode, the probability of a node
being infected is proportional to the degree of the node. Once
a high-degree node is infected, it triggers a broader range of
secondary infections, which continues to increase the infected
ratio. From this perspective, the idea of priority immunization
against high-impact nodes is practical and has certain

performance advantages. Besides, the immunization strategy
does not affect the normal communication of the network
(e.g., the peak is 21.3% and 17.1%when μ � 20% in Figure 14),
which ensures the channel utilization of the network to a
certain extent.

7. Conclusion

+is paper models the spreading dynamics of the hybrid
worm and propose several designs for worm containment on
the mobile Internet. First, we identify the community
structure of the network and control the long-range in-
fection by immunizing the guard nodes that lie on the
periphery of each community. Second, a worm signature
distribution scheme is presented to quickly deliver each
signature to all nodes to prevent the worm from spreading
out to a larger population. +ird, we design a security
evaluation method to help users make favorable decisions
when exchanging data using short-range transmission
interfaces.

Experimental results show that the key to SINs worm
containment is to identify high-impact nodes in the network
accurately. Besides, although the GINs worm spread slowly,
it can significantly improve the propagation performance of
hybrid infections. +e method has high performance and
efficiency in the location-based social networks. Subsequent
research will focus on the multilayer network worm con-
tainment task to achieve an accurate perception of the real
world.

Data Availability

+e data used to support the findings of this study are
available from the corresponding author upon request. +e
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Figure 15: Percentage of immunizations with initially infected ratio μ � 5%, 10%, 15%, and 20%: Haggle (a) and MT Reality (b).
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data can also be downloaded from the URLs given in
Section 6.
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It is urgent to combine knowledge resources with manufacturing business processes to form a knowledge service in the cloud
mode, so as to provide intelligent support for business activities in product development process. ­e main challenge of
knowledge resource service, however, is how to rapidly construct the complex resource service system and respond promptly to
the changeable service requirements in the business process, which is similar to the software system modeling using a component
in software engineering. ­is paper is concerned with an optimal composition framework (OCF) of knowledge resource service,
including service decomposition, component encapsulation, and optimal composition. Firstly, the typical business processes are
decomposed into the dynamic knowledge element (DKE), and all kinds of knowledge resources and service behaviors are
encapsulated into the reusable resource service components (RSC). ­en, a multicomponent optimal composition mathematical
model is presented, which transforms the problem of component composition into a multiobjective optimization problem. On
this basis, a heuristic algorithm with the adaptive mutation probability is introduced to composite the multigranularity service
component dynamically and robustly. Finally, the case of component composition for maintenance resource service is studied and
the simulation results are provided to verify the e�cacy of the proposed model and algorithms.

1. Introduction

In the cloud mode, enterprises have a large number of
knowledge resources such as standards, speci�cations,
methods, and cases. ­erefore, how to reuse the existing
knowledge resources and experience quickly and e�ectively
for product innovation and development has become the key
to improve the competitiveness of enterprises. Although
enterprises have widely implemented and promoted appli-
cation systems such as the product datamanagement and the
enterprise resource management, these systems have not yet
been upgraded to the knowledge service, but also limited to
the traditional data classi�cation storage and retrieval, lack
of interaction with business process activities, resulting in
low reuse rate of knowledge. So, it is urgent to integrate
knowledge with product business process and package them

into a knowledge service, forming a standardized guidance
mechanism, helping users to use knowledge service cor-
rectly, and improving product development e�ciency.

How to provide resource services according to the
characteristics of enterprise knowledge resources in the
cloud mode is an urgent problem to be solved [1, 2]. ­e
purpose of knowledge service is to provide recommended
solutions to users’ knowledge service needs according to
product development process and user identity, which often
requires multiple knowledge resources to work together, that
is, the combination of knowledge services. Speci�cally, in the
process of new product development, on the one hand, they
need to actively recommend various knowledge resources
related to business activities according to task requirements
in the whole manufacturing life cycle and on the other hand,
it is necessary to organize various knowledge resources
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(including parameters, methods, models, and tools) for a
specific function or process in the product development
process and provide them to enterprise users in the form of
services. ,is mode of knowledge resource allocation and use
on demand urgently needs to combine knowledge with
manufacturing business process to form a knowledge service
[3]. Consequently, how to combine knowledge resources with
manufacturing business processes to form a knowledge service
is of great importance for manufacturing industry, which will
promote the transformation of industry from “operation
mode” to “prediction model” [4, 5]. However, the knowledge
service is composed of multiple types of service elements,
including service subject, service object, service behavior,
knowledge resources, involved organizations and their in-
teraction relationship, which is difficult to respond promptly to
the changeable service requirements in business process, that
is, on-demand use of knowledge resources requires an effective
integration method for resources and business process.

Referring to Figure 1, after analyzing the after-sales
maintenance process, it can be divided into five business
activities: fault phenomenon analysis, fault cause judgment,
fault maintenance guidance, service tool push, and main-
tenance evaluation. Each service activity organizes knowl-
edge resources such as documents, specifications, patents,
cases, methods, empirical parameters, optimization models,
and software tools and forms the standardized and curable
resources (parameters, models, tools, and methods) into
independent functional resource service components
through abstraction and encapsulation in these business
processes. ,e knowledge service component encapsulates
the intermediate process and only provides the parameter
interface, for which a knowledge service activity is a dynamic
node of the whole business process, and the output of the
previous knowledge service can generally be used as the
input of the next knowledge service. When users call the
corresponding knowledge services, they only need to
combine and optimize different resource service compo-
nents according to the service requirements to complete the
task efficiently.

,is paper is concerned with service-oriented encap-
sulation of knowledge resources and business process, thus
transforming knowledge into a resource or product and
finally into economic benefits. Following this idea, an op-
timal composition framework (OCF) including service task
decomposition, component encapsulation, and optimal
composition was constructed, where the typical business
processes of the enterprise are sort out, and knowledge such
as tools, methods, and parameters used in typical business
activities can be obtained. On this basis, the task of
knowledge service is decomposed into a series of subtasks
which cannot be subdivided but can be completed by a single
knowledge service. For component encapsulation, all kinds
of standardized and curable knowledge are encapsulated
into different knowledge service components according to
their granularity and reuse rate through a business activity.
For combinatorial optimization, the candidate set of
knowledge services corresponding to each subservice task is
searched in the resource pool and an appropriate knowledge
service is selected to form the possible combinatorial

knowledge services according to the order of tasks. Finally,
according to the given service requirements and constraints,
the most satisfactory service combination is selected from all
possible combinations.

2. Related Work

Knowledge services are transforming from traditional data
classification storage and retrieval to knowledge services in
the cloud mode. ,e construction process mainly includes
knowledge resource modeling, knowledge service searching,
matching, and combination optimization. In this field,
knowledge resource modeling, knowledge service search,
and matching have been of great interests during the past
decades [6]. In particular, the knowledge resources modeling
through multidomain ontology, distributed index, and
service encapsulate has been well recognized. In the sub-
sequent studies, knowledge semantic retrieval [7], extended
algorithm [8], and word segmentation model [9] are used to
propose the knowledge retrieval model that can meet the
goal of innovative design, and the prototype system is built
[10].

In the cloud mode, combination complexity and un-
certainty of the knowledge resources may be unavoidable
due to the complex resource types, the various combination,
or unmeasured quality evaluation that affects the combi-
nation performance. Consequently, how to build and choose
the best service composition scheme is of great importance
for knowledge service design. To address this issue, some
efforts have been advanced to exploit the strategy and al-
gorithm for combination of manufacturing resources and
computing resources. In particular, various well-known
approaches, for example, process oriented service compo-
sition, semantic oriented service composition, and service
composition based on service quality optimization, are
reviewed and compared in terms of performance. It is shown
in [11] that a flexible and light weight workflow framework
based on the object modeling system to deploy and execute
data-centric workflow in a decentralized manner across
multiple distinct cloud resources, avoiding limitations of all
data passing through a centralized engine.,e author of [12]
introduced fundamental guidelines for the automated
composition of activities, where the propositions further
encompass means to objectively derive these properties
based on structure data-flow relation in a PDM. ,e pre-
sented method overcomes the impediments of time con-
sumption and extensive domain knowledge. In [13],
ontology of service functional logic and its subtyping rules
were constructed to support precise relationship de-
termining among services in cloud computing environment,
for which the uncertainty stabilization approached to im-
prove the practical performance of service composition.

It is noted that such composition methods are valid for
cloud resource and manufacturing resource without con-
sidering service performance and thus a combination
strategy with global service composition performance was
studied based on the perception of service quality. Following
this idea, the author [14] proposed a multiobjective service
sharing optimization model considering the attributes of
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throughput, latency, and cost, simultaneously, and a particle
swarm optimization-based multiobjective algorithm is
proposed with deployment strategy to map a particle po-
sition to a resource sharing scheme composition. Although it
was proved that the service performance converge to a
neighborhood of their true values, the complexity, dynamics,
and uncertainty of service composition should be con-
ducted. Besides the swarm intelligence optimization algo-
rithm, the deep reinforcement learning [15], and mining
strategy of association rules [16] are also exploited to op-
timize the service composition. In the latest work, some
studies optimized service composition on the basis of task
requirements to solve the problem of multitask corre-
sponding multiservice selection [17].

On the other hand, it is noted that the vast majority of
knowledge service methods assume that knowledge resource
and business process are separated or business process
oriented knowledge resource retrieval mainly depend on
keywords and semantics matching so that repeated retrieval,
analysis, and evaluation must be used to acquire accurate
knowledge resources. And most of the aforementioned re-
sults rarely study how to encapsulate resources and business
process as a service and push the corresponding knowledge
resources related to business process according to the re-
quirements of tasks. ,is may result in lower availability of
knowledge resource when multiple knowledge resource
elements are needed to collaborative service in the process of
new product development.

,is paper is concerned with service-oriented encap-
sulation of knowledge resources and business processes, thus
transforming knowledge into a resource or product and
finally into economic benefits. Consequently, this study is to
abstract, encapsulate, optimize, and compose all kinds of
knowledge resources and combine them with business
processes to form a knowledge service so as to provide
intelligent support for product development process.

Following this idea, this paper is organized as follows: the
OCF is constructed in Section 2. ,e problem to be studied
and the encapsulation method are proposed in Section 3.
Section 4 is devoted to establish the compositional mathe-
matical model and optimization method; simulation results
are given in Section 5 and conclusions are made in Section 6.

3. OCF of Knowledge Resource Service

In this paper, we first construct the optimal composition
framework (OCF) of knowledge resource service, as shown
in Figure 2. ,e main idea of OCF is all kinds of knowledge
resources in business process, such as tools, methods, and
parameters, are encapsulated to the reusable service com-
ponents, and then the knowledge service with specific
function are formed by composing such components. Fol-
lowing this idea, the OCF was designed in three parts in-
cluding service decomposition, component selection, and
optimal composition.

Within the task decomposition section, typical business
processes of enterprises are sorted out, where knowledge
resources such as tools, methods, and parameters used in
typical business activities can be obtained. Moreover, the
tasks of each stage are different in the business process,
which needs knowledge resources in different areas. For
example, in the design stage, not only all kinds of documents
and design standard resources are needed, but also para-
metric design templates encapsulated with experience
knowledge are needed to improve design efficiency and
knowledge reuse. Motivated by this fact, we organize all
kinds of knowledge resources through business activity and
encapsulate them into a knowledge service, thus business
activities completed by a single knowledge service are dy-
namic node of the whole business process and the output of
the former knowledge service is generally the input of the
next knowledge service. Consequently, product life cycle
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business process can be formed though dynamic integration
of knowledge service.

In the component encapsulation section, normative and
solidifying knowledge resources (e.g., empirical parameters,
tools, and methods) in the process was encapsulated into
knowledge service components with independent functions,
which encapsulates the intermediate process and provides
input and output parameter interface to the outside. When
users call the corresponding knowledge service, they only
need to input relevant parameter requirements to complete
the task efficiently.

Consequently, knowledge service is the smallest unit in
business process. Only through dynamic integration can it
constitute the whole life cycle business activities. Following
this idea, a mathematical model for multicomponent
combination optimization was designed in the optimal
composition section, which converts the multicomponent
combination problem into a multiobjective optimization
problem with constraints, where a heuristic algorithm was
constructed and utilized to composite the multigranularity
service component dynamically and robustly.

4. Encapsulation of Resource
Service Component

4.1. Business Processes Decomposition. Aiming at knowl-
edge-intensive business processes in enterprises, the typical
solidified resource service activities FMi are sorted out, as
shown in Figure 3, where we use the idea of scenario
analysis [18] for reference and regard the business process
decomposition as the multilevel attribute subdivision of
two dimensions: task unit and business personnel who
complete the task, e.g., the task unit dimension, needs to
consider such attributes as task basic information, task
related knowledge, task relationship in the process, task
stability, and the set of personnel performing tasks. And the
business personnel dimension needs to consider the at-
tributes of user’s basic information, knowledge preference,
skill level, function preference, task execution set, etc. It is
noted that the dimensions should be divided and refined

according to the characteristics of the business process in
the process of the actual business decomposition. In Fig-
ure 3, i is the ith dynamic service activity node in the
business process and the process knowledge is classified
into four aspects of specialty, method, tool, and task. ,en,
the dynamic knowledge element DKEij is constructed,
where j is the jth resource service unit corresponding to the
ith service activity node. In particular, the specialty is to
express the category of specialty belonging to knowledge
element and the method means how to implement a
process application using the rules, reasoning, and de-
scription involved in knowledge elements. In addition, the
tools are mainly used to describe basic tools such as
software and programs involved in knowledge elements
and the task is mainly used to express the business stages
where knowledge elements can be applied. ,us, the
knowledge resources such as tools, methods, and param-
eters used in the typical business activities can be obtained
through decomposing the business process, which will
prepare for the subsequent encapsulation of knowledge
service components, and CS_DKEij

is the number of alter-
native components corresponding to the jth resource
service unit of the ith service activity node.

4.2. Resource Service Component Encapsulation

4.2.1. Assumption and Definition. For the above purpose,
the following assumption and definitions are used.

Assumption 1. DKEij is the minimum service unit of the
resource service process, which contains knowledge re-
sources such as standards, specifications, empirical pa-
rameters, tools, and methods and can be encapsulated as
knowledge service components with independent functions
through templates.

Definition 1. f is the dynamic requirement characteristics
of users for knowledge resource, where the variability V(f)

of f depends on the number of variable requirement at-
tributes and reuse frequentness. ,at is, the more
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Figure 2: Optimal composition framework.
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frequently knowledge service elements change, the more
unstable their performance is and the lower the reuse
frequentness is.

Definition 2. Service stable region is a local space of resource
service process, where the space is consisted of different
DKEij, and the maximum service stable region is directly
mapped to a component. ,e variation df of requirement
attributes is restricted by the trust requirement region hk in
the demand library. For this purpose, the stable region sd is
considered as min sd(k)(df) � V(fk) + pkdf + 0.5dfQkdf,
where k is the kth stable domain of knowledge service unit,
pk is the changing gradient of service requirements, andQk is
the requirement trace matrix; thus, the following properties
hold:

① ∀fi ∈ s d, V(fi)≤ δ, and ‖dfi
‖≤ hki

② ∀fj ∉ s d, V(fj)>V(fi)

4.2.2. Component Encapsulation Algorithm. According to
the encapsulation algorithm (Algorithm 1), the number of
components Fc can be defined as Fc � 􏽐

m
i�1Pi􏽐

Pi

j�1Cij, where
Pi is the number DKE for the i resource service module and
Cij is the component sequence of the jth DKE in the ith
resource service module.

5. Optimized Composition for Resource
Service Component

5.1. Problem Formulation. In this section, we first address
the comprehensive target including performance, cost, and
efficiency for composing multiple RSC with user re-
quirements, thus multicomponent composition can be
specified as a multiobjective optimization problem. For this
purpose, the following mathematic model is considered:

maxPC � 􏽘
m

i�1
􏽘

pi

j�1
􏽘

Cij

l�

cijl 􏽘
K

k�1
λkμijl,k,

minCg � 􏽘
m

i�1
􏽘

pi

j�1
􏽘

Cij

l�

cijlCCijl + 􏽘
m

i�1
􏽘

pi

j�1
􏽘

Cij

l�

cijlCRijl + 􏽘
m

i�1
􏽘

pi

j�1
􏽘

Cij

l�

cijlCDijl,

maxEg � 􏽘
m

i�1
􏽘

pi

j�1
􏽘

Cij

l�

cijlECijl + 􏽘
m

i�1
􏽘

pi

j�1
􏽘

Cij

l�

cijlERijl + 􏽘
m

i�1
􏽘

pi

j�1
􏽘

Cij

l�

cijlEDijl,

Cg ≤Cmax,

cijl ∈ 0, 1{ },

􏽘
m

i�1
􏽘

ρi

j�1
􏽘

Cij

l�

cijl ≤ 1,

􏽘

K

k�1
λk � 1,

El ≤Emax,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where Pc is the comprehensive performance evaluation
index of RSC composition, which is evaluated by user sat-
isfaction measurement.,e performance includes the ability
of composite components to service a business process and
the degree of satisfaction to user needs, design needs, and
engineering needs. Pc can be expressed as N � N1, N2, ...􏼈

NK}T, k � 1, 2, . . . , K, where Nk is the kth performance of
composite components and the corresponding weight of
each performance is λN � (λ1, λ2, . . . , λK)T. In addition, cijl

corresponds to a binary decision variable, which indicates
that the component is selected when it is 1, otherwise it is not
selected. μijl,k represents the correlation between the lth
component instance of the DKEj for the FMi and the kth
performance of the RSC, which can be a set of quantified
fuzzy comments.

Cg is the total cost of RSC composition evaluated using
cost calculation models, which includes customization cost
Cc, reuse cost CR, and development cost CD, where CC �
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Figure 3: Business process decomposition.
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􏼈CC111, . . . , CCijl, CCmPiCij
􏼉

T is the customization cost matrix,

CR � 􏼈CR111, . . . , CRijl, CRmPiCij
􏼉

T is the reuse cost matrix,

and CD � 􏼈CD111, . . . , CDijl, CDm PiCij
􏼉

T is the development
cost matrix, CCijl, CRijl, and CDijl are the customization cost,
reuse cost, and development cost of the lth component
instance of the DKEj for the FMi, respectively.

Eg is the total efficiency of RSC composition evaluated
through service platform, which includes customization
efficiency, reuse efficiency, and development efficiency,
where EC � 􏼈CC111, . . . , CCijl, CCmPiCij

􏼉
T is the customization

efficiency matrix, ER � 􏼈CR111, . . . , CRijl, CRmPiCij
􏼉

T is the
reuse efficiency matrix, and ED � 􏼈CD111, . . . ,

CDijl, CDm PiCij
􏼉

T is the development efficiency matrix, ECijl,
ERijl, and EDijl are the customization efficiency, reuse effi-
ciency, and development efficiency of the lth component
instance of the DKEj for the FMi, respectively.

Cg ≤Cmax is the cost constraint, which cannot exceed
the specified cost threshold. cijl ∈ 0, 1{ } is the decision
variable constraints, and its value is only 0 or 1.
􏽐

m
i�1􏽐

ρi

j�1􏽐
Cij

l� cijl ≤ 1 is a single constraint, that is, only one
can be selected for component sequences of each DKE.
􏽐

K
k�1λk � 1 is the weight constraint, that is, the sum of

weight vectors corresponding to different performances is
equal to 1. El ≤Emax is the efficiency constraint, and the
total efficiency should not be lower than the prescribed
minimum efficiency.

Input: the requirement attribute spaces Γ(icbm) and resource service spaces Ψi(icbm), variability of requirement attributes V(f).
Output: the component sequence C_DKEij

of different DKEij.
Step 1: set sd � Φ, CS DKEij � Φ;
Step 2: ∀Ψi(icbm)⊆ Γ(icbm), ∀f ∈ Ψi(icbm);
Step 3: do {
Searching for the variable threshold δ to meet min sd(k)(df) � V(fv) + pdf + 0.5dfQdf ∧sd⊆Ψi(icbm)

If (V(f)≤ δ)
{

Incorporate f and its child attributes child(f) into sd;
For (∀fi ∈ f􏼈 􏼉∪ child(f))
{
Set flag(fi) � 1, that is, fi has been mapped as an independent component or part of a component;
Go to step 4;
}

}
Else if (V(f)> δ)
{
Set flag(f) � 0, that is, fi cannot be directly mapped as a component;
Go to step 3;
}

} until (nonexistent such f)
Go to step 5;

Step 4: if (sd≠Φ)
{

All the characteristic of sd could be encapsulted into the different granularity components CCij
with the same functionality but

different performance.
Join CCij

into CS_DKEij
;

Set sd � Φ, go to step 3;
}
Else
Go to step 3;

Step 5: for (∀f ∈ Γ(icbm)∧flag(f) � 0∧child(f) � Φ)
{

Map f into CCij
, and add CCij

into CS_DKEij
;

Set flag(fi) � 1;
}

Step 6: output CS_DKEij
;

If (CS_DKEij
�Φ)

{
Develop again;
}

ALGORITHM 1
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5.2. Optimization Algorithm

5.2.1. 5e FMEA Model of Component Composition. ,e
multicomponent composition presented in this paper is
formulated as a large-scale nonlinear multiple objective
optimization problem with a considerable number of
equality and inequality constraints. Motivated by this fact,
the analysis of a fuzzy matter-element [19, 20] is considered,
which transformed the multiobjective optimization into a
single-objective optimization. ,at is, the fuzzy matter-el-
ement model of the multi component composition in
equation (1) can be written as follows:

CR
∼

k �

P

p1 μ f1(X)( 􏼁

p2 μ f2(X)( 􏼁

... ...

pk μ fk(X)( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (2)

where CR
∼

k is a component composition matter-element of k
dimensions; P is the name of the composition scheme; pi is
the name of the ith subobjective; Xi is the ith composition
variable; and μ(fi(X)) is the excellence of degree for the
composition scheme P ith subobjective pi corresponding to
fi(X), μ(fi(X)) ∈ [0, 1].

If fi(X) is an ordinary mathematical function expres-
sion, one way to compute the excellent dependent degree
function μ(fi(X(t))) ∈ [0, 1] is by using the model as
follows:

μ fi(X)( 􏼁 �

1, fi(X)≤fimin,

fimax − fi(X)

fimax − fimin
, fimin ≤fi(X)≤fimax,

0, fi(X)≥fimax.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

It is well known that the weight of respective sub-
objective may be different for the component composition,
so the weight Rλ corresponding to these objectives form a
weight set as the following formula:

Rλ �
p1 p2 ... pk

λi λ1 λ2 ... λk

􏼢 􏼣, (4)

where Rλ is a weight compound matter-element of the
composition scheme subobjective and λi(i � 1, 2, . . . , k) is
the ith objective weight.

Consequently, the performance of component compo-
sition can be evaluated using degree of correlation, and the
larger the degree of correlation, the better the composition
scheme. ,e correlation degree function K is designed as
follows:

K(X(t)) � 􏽘
k

i�1
μ fi(X(t))( 􏼁λi. (5)

,en, it is possible to transform the nonlinear multiple
objective optimization problem in equation (1) into the
single-objective fuzzy matter-element optimization prob-
lem. Consequently, it satisfies

findX(t) � x1(t), x2(t), . . . , xm(t)( 􏼁
T

max k(X(t))

s.t. gj(X(t))≤ 0, j � 1, 2, . . . , J.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(6)

5.2.2. FTPSO Algorithm. One of the major drawbacks of the
PSO proposed by Kennedy and Eberhart [21] is the lack of
diversity of the swarm, which results in the convergence of
the swarm to local optima. ,en, the main reasons are that
the personal best vector, the global best vector, and their
fitness values are all stored in the memory of each particle,
and such memory will be not updated until a new vector
location with higher fitness was found. ,at is, it is difficult
for particles to detect the change of the latest extremum in a
convergence process. Motivated by this fact, we presented a
flexible tracking particle swarm optimization (FTPSO),
which improves the population’s ability to perceive and
respond to changes in the external environment. For this
purpose, the following rules and definitions are considered.

Rule 1. Each particle detects its individual extreme value
before velocity updates to perceive environmental changes.

Rule 2. By comparing with the global optimal fitness and the
average fitness of the population, the leading particles and
the eliminated particles are judged and different mutation
probabilities are given to judge their fitness to the changing
environment. ,us, the dynamic update response mode is
introduced to update the particles gradually according to
their fitness.

Definition 3. In evolutionary process, the particle is regar-
ded as a leading particle with high judgment if the number of
times will reach a certain value, where the distance between
the individual extreme value (fPnew) of the original position
of any particle and the global extreme value (fXnewmax) of
the new position for the population is less than the given
threshold.

Definition 4. In evolutionary process, the particle is regar-
ded as an eliminated particle if the number of times will
reach a certain value, where the individual extreme value
(fPnew) of the original position of any particle is less than the
average extreme value (fXnew) of the new position for the
population.

Consequently, mutation operation is carried out
according to the flexible mutation probability given in
formula (7). ,us, the historical optimum position of the
particle can be initialized by the new position generated by
the particle mutation:
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Pfm �

τ1 ·
fXnewmax − fPnew

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

ε
, fXnewmax − fPnew

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≤ ε􏽨 􏽩

iterations ⟶ uptoα,

τ2 ·
fXnewmax − fPnew

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

fXnewmax − fXnew
, fXnew <fPnew ≤fXnewmax,

τ3, fPnew ≤fXnew􏽨 􏽩
iteration times ⟶ uptoβ,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

where τ1, τ2, and τ3 is a constant less than 0.5, which is used
to constrain the flexible mutation probability Pfm to 0.0–0.5.
ε is the given threshold, α and β are the given number of
times, respectively. fXnewmax is the new global optimal fit-
ness, fPnew is the particle fitness value for mutation
according to mutation probability, fXnew is the average
fitness of the population, and pfm is a flexible mutation
probability. In addition, the values of ε, α, and β can be
adjusted appropriately according to the actual demand, so
that the convergence rate of the population can be controlled
more flexibly.

According to the adaptability of particles to changes in
external environment, the self-renewal ability of particles is
gradually improved as follows:

Pi(t + 1) �
Pi(t) 1 − Pfm􏼐 􏼑, fXnew ≤fPnew 1 − Pfm􏼐 􏼑,

Xi(t + 1), fXnew >fPnew 1 − Pfm􏼐 􏼑.

⎧⎪⎨

⎪⎩

(8)

According to the above improvement ideas, the FTPSO
algorithm based on FMEA can be expressed as follows:

Step 1 (initialize the particle population).
Initialize the population space of the component
composition scheme Pi (i � 1, 2, . . . , m) by choosing
from the composition problem space with k sub-
objectives randomly. Within this space, Tmax is the
maximum generation, t is the number of current it-
erations, and c1 and c2 are the acceleration coefficients.
,en, the space of component composition scheme can
be represented as the compound matter-element form
of m × k:

􏽥Rmk �

P1 P2 ... Pm

p1 μ f11(X)( 􏼁 μ f21(X)( 􏼁 ... μ fm1(X)( 􏼁

p2 μ f12(X)( 􏼁 μ f22(X)( 􏼁 ... μ fm2(X)( 􏼁

... ... ... ... ...

pk μ f1k(X)( 􏼁 μ f2k(X)( 􏼁 ... μ fmk(X)( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(9)

where μ(fij(X))(i � 1, 2, . . . , m; j � 1, 2, . . . , k) is the
jth object optimal membership degree for the ith
scheme, Pi is the name of the ith composition scheme,
and pj is the jth composition subobject.

Step 2 (calculating fitness function).
It is well known that fuzzy matter-element correlation
function can be served as the fitness function [22].
According to (5), fitness function can be derived as

fi(X) � ki(X) · pun(X), i � 1, 2, . . . , m, (10)

where ki(X) is the fuzzy matter-element correlation
function and pun(X) is a penalty function.
Step 3. In the following, fXnewmax and fXnew can be
calculated.
Step 4 (assessment of particle adaptability).
,en, we assess the adaptability of each particle using
flexible mutation probability represented in (7), where
the fPnew will be updated in each iteration.
Step 5. It is now ready to update the P according to
formula (8).
Step 6. Finally, to contrast the current fitness value
with the population previous optimal, we set gbest to
the current particle’s array value if it is better than
gbest.
Step 7. Calculate and update particle’s velocity and
position with each particle.
Step 8. Continue to circulate from the second step until
the maximum iteration criterions algebra is satisfied.

6. A Case Study:Maintenance Resources Service

In this section, a resources service case for auto parts are
given to validate the optimization model and method
proposed in Sections 4 and 5. Firstly, according to the idea of
business processes decomposition in Section 4.1, the
maintenance process of auto parts are decomposed into five
business feature spaces, that is, Γ(icbm) � {Ψi(icbm)

|i � 1, 2, . . . , 5}� {maintenance case training, maintenance
knowledge reasoning and query, maintenance tool pushing,
maintenance process guidance, maintenance collaborative
interaction}. ,en, the dynamic knowledge element DKEij is
constructed, as shown in Table 1, where the component
sequences can be encapsulated using the selection method in
Section 4.2, and the components for different sequences are
given in Table 2. Moreover, the reuse efficiency and cost of
different component sequences can be obtained through the
performance analysis.
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According to the composition algorithm in Section 3, the
RSC for maintenance process were composed, and the
composition process is presented below:

(1) ,e performance requirements of the RSC for
maintenance can be expressed using the natural
language, that is, P� {P1, P2, . . ., P8}� {stability,
maintainability, security, reliability, scalability, re-
usability, flexibility, adaptability}, using AHP to
determine the weights of these performance for
λ1 � 0.154, λ2 � 0.120, λ3 � 0.178, λ4 � 112,
λ5 � 0.177, λ6 � 0.089, λ7 � 0.141, and λ8 � 0.029.
Moreover, the 5 levels’ quantized values are
expressed as strong, less strong, medium, weak, and
irrelevant and the measured degree of relative value
is defined as 9, 7, 5, 3, and 1. As shown in Table 3, the
correlation matrix between component instance and
composition performance in CS_DKEij

can be con-
structed according to formula (5).

(2) In the process of component composition, the weight
of each subobjective including composition perfor-
mance PC(X), composition efficiency EC(X), ER

(X), ED(X), and composition cost CC(X), CR

(X), CD(X) may be different, and then weight Rλ
corresponding to these objectives form a weight set
as follows:

Table 1: Component sequences for CS_DKEij
.

Ψi(icbm) Name DKEij CS_DKEij
Included component Reuse

efficiency
Reuse
cost

Ψ1(icbm) Maintenance training

Maintenance knowledge training
1 C11 C12 C13 C21 C22 0.04 23.54
2 C11 C12 C14 C21 C24 0.05 27.93
3 C35 C36 C37 C311 0.06 32.46

Maintenance case training
1 C14 C15 C16 C24 C25 0.04 24.57
2 C14 C15 C16 C21 C24 0.05 28.32
3 C310 0.07 33.65

Ψ2(icbm)
Maintenance

knowledge, reasoning, and query

Maintenance knowledge and tool
reasoning

1 C17 C27 C28 0.05 23.44
2 C18 C28 C29 0.06 25.26
3 C18 C211C212 0.06 24.53

Maintenance knowledge and
technology query

1 C111 C112 C213 C214 0.05 26.21
2 C111 C22 C23 0.07 31.13

Ψ3(icbm) Maintenance tool pushing

Maintenance tool information
pushing

1 C211 C222 0.05 25.33
2 C18 C19 C110 C219 0.06 26.45

Maintenance tool information
customization

1 C112 C213 C221 C212 0.06 19.78
2 C111 C213 C214 C223 0.05 21.34

Ψ4(icbm) Maintenance process guidance

Maintenance knowledge and case
query

1 C116 C14 C16 C24 C25
C2 C111 C111

0.04 27.45

2 C116 C14 C15 C23 C24 0.06 28.25
3 C34 C36 C38 C39 0.08 34.16

Maintenance posture and tool
pushing

1 C14 C15 C16 C113 0.05 25.67
2 C21 C22 C23 C28 C29 0.05 26.23
3 C14 C15 C16 C111 0.07 32.61

Ψ5(icbm)
Maintenance collaborative

interaction

Synergetic annotation 1 C213 C214 C225 C226 0.05 27.18
2 C31 0.07 33.24

Failure consultation 1 C15 C16 C111 C213 0.05 27.54
2 C15 C16 C31 C33 C38 0.07 31.52

Table 2: List of resource service component.

No. Name
C11 Maintenance of common sense
C12 Assembly scheduled maintenance
C13 Assembly regular inspection
C14 Maintenance records
C15 Fault form
C16 Maintenance case
C17 Product structure tree
C18 BOM table
C19 Inventory information
C110 Supplier information
C111 ,ree-dimensional model of product
C112 Exploded view
C113 Assembly animation
C114 Motion simulation
C115 ,e parts catalogue
C116 Process knowledge of products
C21 General maintenance inquiries
C22 Maintaining common sense queries
C23 Fault shape query
C24 Maintenance record query
C25 Maintenance case analysis
C26 Troubleshooting program query
C27 Query by structure tree
C28 Number by name
C29 Single-level BOM check
C211 Single-level countercheck
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Rλ �
h1 h2 h3 h4 h5 h6 h7

τI 0.192 0.121 0.165 0.093 0.154 0.142 0.133
􏼢 􏼣.

(11)

(3) ,e composition scheme space like as the compound
matter-element form of 50× 7 was considered as the
initial population of particle:

R50×7 �

P1 P2 ... P50

PC μ f11(X)( 􏼁 μ f21(X)( 􏼁 ... μ f50,1(X)􏼐 􏼑

EC μ f12(X)( 􏼁 μ f22(X)( 􏼁 ... μ f50,2(X)􏼐 􏼑

ER μ f13(X)( 􏼁 μ f23(X)( 􏼁 ... μ f50,3(X)􏼐 􏼑

ED μ f14(X)( 􏼁 μ f24(X)( 􏼁 ... μ f50,4(X)􏼐 􏼑

CC μ f15(X)( 􏼁 μ f25(X)( 􏼁 ... μ f50,5(X)􏼐 􏼑

CR μ f16(X)( 􏼁 μ f26(X)( 􏼁 ... μ f50,6(X)􏼐 􏼑

CD μ f17(X)( 􏼁 μ f27(X)( 􏼁 ... μ f50,7(X)􏼐 􏼑

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(12)

We now calculate the fitness function fi(X) as follows:

fi(X) � Ki(X) � 􏽘
7

j�1
] fj(X)􏼐 􏼑τj, i � 1, 2, . . . , 50, j � 1, 2, . . . , 7.

(13)

In order to find the optimal composition scheme, we
simulated the classical experiment after Angeline [23] and
Carlisle and Dozier [24], where three kinds of goal move-
ments such as linear, circular, and random were imple-
mented. As to the linear motion, a constant offset for each
dimension is added in the update frequency intervals; for
circular motion, a circular path with a cycle of 25 updates is
added to the offset in each dimension; and as to the random
motion, the Gaussian random variable for each dimension is
added in the update frequency interval.

Each experiment with different movement goal, step size,
and update frequency has been implemented 100 times,
where the APSO and FTPSO were performed with same
configuration and dynamic environment. Like in Angeline’s
and Carlisle’s experiments, the motion step size was set as 0.1
and 0.5, updating frequency for simulation was 10 iterations
and the maximum generation is set to 500.

Additionally, the fundamental parameters for FTPSO are
set as follows:w � 1.1, c1 � c2 � 2; the initial inertia weight is
0.9 descending to 0.4 linearly, acceleration coefficients is
c1 � c2 � 1.49, and the threshold value is ε � 0.01 in cal-
culating the mutation probability pm of FTPSO; the given
iteration times are α � 15, β � 20, and other APSO pa-
rameters were specified as reference.

Statistical results with different movement pattern are
provided in Table 4, where the proposed method in this
paper can achieve better performance for different move-
ment pattern. Note that the performance of component
sequence composition with FTPSO has many potential
advantages in random movement pattern.

Comparison results of APSO and FTPSO were provided
in Figures 4–7.

Figures 4–7 provide the simulation results, where the
composition performance and tracking process are esti-
mated for each working condition. From these figures, one
can observe that the adaptive mutation probability and the
response mode of dynamic updating were introduced to
improve the adaptability of particles for FTPSO, where the
proposed algorithm can track the latest change of system
extreme in the process of component composition. Other-
wise, the APSO can track the moving solutions in more than
one hundred iterations with low accuracy due to lack of an
adaptive updating mechanism for particle’s pbest.

From the aforementioned results, one can conclude that
our work specifies the service component composition
problem as a multiobjective optimization problem. ,us, the
relevance of the composition performance and the compo-
nent instance can be estimated quantitatively. Moreover, the
mathematical model of component composition can be
provided using the fuzzy matter-element model, where the
service component composition problem can be solved in the
form of combination of qualitative and quantitative, and the
multiobject composition optimal problems can be trans-
formed into single-object optimal problems. In particular,
FTPSO introduces the adaptive mutation probability and the
response mode of dynamic updating, where the adaptability
of particles were improved in the initial iterations.

Finally, the presented model and algorithm have been
applied to the construction of the maintenance service

Table 2: Continued.

No. Name
C212 Multilevel BOM check
C213 Multilevel countercheck
C214 ,ree-dimensional model browsing
C221 Supply information query
C222 Inventory information query
C223 Confirm order
C224 Generating order
C225 Online call
C226 Synergetic annotation
C31 Collaborative calling
C32 Product structure
C33 Product 3D model browsing
C34 Vehicle spectrum
C35 Vehicle configuration
C36 Maintenance history
C37 Assembly maintenance
C38 Troubleshooting
C39 Diagnosing trouble
C310 Illustrating product
C311 Installation and dismantling tutorials
C312 Training course
C4 Staff
C5 Organization
C61 Software resources
C62 Hardware resources
C63 Environment of application service
C71 Training of maintenance
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system for auto parts in Sichuan Truck Manufacture Plant
Co., Ltd., where the architecture is divided into 5 layers
including service interface layer, web service layer, business
logic, data access layer, and building method layer. In ad-
dition, the information transformation and data exchange of
component composition algorithm were obtained by using
XML. Nowadays, the maintenance service system has been

implemented in the process of auto parts’ maintenance, where
the user first sends the task package of “complete the
maintenance of engine rocker shaft” to the platform, and the
system will automatically analyze the task and obtain the
information related to the task, such as service task de-
scription, specialty, undertaker, and other attribute in-
formation. ,en, the system transforms “complete the

Table 3: Correlation matrix between component instance and
composition performance for CS_DKEij

.

N1 N2 N3 N4 N5 N6 N7 N8

L111 9 9 5 1 5 7 5 3
L112 5 7 3 3 5 7 5 7
L113 9 9 3 9 7 7 9 7
L121 7 7 3 9 5 5 4 3
L122 7 5 1 7 5 3 5 7
L123 7 5 7 3 5 5 7 9
L211 9 7 7 5 7 9 3 7
L212 5 7 5 1 3 7 5 3
L213 7 3 1 9 9 5 3 5
L221 9 7 5 9 3 3 5 5
L222 7 3 5 3 5 3 5 9
L223 7 5 3 1 5 5 1 5
L311 7 3 9 7 5 3 5 7
L312 5 7 7 9 5 9 7 7
L321 5 3 7 9 7 9 5 5
L322 9 3 5 7 5 7 9 5
L411 3 5 7 1 3 5 7 5
L412 7 5 3 3 7 7 5 5
L413 9 7 7 5 5 3 5 7
L421 7 9 3 1 7 5 3 7
L422 7 9 5 5 3 5 7 7
L423 9 3 1 7 5 1 7 7
L511 7 5 3 7 7 9 9 5
L512 7 7 9 5 3 1 7 5
L521 9 9 5 7 5 9 3 3
L522 7 3 9 7 7 3 9 7
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Figure 4: Performance comparison with linear motion step size 0.1
and updating frequency 10.
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Figure 5: Performance comparison with linear motion step size 0.5
and updating frequency 10.

Table 4: Comparison of composition program.

Movement
pattern\composition

program
Composition program Composite

performance

Linear motion
with step size
0.1

APSO L111, L122, L211, L223,
L312, L311, L411, L511

2.13

FTPSO L112, L121, L212, L222,
L312, L322, L412, L422, L511

3.85

Linear motion
with step size
0.5

APSO L112, L123, L212, L223,
L312, L412, L423, L521

2.67

FTPSO L111, L122, L213, L223,
L311, L423, L512, L522

4.12

Circular motion
with step size
0.1

APSO L112, L121, L213, L221,
L321, L411, L521

2.08

FTPSO L111, L123, L212, L222,
L323, L422, L512, L522

4.73

Random
motion with
step size 0.5

APSO L113, L123, L212, L222,
L312, L413, L423, L512,

1.78

FTPSO
L111, L122, L211, L221,
L311, L322, L412, L421,

L512, L521
5.41
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Figure 7: Performance comparison with random motion step size 0.5 and updating frequency 10.
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Figure 6: Performance comparison with circular motion of 25 updates.

(a) (b)

Figure 8: Interface of system implementation.
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maintenance of engine rocker shaft” into “engine” and
“rocker maintenance” semantic terms as the subject words of
knowledge service. Users only need to input maintenance
parameters step by step according to the guidance of the
system, and the system automatically combines service
components to generate failure causes, maintenancemethods,
or cases. ,e main service interfaces can be seen in Figure 8.

7. Conclusion

,is paper addresses a combinatorial optimal strategy for
knowledge resource service-oriented business process.
Business processes are decomposed into dynamic knowledge
elements, and all kinds of knowledge resources through
business activity such as standards, specifications, empirical
parameters, tools, and methods are encapsulated into
knowledge service components with independent functions.
In addition, a mathematical model for multicomponent
combination optimization is designed, which converts the
multicomponent combination problem into amultiobjective
optimization problem with constraints. On this basis, we
presented a combinatorial heuristic algorithm with the
adaptive mutation probability and the response mode of
dynamic updating so that the adaptability of particles was
improved in the initial iterations to composite the multi-
granularity service component dynamically and robustly.
Finally, the case of component composition for maintenance
resource service is studied and the experimental results show
that our model and algorithm improve the efficiency and
stability of the resource service system.

Planned future works and improvements include a
comprehensive application for knowledge resource service
of regional industrial cluster and an extension of the model
and algorithm.
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Despite the widespread use of the classical bicriteria Markowitz mean-variance framework, a broad consensus is emerging on the
need to include more criteria for complex portfolio selection problems. Sustainable investing, also called socially responsible
investment, is becoming amainstream investment practice. In recent years, some scholars have attempted to include sustainability
as a third criterion to better re�ect the individual preferences of those ethical or green investors who are willing to combine strong
�nancial performance with social bene�ts. For this purpose, new computational methods for optimizing this complex multi-
objective problem are needed. Multiobjective evolutionary algorithms (MOEAs) have been recently used for portfolio selection,
thus extending the mean-variance methodology to obtain a mean-variance-sustainability nondominated surface. In this paper, we
apply a recent multiobjective genetic algorithm based on the concept of ε-dominance called ev-MOGA. �is algorithm tries to
ensure convergence towards the Pareto set in a smart distributed manner with limited memory resources. It also adjusts the limits
of the Pareto front dynamically and prevents solutions belonging to the ends of the front from being lost. Moreover, the individual
preferences of socially responsible investors could be visualised using a novel tool, known as level diagrams, which helps investors
better understand the range of values attainable and the tradeo� between return, risk, and sustainability.

1. Introduction

Financial markets are a clear example of complexity in action
[1–3]. As stated by Brunnermeier and Oehmke [4], com-
plexity is a relevant concept in �nance and, in particular,
when building an optimizationmodel for portfolio selection.
Some authors have been recently concerned about adapting
and extending the classical bicriteria Markowitz’s mean-
variance [5] methodology to integrate additional linear
criteria such as dividends, liquidity, or sustainability for a
suitable portfolio investor [6–11]. In these pioneering works,
the above researchers propose exact optimization techniques
to solve complex portfolio selection problems although they
cannot deal e¢ciently with nonlinear objectives.

�ese works estimate risk, return, and additional criteria
using historical data which are inevitably subject to estimation
error. According to Nathaphan and Chunhachinda [12], three

groups of studies can be identi�ed dealing with this problem.
�e �rst group of contributions is based on historical data and
ignores the estimation error, the second group studies esti-
mation risk and proposes a Bayesian resample e¢cient
frontier approach, and �nally, the third group focuses on the
asset pricing approach by incorporating a factor model such
as the Capital Asset Pricing Model or Arbitrage Pricing
�eory. One potential way to solve this problem is to use a
resampling approach [13, 14].

Within the methodological framework in complex
portfolio selection problems, researchers have started to
propose advanced computational techniques such as mul-
tiobjective evolutionary algorithms (MOEAs) and multi-
objective genetic algorithms (MOGAs) to handle two or
more con�icting goals subject to several constraints [15]. A
literature review of recent contributions of MOEAs and
MOGAs for portfolio management is conducted in [16]
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where the authors highlight the sharp increase in the number
of contributions focused on MOEAs andMOGAs compared
with the moderate growth of specific applications for
portfolio management, thus revealing that this area of re-
search is still in its early stages. Moreover, this study shows
that the majority of scholars applied MOEAs andMOGAs to
portfolio selection only in the case of two objectives and only
ten percent of the contributions dealt with three objectives.
'e portfolio expected returns to measure profitability and
variance as a risk measure were the most common objectives
among authors (see, for example, [17–25]). However, other
objectives such as VaR, annual dividends expected shortfall,
skewness, or social responsibility have appeared, albeit to a
lesser extent [26–29]. Regarding the number of constraints,
most models basically make use of two constraints in the
problem formulation, namely, cardinality constraints and
lower and upper bounds, and transaction round was the
most popular.

'ere are a few academic studies on the application of
MOEAs and MOGAs to tackle tricriterion portfolio selec-
tion. One of these studies is reference [30], and this has
provided a multi-integer multiobjective optimization ap-
proach comparing a nondominated sorting genetic algo-
rithm II (NSGA-II), a Pareto envelope-based selection
algorithm (PESA), and a strength Pareto evolutionary al-
gorithm II (SPEA2) to find the best possible tradeoffs be-
tween profitability, risk, and cardinality of the portfolio.
Nonetheless, the purpose of our paper is to propose a
MOGAs approach for a tricriterion mean-variance portfolio
selection problem as a triobjective optimization problem
whose third criterion is sustainability.

In a context of global awareness about climate change
and sustainable growth, ethical investing is making inroads
into the financial community. In recent years, sustainable
investing, which is an approach that considers environ-
mental, social, and governance (ESG) factors in portfolio
selection and management, has become a mainstream in-
vestment practice. Professional investors, financial in-
stitutions, and the research community are working together
to propose new quantitative methods to quantify the impact
of including sustainability concerns in standard financial
analysis. According to the Global Sustainable Investment
Review (GSIA [31]), sustainable investments, or socially
responsible investments (SRI), have risen to an average of
25% from 2014 to 2016 and have increased to 61% over the
previous two-year period. It is remarkable that more than
half of total professionally managed assets in Europe use
some SRI strategies. For papers that widen the traditional
risk-return tradeoff to integrate sustainability criteria in the
portfolio selection formulation through different multi-
criteria decision-making (MCDM) approaches, we can cite a
string of contributions such as references [6, 32–38].

'is research aims to provide a MOGAs approach to
obtain a mean-variance-sustainability nondominated sur-
face. In particular, we apply an elitist multiobjective evo-
lutionary algorithm based on the concept of ε-dominance
called ev-MOGA.'is algorithm tries to ensure convergence
towards the Pareto set in a smart distributed manner along
the Pareto front with limited memory resources. It also

adjusts the limits of the Pareto front dynamically and
prevents the solutions belonging to the ends of the front
from being lost. Once the Pareto front and the Pareto set
have been obtained, the individual preferences of socially
responsible investors could be considered using a novel tool
known as level diagrams. 'e level diagram of a Pareto front
is a collection of 2D graphical representations synchronized
by the y-axis and expressing the x-axis in the units of the
objective.'is helps the investor better understand the range
of values attainable and the tradeoff between the different
solutions in physical units. A second important character-
istic is that the y-axis synchronizes the different plots and
provides a way to show a particular property of each possible
portfolio.

Although we rely on historical data to estimate risk and
return, our proposal can be applied to the three groups of
studies dealing with the estimation error problem described
in Nathaphan and Chunhachinda [12].

'e paper is organized as follows. In Section 2, we
review the problem of tricriterion portfolio selection, in-
cluding sustainability as a third objective. In Section 3, we
formulate the ev-MOGA algorithm to analytically derive
the mean-variance-sustainability nondominated surface.
'e use of the level diagrams tool to include particular
preferences of the decision maker and represent in 2D the
Pareto front and the Pareto set is explained in Section 4
with an illustrative six-stock example. A real-world em-
pirical application is presented in Section 5 using data from
Morningstar open-end funds for the period 2009–2019.
'e paper closes with conclusions and further research
proposals.

2. Tricriterion Multiobjective Portfolio
Selection from a
Sustainable-Financial Perspective

'e standard bicriterion portfolio selection problem as-
sumes that investors are only concerned about achieving a
certain level of profitability for specific levels of risk. Since
the early 1970s, several authors have attempted to include an
additional criterion beyond the expected return and variance
when constructing a portfolio [39, 40], but it was not until
the 2000s that the idea of additional objectives was further
boosted from the methodological framework.

In [41], liquidity is introduced as a third criterion into
the standard mean-variance portfolio optimization model.
By defining several measures of liquidity, the authors
constructed a three-dimensional mean-variance-liquidity
frontier.

A triobjective optimization problem is proposed in [30]
to find the tradeoff between risk, return, and the number of
securities in the portfolio. 'e authors apply and compare
three evolutionary multiobjective optimization techniques,
namely, the nondominated sorting genetic algorithm II
(NSGA-II); the Pareto envelope-based selection algorithm
(PESA); and the strength Pareto multievolutionary algo-
rithm 2 (SPEA2) to find the best tradeoff between risk,
return, and cardinality of the portfolio.
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In [6], a general framework for computing the non-
dominated surface in a tricriterion portfolio selection that
extends the Markowitz portfolio selection approach to an
additional linear criterion (dividends, liquidity, or sus-
tainability) is addressed. By solving a quad-lin-lin program,
they provide an exact method for computing the non-
dominated surface that can outperform standard portfolio
strategies for multicriteria decision makers. An empirical
application where the third criterion is sustainability is
developed to illustrate how to compose the nondominated
surface.

In [7], sustainability is included as the third criterion to
obtain the variance-expected return-sustainability efficient
frontier to explain how the sustainable mutual fund industry
can increase levels of sustainability. 'e tricriterion non-
dominated surface is computed through the quadratic
constrained linear program (QCLP) approach, and from the
experimental results, it can be concluded that there was
room to expand the sustainability levels without hampering
the levels of risk and return.

After reviewing the most significant contributions
dealing with tricriterion portfolio selection, we have to
take into account that to select portfolios from a purely
financial perspective generally requires a two-stage pro-
cess. 'e first stage is to define the opportunity set and
narrow down the larger pool to a more workable number
of securities. 'e second stage is asset allocation, which is
to decide how to distribute the wealth of an investor
between the different asset classes. As our scenario consists
in making investment decisions from a sustainable-fi-
nancial perspective, the difference between the way in
which assets are managed from purely financial criteria
and the way a sustainable portfolio is managed only takes
place in the first stage [8]. 'e stages in this process are as
follows.

2.1. First Stage. To define the opportunity set from a sus-
tainable point of view, two types of screening techniques are
used [42], thus obtaining an approved list of securities. To
this end, one of the earliest methods used by socially re-
sponsible investors is negative screening (NS), in which the
investors establish a kind of “red line” to rule out companies
that do not develop sustainable strategies, and deal in, for
example, controversial weapons, tobacco, gambling, por-
nography, nuclear energy, or animal testing. 'e other is
positive screening (PS), in which investors select companies
that set positive examples of environmentally friendly
products and socially responsible business practices, for
instance, renewable energy and sustainable transport
companies.

2.2. Second Stage. 'e decision maker defines the
asset allocation of portfolio from the approved list in the
first stage. 'us, the investment decisions are made in
terms of profitability and risk, but there is no evidence
proving that sustainability is taken into account in the
asset allocation stage.

In this second stage, a tricriterion portfolio selection
problem including sustainability could be mathematically
formulated as follows:

minf1 � 􏽘
N

i�1
􏽘

N

j�1
wiwjσij, (1)

maxf2 � 􏽘
N

i�1
wiμi, (2)

maxf3 � 􏽘
N

i�1
wisi, (3)

subject to 􏽘
N

i�1
wi � 1, (4)

wimin
≤wi ≤wimax

, (5)

where N is the number of available securities, μi is the ex-
pected return on security i (i � 1, 2, . . . , N), σij is the co-
variance between security i and j. In addition, si is the
portfolio sustainability score, and wi is the investment
proportion. Constraint (4) is called the budget constraint
and implies that 100% of the budget will be invested in the
portfolio. Furthermore, a minimum and maximum in-
vestment rule is considered in the constraint (5).

'e above stated model could be solved by obtaining a
Pareto optimal front that represents the best tradeoffs
between mean return, variance, and sustainability. When
including a third criterion, the nondominated frontier in
the two-dimensional space becomes a nondominated
surface in a three-dimensional space. In [6], an exact
method for computing the nondominated surface in a
tricriterion portfolio selection problem was proposed to
extend the Markowitz approach to an additional linear
criterion. 'e previous method for computing the non-
dominated set when the third criterion was sustainability
is applied in [7]. 'e authors used the CIOS (custom
investment objective solver) code to derive the non-
dominated surface from quad-lin-lin programs, which is
composed of a connected collection of parabolic segments
called “platelets”. A quadratic constrained ε-constraint
linear program to derive a nondominated surface is
proposed in [8] to prove that investors could increase the
sustainability levels of their portfolios without under-
mining risk or return.

Hereafter, we propose a more-integrated second-stage
approach to approximate the Pareto front by applying an
elitist multiobjective evolutionary algorithm based on the
concept of ε-dominance called ev-MOGA [43]. Existing
multiobjective techniques for extending mean-variance
portfolio selection problems have limited capabilities if the
new objectives are nonlinear. 'e proposed ev-MOGA al-
gorithm adjusts the Pareto front dynamically, ensuring
convergence and uniform distribution of solutions with no
conditions related to the type of the objective function
(quadratic, linear, or nonlinear).
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3. Deriving the Nondominated Mean-Variance-
Sustainability Surface

Generally speaking, multiobjective programming (MOP)
approaches face the simultaneous optimization of multiple
objective functions subject to a set of constraints. As no
single solution can achieve all the objectives, in most real
problems, MOP tries to find the Pareto efficient solution or
the Pareto front. Hence, a set of solutions is called Pareto
efficient (or nondominated or noninferior), when no other
feasible solution can achieve the same or better performance
for all the objectives and it is strictly better for at least one
criterion.

According to Miettinen [44], the mathematical model of
a multiobjective problem with n objectives can be formu-
lated as follows:

min F(θ) � min F1(X), F2(X), . . . , Fn(X)􏼂 􏼃, (6)

s.t.:
gq(X)≤ 0, (1≤ q≤ r),

hk(X) � 0, (1≤ k≤m),

xli ≤xi ≤xui, (1≤ i≤L),

(7)

where Fj(X) j � 1, . . . , n are the n objectives, gq(X) and
hk(X) are the r inequality and m equality problem con-
straints, respectively, xli and xui are the lower and upper
constraints which define the solution space, and
X � (x1, . . . , xp)T are the independent variables. Constraint
(7) defines a set called searching space D.

'e tricriterion multiobjective portfolio model described
by equations (1)–(5) can be recast in the form of the MOP,
taking X � (w1, . . . , wn) as the portfolio weights and the
number of objectives n � 3, p � L � N, r � 0, and m � 1.
Equations (6) and (7) then become

F1(X) � f1 � 􏽘
N

i�1
􏽘

N

j�1
wiwjσij, (8)

F2(X) � − f2 � − 􏽘
N

i�1
wiμi, (9)

F3(X) � − f3 � − 􏽘
N

i�1
wisi, (10)

h1(X) � 􏽘
N

i�1
wi − 1 � 0, (11)

xli � wimin
,

xui � wimax
.

(12)

According to [16], evolutionary algorithms provide a
suitable framework for solving multiobjective problems as
they are too complex to be solved using deterministic
techniques. Over the last 20 years, MOEAs and MOGAs

have demonstrated their effectiveness in solving MOP
problems and approximating their corresponding Pareto
optimal front using the concept of dominance [45].

Definition 1 (dominance [43]). Given two feasible solutions,
a solution Xu is said to dominate Xv, denoted by Xu ≺Xv, if
and only if

Fi Xu
( 􏼁≤Fi Xv

( 􏼁, ∀i ∈ n,

Fk Xu
( 􏼁<Fk Xv

( 􏼁, ∃k ∈ n.
(13)

Definition 2 (Pareto optimal set and the Pareto front [43]).
'e Pareto optimal set XP, which includes the solutions that
are not dominated by any other solutions, is given by

XP � X ∈ D |∄ 􏽥X ∈ D : 􏽥X≺X􏼈 􏼉. (14)

'e Pareto front F(XP) is the plot of the objective
functions whose nondominated vectors are in the Pareto
optimal set.

'e ev-MOGA [43] is an elitist MOGA based on the
concept of ε-dominance [46]. In ev-MOGA, the objective
function space is split into a fixed number of boxes forming a
grid taking ε as the length of edges. 'e concept of
ε-dominance is based on the idea that a particular solution
inside a given box dominates the remaining solutions be-
longing to this box.

For each dimension i ∈ n, n boxi cells of εi width are
created where

∈i �
Fmax

i − Fmin
i( 􏼁

n boxi

,

F
max
i � max

X∈XP

Fi(X),

F
min
i � min

X∈XP

Fi(X).

(15)

For a solution X, boxi(X) is defined by

boxi(X) � ⌈Fi(X) − Fmin
i

Fmax
i − Fmin

i

· n boxi⌉, ∀i ∈ n, (16)

where ⌈a⌉ rounds a to the nearest integer towards infinity.

Remark 1. boxi(X) is always an integer belonging to the set
0, 1, 2, . . . , n boxi􏼈 􏼉.

Definition 3 (ε-dominance [43]). Given box(X) � box1􏼈

(X), . . . , boxn(X)}, a solution Xu with value F(Xu) ε-dom-
inates the solution Xv with value F(Xv), denoted by
Xu ≺ϵ Xv, if and only if

box Xu
( 􏼁≺ box Xv

( 􏼁

or box Xu
( 􏼁 � box Xv

( 􏼁,Xu ≺Xv
( 􏼁.

(17)

'is grid preserves the diversity of the Pareto front F(XP)

as each box can be occupied by only one solution at the same
time and produces a smart distribution since the algorithm
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only checks occupied boxes, rather than all boxes. 'is
content management avoids the need to use other clustering
techniques to obtain adequate distributions, which leads to a
considerable reduction in the computational burden [46].

Definition 4 (ε-Pareto set [43]). A set X∗Pε ⊆XP is ε-Pareto if
and only if

∀Xu
, Xv ∈ X∗P∈, X

u ≠Xv
, box Xu

( 􏼁≠ box Xv
( 􏼁,

box Xu
( 􏼁⊀∈ box Xv

( 􏼁.
(18)

Remark 2. XP is unique and normally includes infinite
solutions. Hence, a set X∗Pε, with a finite number of elements
from XP, should be obtained. Notice that X∗Pε is not unique.

For the implementation of the ev-MOGA algorithm,
three types of populations are defined as follows:

(1) P(t) (t represents the actual iteration or generation
of the algorithm) is the main population, which
explores the searching space D (defined by con-
straints (7)) during the algorithm iterations (t). 'e
main population size is denoted by NindP.

(2) A(t) Archive, which stores the solution X∗Pε. Its size
is denoted by NindA, which is variable but bounded
(see justification below in equation (19)).

(3) GA(t) is the auxiliary population. Its size is denoted
by NindGA, which must be an even number. 'is
population is formed by new individuals obtained by
crossover or mutation from individuals belonging to
P(t) and A(t). 'is procedure is explained later in
detail.

A uniform distribution of solutions is achieved by only
including in the archive population A(t), the ε-dominant
solutions allocated in different boxes. If two solutions are
shared in the same box, the solution that prevails can be
established using different criteria which can be set by the
user. For instance, it is possible to choose the closest solution
to the centre of the box or the closest to the origin of the
searching space D.

'e aim of ev-MOGA is to achieve a ε-Pareto set X∗Pε
with the greatest possible number of solutions in order to
characterize the Pareto front adequately. Although the
number of possible solutions will depend on the shape of the
front and on n boxi, it will not exceed the following bound:

card X∗P∈􏼐 􏼑≤
􏽑

n
i�1 n boxi + 1

n boxmax + 1
,

n boxmax � max
i

n boxi,

(19)

where card(X) is the number of elements of set X. With this
bound, it is possible to control the maximum number of
solutions that will characterize the Pareto front.

'e step-by-step process applying the ev-MOGA algo-
rithm to obtain the nondominated mean-variance-sustain-
ability surface is as follows:

Step 1. Initialize t � 0. Create a uniformly distributed initial
population of portfolio weights P(0) with NindP in-
dividuals (portfolios) randomly selected from the searching
space D, and create an empty archive population A0 � ∅.

Step 2. Conduct the multiobjective evaluation of the main
population of portfolios P(0) using equations (8)–(10).
Step 3. Detect the ε-nondominated portfolios (XND) from
P(0), which are stored in A(0). 'e Pareto front limits
Fmax

i and Fmin
i are calculated from population A(0).

Step 4. Generate a new auxiliary population GA(t)

from the main population P(t) and the archive pop-
ulation A(t) following this procedure:

(1) Set j � 0.
(2) Two portfolios are randomly selected, XP from

P(t) and XA from A(t).
(3) A random number u ∈ [0, . . . , 1] is generated.
(4) If u>Pc/m (probability of crossing/mutation. It

has to be prefixed in advance by the user. It
usually equals 0.2),XP andXA are crossed over by
means of the extended linear recombination
technique, generate two new portfolios for GA(t).

(5) If u≤Pc/m,XP andXA are mutated using random
mutation with Gaussian distribution and then
included in GA(t).

(6) j � j + 1.
(7) If j<NindGA/2, go to (2). Otherwise, the pro-

cedure finishes.

Step 5. Evaluate population GA(t) using the multi-
objective approach defined by equations (8)–(10).
Step 6. Check which portfolios in GA(t) must be in-
cluded in A(t + 1) on the basis of their location in the
objective space. A(t + 1) will contain all the portfolios
from A(t) that are not ∈-dominated by elements of
GA(t), and all the portfolios from GA(t) which are not
ε-dominated by elements of A(t).
Step 7. Update population P(t + 1) with portfolios from
GA(t). Every portfolio XGA from GA(t) is compared
with a portfolio XP that is randomly selected from the
portfolios in P(t). XGA will replace XP in P(t + 1) if it
ε-dominates XP. Otherwise, XP will not be replaced.
Step 8. In t � t + 1, check if t< tmax, then go to Step 4,
otherwise stop.

Portfolios from A(t) will belong to X∗P∈, the smart and
efficient approximation of the Pareto set.

'e ev-MOGA algorithm used in this article is a
modified version of the algorithm published in Matlab
Central [47].

'e original ev-MOGA algorithm was unable to cope
simultaneously with the weighting constraints stated in
equations (11) and (12). 'us, it has been necessary to
implement some changes related to the random generation
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of a uniformly distributed initial population and the
crossover and random mutation of individuals.

Example 1 (six-stock portfolio selection). To show the
applicability of the ev-MOGA algorithm to solve a tricri-
terion multiobjective portfolio selection from a sustainable-
financial perspective, we have developed a six-stock example
based on equations (8)–(12). In this example, the following
vector of expected returns, matrix of covariances, and vector
of portfolio sustainability scores have been used:

μ �

1.8426
1.4060
0.8346
1.5745
1.4133

− 0.4145

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

· 10− 2
;

σ �

21.6368 3.7021 − 0.9104 3.4893 3.2989 5.1921
3.7021 5.4762 0.5264 − 0.0284 2.3047 1.0302

− 0.9104 0.5264 3.4024 0.5005 1.0575 0.8166
3.4893 − 0.0284 0.5005 5.2031 0.8882 1.9082
3.2989 2.3047 1.0575 0.8882 8.3785 1.7110
5.1921 1.0302 0.8166 1.9082 1.7110 6.349

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

· 10− 3
;

s �

45
58
55
46
52
60

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(20)

'e ev-MOGA algorithm has been executed with the
following parameters: NindP � 104, NindGA � 8, tmax � 105,
Pm/c � 0.2, and n boxi � 1000 i � 1, . . . , 6. After 105 itera-
tions, population A has 40414 individuals. Figure 1 shows the
ε-Pareto front obtained by applying the ev-MOGA algorithm.

Figure 1 depicts the three-dimensional representation of
the approximated ε-Pareto front, thus providing the non-
dominated mean-variance-sustainability surface. 'is ε-Pareto
frontier is made up of 40414 uniformly distributed points
representing nondominated portfolios for which none of the
three objectives can be improvedwithout sacrificing any others.
Notice that, the north-west boundary of the plotted surface is
the standard Markowitz’s mean-variance frontier. For this
example, when the risk goes down, the return becomes smaller
and the sustainability becomes bigger. Moreover, the points
that are performing well in sustainability are plotted in green in
the bottom left corner.

4. Representing the Nondominated Mean-
Variance-Sustainability Surface with 2D
Figures Using Level Diagrams

It is widely recognized that as the number of dimensions
increases, it is increasingly difficult to analyse the graphical
information provided by the Pareto front. According to

Miettinen [44], approximating the Pareto front is an open
research field in which a broad array of techniques have been
proposed.

In [48], a new visualization tool of n-dimensional Pareto
fronts called level diagrams (LDs) is developed. LD is shown
to be a useful analysis tool to help decision makers face with
large sets of Pareto points obtained from multiobjective
optimization problems. With LD, each objective is repre-
sented on the X-axis of a separate 2D diagram, and each
diagram is synchronized with the others because all share the
same Y-axis. To represent the points of the Pareto front in
LDs, every objective is normalized with respect to minimum
and maximum values by applying a norm, such as, the 1-
norm, the Euclidean norm (2-norm), or the infinity norm
(∞-norm) (it is also possible to apply any user-defined
function to perform this normalization procedure). In each
diagram, the Y-axis corresponds to the sum of the nor-
malized objectives, while the values of a particular objective
are represented on the X-axis. 'ere will be as many LDs as
objectives. Consequently, LD methodology consists in
replacing a n-dimensional Pareto front by n LDs that share
the same Y-axis.

For the proposed mean-variance-sustainability problem,
the 3D-Pareto front will be replaced with three LDs in two
dimensions. In the first LD, the X-axis will be the values of
variance (risk), the return values will be represented in the
second LD, and the third LD refers to the values of sus-
tainability. LD is available from Matlab Central Reynoso-
Meza [49].

Example 2 (six-stock portfolio selection (continued)).
According to the previous statement, from Example 1, the
3D-Pareto front of Figure 1 can be represented by three two-
dimensional LDs in Figure 2.
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Figure 1: 3D ε-Pareto front corresponding to the six-stock
example.
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In each LD, the Y-axis corresponds to the normalized
value of the three objectives using the 2-norm. 'e green
points in the first LD are situated at the lower levels in the X-
axis (risk or variance), and they correspond to the zones of
the Pareto front nearer to the ideal point which represent the
minimum risk. 'ese green points in the LD of risk cor-
respond to the green points in the LD of return and in the LD
of sustainability. It is worth noting that all the graphs are
synchronized because they share the same Y-axis. 'is
synchronization can be used to check where a particular
group of points is located in different LDs.

Imagine that an investor determines a sustainability
benchmark hoping to make a positive impact through his/
her responsible investing. 'is sustainability aspiration level
can be coloured in purple in the sustainability LD (see the
last LD in Figure 3). Furthermore, all the objectives are
coordinated and by selecting a given level of sustainability,
the decision maker can visualize the corresponding value of
risk and return in the remaining LDs and also in the 3D-
Pareto front. In this way, the level diagram information on
the objective values of returns, variance, and sustainability
can be represented in a clearer form than a three-di-
mensional graph.

LD tool also works with the Pareto set. In this example,
the Pareto set is a 6-dimensional set, so it is impossible to
represent it using a standard graph. Fortunately, following
the same idea used for the Pareto front, it is possible to
display this 6-dimensional set with 6 LDs, each one cor-
responding to each portfolio weight (wi).

From Example 1, the Pareto set can be equivalently
represented by the 6 LDs that are shown in Figure 4. 'e
green points in these new LDs also correspond to the zones
of the Pareto set nearer to the ideal point which represents
the maximum sustainability. Due to the synchronization of
all the graphs, when the decision maker sets a level for one
objective in the LDs of the Pareto front, the range of the
budget that could be invested in each asset appears in purple
in the corresponding LDs of the Pareto set.

Remark 3 (about n-dimensional Pareto sets). Generalising
the results of Example 2, it is possible to conclude that a n-
dimensional Pareto set can be replaced by n LDs that share
the same Y-axis, each one corresponding to each weight (wi).

Overall, this interactive tool could be interesting for the
visualization of the Pareto fronts involving more than three
objectives and helping users of a posteriori methods find the
best solutions in multiobjective optimization problems.

5. An Application to the European SRI Open-
End Funds

In this section, we report the experimental results obtained
with the application of ev-MOGA to a real-world em-
pirical study using a data set of institutional SRI open-end
funds from Morningstar to explore the variance-expected
return-sustainability tradeoff. 'e data from Morningstar
cover an opportunity set that includes 22 institutional SRI
open-end funds offered in Spain, and the base currency is

the Euro. For each SRI open-end fund, we have the
monthly returns for 120 months for the period 2009–2019.
Monthly data for the period were downloaded to compute
the expected return vector μ � (μ1, . . . , μ22)

T and the co-
variance matrix Σ � [σij], i, j � 1, . . . , 22.

As for the model sustainability vector s � (s1, . . . , s22)
T,

we downloaded the historical portfolio sustainability score
that provides reliable information about how well the
holdings in a portfolio perform on environmental, social,
and governance (ESG) issues. For more information about
the sustainability scoring method, see Morningstar [50].

We have applied the ev-MOGA algorithm with these
parameters: NindP � 5 · 104, NindGA � 20, tmax � 3 · 105,
Pm/c � 0.2, and n boxi � 500 i � 1, . . . , 22.

'e set of points belonging to ε-Pareto front in Figure 5
represents the set of nondominated (or efficient) portfolios
for which none of the three objectives, risk, return, or
sustainability, can be improved without sacrificing any
others. In this case, it is shown that improving the level of
sustainability in a second stage of the portfolio multi-
objective optimization undermines the financial goal in
terms of return but improves the risk. In fact, the area of the
surface for the highest level of sustainability coloured in
green corresponds to low level of returns and low values for
risk.

Figure 6 shows the three LDs in two dimensions for
return, variance (risk), and sustainability related to the
previous 3D ε-Pareto front. If a particular investor sets a
level of sustainability using the purple marker, the LD
tool immediately offers the corresponding values of risk
and return. Moreover, Figure 7 plots the 22 LDs of the
Pareto set, thus providing the corresponding portfolio
weights.

When analysing Figure 7, we should draw attention to
the following groups of SRI open-end funds: (i) a first group
including funds 1-2-5-6-15-17-18-20 that does not (or only
marginally) contribute to achieving any nondominated
point of the ε-Pareto front; (ii) a second group composed of
funds 8-11-12-13-19 generating efficient solutions, but not
providing the required sustainability benchmark; and (iii) a
third group made up of funds 3-4-7-9-10-14-16-21-22
providing efficient solutions in which a high level of sus-
tainability is also ensured.

6. Conclusions

'e Markowitz mean-variance approach has been the
prevailing model for portfolios for over 60 years and is
often viewed as a basic model to represent the complexity of
real-world portfolio selection problems, especially when
investors are concerned about additional criteria such as
sustainability. 'erefore, a new ev-MOGA approach has
been applied in this paper to approximate the non-
dominated mean-variance-sustainability surface by pro-
viding a well-distributed Pareto front. We have reviewed
the main contributions in the literature addressing the
problem of including additional criteria to the classical
mean-variance Markowitz portfolio selection approach.
Scholars started to use MOGAs for portfolio selection,
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especially to the two-objective case, but few studies have
dealt with three or more objectives.

When more dimensions are added to the problem, the
complexity increases and graphical analysis tools are needed
for the visualization of the Pareto front to facilitate the
decision-making process. In our proposal, the level diagrams
tool has been used to consider sustainability preferences in
the portfolio selection problem to better understand the
tradeoffs between risk, return, and sustainability in a 2D
graphical representation. To illustrate the methodology, a

retrospective case of portfolio selection in a European stock
exchange is developed. By starting with an opportunity set of
22 institutional SRI open-end funds, we derive the non-
dominated surface from information of historical returns
and sustainability indices.

Our approach has several advantages over previous work
on tricriteria portfolio selection because (i) existing multi-
objective techniques for extending mean-variance portfolio
selection problems have limited capabilities if the new ob-
jectives are nonlinear, and our approach could provide a
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Figure 2: 2D-level diagrams corresponding to the Pareto front of the six-stock example.
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general framework for n objectives with no conditions re-
lated to the type of the objective function (quadratic, linear,
or nonlinear); (ii) the proposed ev-MOGA algorithm adjusts
the Pareto front dynamically, ensuring convergence and
uniform distribution of solutions; (iii) level diagrams pro-
vide a new tool of visualization to better understand the
tradeoff between objectives and give a two-dimensional

representation of high-dimensional Pareto fronts and Pareto
sets.

Finally, there are several future lines of research for
overcoming the limitation of this study. Firstly, to validate
the use of our proposed ev-MOGA approach to multi-
objective portfolio selection, it would be interesting to
conduct a computational comparison of the exact methods
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previously proposed in the literature, as well as study the
advantages and disadvantages of both approaches. Secondly,
a future research opportunity would be to extend the pro-
posed model and incorporate other realistic objectives (such

as liquidity, number of securities in the portfolio, or turn-
over), thus providing a general framework for n objectives.
Finally, the impact of estimation errors on mean-variance-
sustainability portfolio optimization will be incorporated in
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future works to compare the optimal portfolio performance
by using resampling approaches and others.
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and D. Plà-Santamaria, “Socially responsible investment: a
multicriteria approach to portfolio selection combining
ethical and financial objectives,” European Journal of Oper-
ational Research, vol. 216, no. 2, pp. 487–494, 2012.

[34] J. M. Cabello, F. Ruiz, B. Pérez-Gladish, and P. Méndez-
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[35] E. Ballestero, B. Pérez-Gladish, and A. Garcia-Bernabeu,
“Socially responsible investment. A multi-criteria decision
making approach,” International Series in Operations Re-
search & Management Science, vol. 219, 2015.

[36] C. Calvo, C. Ivorra, and V. Liern, “Fuzzy portfolio selection
with non-financial goals: exploring the efficient frontier,”
Annals of Operations Research, vol. 245, no. 1-2, pp. 31–46,
2016.
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Foggy weather seriously deteriorates the performance of freeway systems, particularly regarding tra�c safety and e�ciency.
General macroscopic tra�c models have di�culty re�ecting the characteristics of a freeway under foggy weather conditions. In
the present study, a macroscopic tra�c model using a correction factor under foggy weather conditions is therefore proposed,
which is regulated according to the di�erent levels of visibility and curve radius of the freeway using the Takagi–Sugeno (T-S)
model. Based on the proposed tra�c model, a local ramp metering strategy with density correction under foggy weather
conditions is proposed to improve tra�c safety. �e proposed local ramp metering strategy regulates the on-ramp �ow using the
T-S model according to the mainstream density, speed, and visibility. �e correction factors are determined based on the
parameters of the consequent part in the T-S model, which are optimized using the particle swarm optimization algorithm. �e
sum of the mean absolute percentage error of the mainstream tra�c density and speed is used to evaluate the proposed tra�c
model. �e real-time crash-risk prediction model, which re�ects the degree of tra�c safety, is used to evaluate the proposed local
ramp metering strategy. Simulations using VISSIM and MATLAB show that the proposed tra�c model is suitable under foggy
weather conditions and that the proposed local ramp metering strategy achieves a better performance in reducing fog-
related crashes.

1. Introduction

Foggy weather not only deepens the uncertainty, complexity,
and randomness of freeway systems but also brings about a
decrease in tra�c e�ciency and an increase in the number of
crashes [1]. Fog-related crashes are mainly related to poor
visibility and a large curve radius, which is the radius of a
circularly curved section of a freeway [2].

Tra�c management strategies for improving tra�c
safety and e�ciency under foggy weather conditions can be
divided into two types: advisory strategies and control
strategies [3]. Advisory strategies using atmospheric and
pavement data combined with the tra�c �ow and incident
data can provide more timely and accurate freeway tra�c
information for travelers and thereby reduce fog-related
crashes [4]. Dynamic tra�c information can be automati-
cally conveyed to travelers through dynamic message signs

and freeway advisory announcements provided through a
radio station. Control strategies can be divided into two
types as well: speed management strategies and tra�c �ow
management strategies. Regarding speed management, au-
tomatic visibility warning systems estimate a safe tra�c
speed for motorists based on the real-time visibility of the
freeway as derived from visibility sensors to reduce fog-
related crashes [5]. Real-time speed recommendations de-
rived from visibility warning systems can be conveyed using
an intelligent transportation system [6, 7]. A visibility
warning system is widely used to ensure tra�c safety under
foggy weather conditions. Using six types of visibility sen-
sors with forward-scatter technology and 25 closed circuit
TV cameras, the Alabama Department of Transportation
implemented a visibility warning system to reduce fog-re-
lated crashes [3]. �e Utah Department of Transportation
used an Adverse Visibility Information System Evaluation,
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which provides real-time speed recommendations for mo-
torists, to reduce fog-related crashes [8, 9]. However, visi-
bility warning systems have significant challenges in terms of
cost and the application of appropriate sensor technologies.

In terms of traffic flow management, control strategies
are applied to permit or restrict the traffic flow and regulate
the freeway capacity. Ramp metering has been recognized as
an effective and economic way to regulate mainstream
freeway traffic flow at the cost of increasing or decreasing the
on-ramp queue length [10]. Existing ramp metering strat-
egies, including fixed-time and real-time ramp metering,
have been used well. Based on historical traffic data, fixed-
time ramp metering strategies may lead to freeway con-
gestion or underutilization. Real-time ramp metering
strategies including local responsive and coordinated ramp
metering strategies regulate the mainstream traffic flow
based on real-time traffic data. Local ramp metering strat-
egies such as demand capacity, occupancy control, and
Asservissement Linéaire d’Entrée Autoroutière (ALINEA)
determine the on-ramp flow based on the real-time main-
stream traffic conditions. Among them, ALINEA is the most
typical type of ramp metering strategy owing to its closed-
loop control [11]. Extended algorithms of ALINEA such as
downstream-measurement-based adaptive ALINEA (AD-
ALINEA), upstream-measurement-based adaptive ALINEA
(AU-ALINEA) [12], and proportional-integral extension of
ALINEA (PI-ALINEA) [13] have recently been proposed. In
addition, intelligent control algorithms such as iterative
learning control [14–16], fuzzy logic control (FLC), neural
network control [17], and a reinforcement learning control
algorithm [18] are used in local ramp metering. Coordinated
ramp metering strategies such as METALINE, FLOW, the
Zone algorithm, Helper, and SWARM aim at improving the
network-wide traffic efficiency of freeways by making full
use of all on-ramps. However, the complexity and cost of
coordinated ramp metering are much higher than those of
local ramp metering [19].

A freeway system is an interconnected nonlinear system
that can be represented using a set of linear state equations
by applying a fuzzy model. -erefore, FLC appears to be
more suitable for ramp metering than an analytic control
algorithm. A fuzzy logic controller based on six input
variables and three output variables was proposed for ramp
metering, which took into account the upstream and
downstream traffic states and the length of the on-ramp
queue [20]. Experimentally, the fuzzy controller proved its
superior performance in reducing congestion and dealing
with traffic incidents. In addition, a T-S-type fuzzy controller
based on the mainstream density, speed, and queue length
applied as inputs and the desired mainstream density ap-
plied as the output was proposed [21]. -e proposed T-S-
type fuzzy controller implements an optimal ramp metering
according to the different traffic states using the PSO al-
gorithm. -e self-adjusted fuzzy ramp metering strategy
based on the correction factor was proposed [21]. -e fuzzy
control rules of the proposed self-adjusted fuzzy ramp
metering strategy are replaced with correction factors. -e
proposed correction factors simplify the rule definitions of
the three-dimensional fuzzy controller. Based on the fuzzy

logic algorithm, many different control strategies such as a
genetic-fuzzy algorithm [22] and a genetic-fuzzy algorithm
with the optimization algorithm [23] have been proposed.
Moreover, a ramp metering strategy based on the fuzzy logic
algorithm achieves a good robustness and rapid response to
traffic demand [24].

Although studies on local ramp metering under normal
weather conditions have been exploited well, few studies
have been conducted on local ramp metering under foggy
weather conditions. In this study, a macroscopic traffic
model based on a model correction factor (cm) under foggy
weather conditions is proposed using the T-S model. -e
traffic model is regulated using the T-S model according to
the different degrees of visibility and the curve radius of the
freeway. Freeway traffic data derived from the VISSIM
simulator are used for traffic modelling under foggy weather
conditions. -e sum of the mean absolute percentage error
based on the mainstream traffic density and speed is used to
evaluate the proposed traffic model. -e traffic model pa-
rameters are optimized using the PSO algorithm. -e
proposed traffic model is simulated in MATLAB.

Based on the proposed macroscopic traffic model, a local
ramp metering strategy based on a density correction factor
(cd) under foggy weather conditions is proposed. Based on a
T-S-type FLC, the proposed local ramp metering strategy
regulates the on-ramp flow according to the mainstream
density, mainstream speed, and visibility. A real-time crash-
risk prediction model reflecting the level of safety of the
freeway traffic is used to evaluate the proposed local ramp
metering strategy. -e parameters of the proposed ramp
metering strategy are also optimized using the PSO algo-
rithm, and the proposed local ramp metering strategy is
simulated in MATLAB.

2. Macroscopic Traffic Model under Foggy
Weather Conditions

2.1. T-S-Type Fuzzy 'eory. In this study, the T-S model is
adopted for use as a macroscopic traffic model and for local
ramp metering under foggy weather conditions. For a T-S-
type fuzzy controller, xm is denoted as the m-th input
variable, with m � 1, . . . , M, whereM is the number of input
variables; in addition, Ai(xm) is denoted as the input fuzzy
subset of the input variable xm corresponding to the i-th
fuzzy rule, in which i � 1, . . . , N, where N is the number of
fuzzy rules. -e i-th fuzzy rule is expressed in the IF-THEN
form as follows:

IFx1 isA
i

x1( 􏼁AND x2 isA
i

x2( 􏼁 · · ·ANDxM isA
i

xM( 􏼁
􏽼√√√√√√√√√√√√√√√√√√√√√√√√􏽻􏽺√√√√√√√√√√√√√√√√√√√√√√√√􏽽

antecedent part

THENy
i

� p
i
0 + p

i
1x1 + · · · + p

i
MxM􏽼√√√√√√√√√√√√√√√􏽻􏽺√√√√√√√√√√√√√√√􏽽

consequent part

,

(1)
where pi

l is a constant parameter of the consequent part
related to the i-th fuzzy rule, in which l � 0, 1, . . . , M, and yi

denotes the output value corresponding to this rule.
In addition, μi(xm) denotes the membership value of the

input variable xm corresponding to the linguistic variable
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Ai(xm), and μi refers to the membership value of the i-th
fuzzy rule, which is calculated as follows:

μi
� min μi

x1( 􏼁, μi
x2( 􏼁, . . . , μi

xM( 􏼁􏼐 􏼑

or μi
� μi

x1( 􏼁∗ μi
x2( 􏼁∗ · · · ∗ μi

xM( 􏼁.
(2)

-e final output of the T-S model is expressed as follows:

y �
􏽐iμiyi

􏽐iμi
. (3)

2.2. Macroscopic Traffic Model with Correction Factor under
Foggy Weather Conditions. Considering such factors as the
topography and construction costs in the design of a freeway
plane alignment, circular curved sections are unavoidable
and are applied as a main linear section of a freeway. Owing
to the particularity of its linear conditions and the com-
plexity of driving behaviors, such sections have become areas
with a high incidence of traffic accidents. -e freeway
friction coefficient and visibility are reduced under foggy
weather conditions, adding to the complexity of driving
behaviors on curved sections. -e curve radius is the main
characteristic of a circular curved section of a freeway, and
the crash risk will increase with a decrease in the curve
radius. -e freeway visibility and curve radius are two of the
most critical factors affecting the traffic model applied under
foggy weather conditions. METANET [25] is a well-known
macroscopic traffic model. However, it has difficulty
reflecting freeway characteristics under foggy weather.
-erefore, in this study, a traffic model applied under foggy
weather conditions that introduces a model correction factor
(cm) into the METANET traffic model is proposed. -is
model correction factor can reflect the effects of foggy
weather on a freeway because the factor is regulated
according to the different levels of visibility and the curve
radius of the freeway. -e model correction factor is directly
determined using the T-S model. -e proposed traffic model
is expressed as follows:

ρi(k + 1) � cm · ρi(k) +
T

Δi

qi− 1(k) − qi(k) + ui(k)􏼂 􏼃􏼠 􏼡,

(4)

qi(k) � ρi(k) · vi(k) · λi, (5)

vi(k + 1) � cm · vi(k) +
T

τ
V ρi(k)( 􏼁 − vi(k)􏼂 􏼃􏼒

+
T

Δi

vi(k) vi− 1(k) − vi(k)􏼂 􏼃

−
cT

τΔi

ρi+1(k) − ρi(k)

ρi(k) + θ
􏼡,

(6)

V ρi(k)( 􏼁 � vf · 1 −
ρi(k)

ρjam
􏼠 􏼡

δ
⎡⎣ ⎤⎦

m

, (7)

where T is the length of the time step; k indicates the time
step t� kT, where k � 1, . . . , λi denotes the number of lanes

in the segment i; vi(k) and ρi(k) are the average speed and
average mainstream density in the segment i at the time step
kT, respectively; qi(k) represents the mainstream flow
through the segment i entering the next segment during the
time step kT; ui(k) represents the on-ramp metering flow
entering the segment i at the time step kT; the notations vf,
ρjam, Δi, and V(ρi(k)) represent the free-flow speed, the jam
density, the length of the segment i, and the static speed in
the segment i at the time step kT, respectively;m, c, τ, δ, and
θ are global parameters reflecting the freeway characteristics;
and cm denotes the model correction factor. Equations
(4)–(7) are for determining the conservation, traffic pa-
rameter relationship, dynamic mean speed, and static speed-
density relationship, respectively.

2.3. Model Correction Factor Regulation Based on T-S Model.
-e visibility and curve radius are the two most important
factors affecting freeway traffic under the foggy weather
condition. -us, in this study, the freeway visibility and
curve radius are applied as input variables of the T-S model,
and the model correction factor is applied as the output
variable. -e freeway visibility and curve radius can be
obtained from a freeway information system. -e freeway
visibility and curve radius at the time step kT are denoted as
r(k) and b(k), respectively. Assume thatA(r) andA(b) are the
input fuzzy sets of the input variables r(k) and b(k), re-
spectively. Two input fuzzy subsets are defined for each
input fuzzy set. -e normalized domain of the input fuzzy
sets and the input variables is [− 1, 1]. It is assumed that the
actual physical domains of the visibility and radius curve are
[r1, r2] and [b1, b2], respectively. -e mean values of rm and
bm and the scaling factors Kr and Kb are used to transform
the physical domains [r1, r2] and [b1, b2] into the normalized
domains [− 1, 1] and [− 1, 1], respectively, the mathematical
formulas of which are as follows:

rm �
r1 + r2

2
,

bm �
b1 + b2

2
,

Kr �
1

r2 − rm( 􏼁
,

Kb �
1

b2 − bm( 􏼁
.

(8)

-us, the measured values r(k) and b(k) can be trans-
formed into the normalized domain using the appropriate
scaling factors as follows:

A(r) � Kr · r(k) − rm( 􏼁,

A(b) � Kb · b(k) − bm( 􏼁.
(9)

-emembership function of normalized input fuzzy sets
described using a trapezoidal function [26] is as shown in
Figure 1.

-ere are four different combinations of input variables
in the fuzzy rules, as summarized in Table 1.
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An example of a fuzzy rule is expressed in the IF-THEN
form as follows:

IF r is BIGAND b is SMALL︸������������︷︷������������︸
antecedent part

THEN cim � βi0 + βi1r + βi2b︸�����������︷︷�����������︸
consequent part

,
(10)

where βij, in which j� 0, 1, 2, is a constant parameter of the
consequent part corresponding to the i-th fuzzy rule and cim
denotes the output value corresponding to the i-th fuzzy
rule.

According to equations (1)–(3), the model correction
factor (cm) is calculated as follows:

cm �
∑iμicim
∑iμi

. (11)

�e T-S model of the model correction factor contains
four fuzzy rules, and each fuzzy rule has three parameters to
be regulated. �us, the T-S model regulates a total of 12
parameters. Including vf, τ, ρjam, m, c, θ, and δ, there are a
total of 19 parameters to be regulated in the proposed tra�c
model. �e performance of the T-S model depends on the
structure and parameter identi¥cation. However, in this
study, the performance of the T-S model is merely related to
the parameters of the consequent part because the input
fuzzy sets are prede¥ned. �erefore, to minimize the per-
formance objective, the problem of tra�c modelling under
foggy weather conditions is equivalent to seeking the op-
timal values of the 19 parameters. �e PSO algorithm is
adopted to optimize these parameters.

2.4. Parameter Regulation Based on PSO. As a swarm in-
telligence algorithm, PSO is inspired by the search strategy
applied in the foraging behaviors of organisms such as
�ocking bird [27]. �e PSO algorithm is based on a pop-
ulation iterative search. For the parameter optimization,
each particle denotes a set of candidate solutions. Each

particle includes the position and velocity, which determine
its direction and distance of �ight, as well as the ¥tness value
calculated using a ¥tness function. During the particle search
process, each particle can update its position in a better
direction by tracking the individual and global best posi-
tions. If the number of iterations reaches the maximum, the
global best position of the particle swarm is the optimal
solution. During each iteration, each particle updates its
velocity and position by tracking the individual and global
best positions as follows [28]:

vj+1i � wvji + c1r1 p
j
i − x

j
i( ) + c2r2 p

j
g − x

j
i( ),

xj+1i � xji + v
j+1
i ,

(12)

where i refers to the index of the particle, j represents the
index of the iteration, vji denotes the velocity of the i-th
particle during the j-th iteration, xji denotes the position of
the i-th particle during the j-th iteration, pji is the individual
best position of the i-th particle during the j-th iteration, pjg
is the global best position of the particle swarm during the j-
th iteration, w is the inertia weight, c1 and c2 are learning
factors regulating the attraction of the individual and global
best positions to the particle, and r1 and r2 are random values
within the range of zero to 1.

During the application of the PSO algorithm, the ¥tness
function is used to evaluate the e�ectiveness of the pa-
rameter optimization during the k-th iteration. �e sum of
the mean absolute percentage error of the mainstream tra�c
density and speed is used for the ¥tness function. �e ¥tness
function is expressed as follows:

J � 0.5 ∑
1≤k≤K

ρo(k) − ρi(k)
∣∣∣∣

∣∣∣∣
ρo(k)

+
vo(k) − vi(k)
∣∣∣∣

∣∣∣∣
vo(k)

{ }, (13)

where k indicates the time step t� kT, where k � 1, 2, . . . , K
is the total time period; ρo(k) and ρi(k) are the actual
mainstream density and the density derived from the pro-
posed tra�c model at the time step kT, respectively; and
vo(k) and vi(k) are the actual mainstream speed and the
speed derived from the proposed tra�c model at the time
step kT, respectively; in addition, the data on ρo(k) and vo(k)
under foggy weather conditions can be obtained from a
freeway information system.

�e mainstream tra�c �ow is a product of the main-
stream tra�c density and speed, and thus, the mainstream
�ow is indirectly taken into account through the ¥tness
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Figure 1: Membership functions of (a) visibility and (b) curve radius.

Table 1: Combinations of input variables in fuzzy rules.

i A(r) A(b)
1 SMALL BIG
2 SMALL SMALL
3 BIG SMALL
4 BIG BIG
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function. It is known that the speed, density, and flow are
considered to be explanatory variables of the freeway traffic
model. -erefore, the fitness function, which includes the
mainstream speed, density, and flow, represents a com-
prehensive assessment of the proposed traffic model.

-e implementation steps of the PSO algorithm are
divided into two parts: initialization and iteration.

2.4.1. Initialization Part

Step 1. Set the particle swarm size as 100, the number of
particle dimensions as 19, the maximum number of itera-
tions as 300, both c1 and c2 as 2, and the inertia weight w as
0.8.

Step 2. Initialize the position and velocity vectors for each
particle randomly while taking into account the particle
limits.

Step 3. Input the traffic data on the flow, speed, and density.

Step 4. Randomly set the initial solution of each particle, and
initialize the individual and global best positions.

2.4.2. Iteration Part

Step 1. Calculate the fitness value of each particle according
to equations (4)–(7) and (12).

Step 2. Determine the individual and global best positions
for the i-th particle at the j-th iteration, and if the fitness
value is smaller than the previous fitness value, let the in-
dividual best position p

j
i � x

j
i ; otherwise, the individual best

position p
j

i remains unchanged. In addition, if the individual
best position p

j

i is smaller than the global best position p
j
g,

let p
j
g � p

j

i ; otherwise, the global best position p
j
g remains

unchanged.

Step 3. Update the velocity and position of each particle
according to equation (11).

Step 4. Repeat the iteration part until the maximum number
of iterations is satisfied.

3. Local Ramp Metering under Foggy
Weather Conditions

During the past several decades, studies on local ramp
metering under normal weather conditions have been well
exploited. However, the problem of local rampmetering under
foggy weather conditions has been rarely studied. Because of
traffic safety, on-ramps are typically closed under foggy
weather conditions.-e consequence of closing an on-ramp is
not only a reduction in the mainstream traffic flow but also a
decrease in the traffic efficiency. -erefore, improving the
freeway traffic efficiency during foggy weather on the basis of
ensuring traffic safety is a popular area of study. Owing to the
complexity of foggy weather conditions, the desired density

varies from moment to moment, which cannot be properly
solved using PI-ALINEA. -us, the application of local ramp
metering under foggy weather conditions is proposed.

A ramp metering strategy similar to PI-ALINEA is ap-
plied in the present paper. PI-ALINEA is expressed as follows:

u(k + 1) � u(k) − KP􏼂ρ(k) − ρ(k − 1)􏼃 + KR ρd − ρ(k)􏼂 􏼃,

(14)

where KP and KR are the gain factors for the proportional
and integral terms, respectively.

-e proposed local rampmetering strategy based on the
density correction factor (cd) can regulate the on-ramp flow
according to the freeway traffic state. In addition, the
density correction factor (cd) is directly determined using
the T-S model. -e proposed local ramp metering strategy
based on the density correction factor (cd) can be expressed
as follows:

u(k + 1) � u(k) − KP􏼂ρ(k) − ρ(k − 1)􏼃 + KR ρd − ρ(k)􏼂 􏼃,

(15)

ρd � ρp · cd, (16)

where KP and KR are the gain factors for the proportional
and integral terms, respectively; ρp is the predefined density
value; and cd represents the density correction factor.

-e mainstream traffic density (ρ), speed (v), and visi-
bility (r) of the freeway are three key factors affecting the
traffic safety under foggy weather conditions. -us, this
paper sets the mainstream traffic density (ρ), speed (v), and
visibility (r) as input variables of the T-S model and the
density correction factor (cd) as the output variable. Assume
that A(ρ), A(v), and A(r) are input fuzzy sets of the main-
stream density, speed, and visibility, respectively. Two fuzzy
subsets are defined for each input fuzzy set. -e normalized
domains of the input fuzzy sets and input variables are all
[− 1, 1]. Assume that the actual physical domains of the
visibility, speed, and visibility are [ρ1, ρ2], [v1, v2], and [r1,
r2], respectively. -e mean values of ρm, vm, and rm and the
scaling factors Kρ, Kv, and Kr transform the physical do-
mains [ρ1, ρ2], [v1, v2], and [r1, r2] into the normalized
domains [− 1, 1], [− 1, 1], and [− 1, 1], respectively, the
mathematical formulas of which are as follows:

ρm �
ρ1 + ρ2

2
,

vm �
v1 + v2

2
,

rm �
r1 + r2

2
,

Kρ �
1

ρ2 − ρm

,

Kv �
1

v2 − vm

,

Kr �
1

r2 − rm

.

(17)
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-us, the measured values r(k) and b(k) can be trans-
formed into the normalized domain as follows:

A(ρ) � Kρ · ρ(k) − ρm( 􏼁,

A(v) � Kv · v(k) − vm( 􏼁,

A(r) � Kr · r(k) − rm( 􏼁.

(18)

-e membership function of the normalized input fuzzy
sets described using a trapezoidal function is shown in
Figure 2.

Owing to dynamic characteristics of a traffic flow, when
the mainstream traffic density is high, the mainstream traffic
speed should be low. -erefore, four different combinations
of input variables are applied in the fuzzy rules, as sum-
marized in Table 2.

For example, the i-th fuzzy rule is expressed as follows:

IF ρ is HIGHAND v is LOWAND r is HIGH
􏽼√√√√√√√√√√√√√√√√√√√􏽻􏽺√√√√√√√√√√√√√√√√√√√􏽽

antecedent part

THEN c
i
d � o

i
0 + o

i
1ρ + o

i
2v + o

i
3r􏽼√√√√√√√√√√√√√􏽻􏽺√√√√√√√√√√√√√􏽽

consequent part

,
(19)

where oi
j, in which j� 0, 1, 2, 3, is a constant parameter of the

consequent part corresponding to the i-th fuzzy rule and ci
d

denotes the output value corresponding to the i-th fuzzy rule.
According to equations (1)–(3), the density correction

factor (cd) can be calculated as follows:

cd �
􏽐iμici

d

􏽐iμi
. (20)

According to equations (15) and (18), the desired density
can be calculated as follows:

ρd � ρp ·
􏽐iμici

d

􏽐iμi
􏼠 􏼡. (21)

-e T-S model of the density correction factor contains
four fuzzy rules, each of which has four parameters to be
regulated.-us, the T-S model has 16 parameters to regulate
in the proposed local ramp metering strategy. -e PSO
algorithm is used to optimize these 16 parameters.

-e principle and implementation steps of the PSO al-
gorithm are described in Section 2.4. -e determined dif-
ference is the fitness function. Freeway traffic safety during
foggy weather conditions is the primary control target. -us,
the real-time crash-risk prediction model, which reflects the
traffic safety, is used as the fitness function to evaluate the
proposed local ramp metering. -e real-time crash-risk
prediction model is actually described as a logistic regression
function of the freeway traffic variables and regulates the
model parameters using the actual freeway traffic incident
data. -e real-time crash-risk prediction model [29] is cal-
culated as follows:

VU(t − ΔT, t) �
􏽐

λi

λ�1􏽐
N1
n�1V

λ
U tn − Δt, tn( 􏼁

λi · N1
, (22)

VD(t − ΔT, t) �
􏽐

λi

λ�1􏽐
N1
n�1V

λ
D tn − Δt, tn( 􏼁

λi · N1
, (23)

OU(t − ΔT, t) �
􏽐

λi

λ�1􏽐
N1
n�1O

λ
D tn − Δt, tn( 􏼁

λi · N1
, (24)
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Figure 2: Membership functions of (a) mainstream density, (b) mainstream speed, and (c) visibility.

Table 2: Combinations of input variables used in fuzzy rules.

i A(ρ) A(v) A(r)
1 HIGH LOW HIGH
2 HIGH LOW LOW
3 LOW HIGH HIGH
4 LOW HIGH LOW
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RCRI �
VU(t − ΔT, t) − VD(t − ΔT, t)􏼂 􏼃 · OU(t − ΔT, t)

1 − OU(t − ΔT, t)
,

(25)

σ OU( 􏼁 �

������������������������������������

􏽐
λi

λ�1􏽐
N1
n�1 Oλ

U tn − Δt, tn( 􏼁 − OU(t − ΔT, t)􏽨 􏽩
2

λi · N1

􏽶
􏽴

,

(26)

σ OD( 􏼁 �

������������������������������������

􏽐
λi

λ�1􏽐
N1
n�1 Oλ

D tn − Δt, tn( 􏼁 − OD(t − ΔT, t)􏽨 􏽩
2

λi · N1

􏽶
􏽴

,

(27)

Logit(P(Y � 1)) � α1 + α2 · RCRI + α3 · σ OU( 􏼁

+ α4 · σ OD( 􏼁,
(28)

P(Y � 1) �
exp α1 + α2 · RCRI + α3 · σ OU( 􏼁 + α4 · σ OD( 􏼁( 􏼁

1 + exp α1 + α2 · RCRI + α3 · σ OU( 􏼁 + α4 · σ OD( 􏼁( 􏼁
,

(29)

whereVU(t − ΔT, t) and VD(t − ΔT, t) are the average speed
in the upstream and downstream segments during the time
period ΔT, respectively; OU(t − ΔT, t) denotes the average
occupancy in the upstream segment during the time period
ΔT; RCRI represents the rear-end collision risk induced by
kinematic waves; and Vλ

U(tn − Δt, tn) and Vλ
D(tn − Δt, tn) are

the average speed of the λ-th lane in the upstream and
downstream segments during the time interval Δt, re-
spectively. In addition, Oλ

U(tn − Δt, tn) is the average oc-
cupancy of the λ-th lane in the upstream segment during the
time interval Δt; σ(OU) and σ(OD) are the standard deviation
of the occupancy in the upstream and downstream segments
during the time period ΔT, respectively; λi is the number of
lanes in the segment i;N1 is the number of time intervals in a
single time period (N1 �ΔT/Δt); P(Y � 1) is the probability
of a crash; and α1, α2, α3, and α4 are constant parameters.

In this study, the performance of the T-S model is simply
related to the parameters of the consequent part because the
input fuzzy sets are predefined. -erefore, the problem of
local ramp metering under foggy weather conditions is
equivalent to seeking the optimal values of the 16 parameters
to minimize the performance objective. -e configuration
parameters of the PSO algorithm used in the proposed local
ramp metering strategy are listed in Table 3.

4. Simulation Experiment and Analysis

4.1. Simulation of Traffic Model under Foggy Weather
Conditions

4.1.1. Experimental Setup. -e hypothetical freeway stretch
is divided into five segments with a length of Δxi, namely,
Δx1 � 643m, Δx2 � 643m, Δx3 � 643m, Δx4 � 643m, and
Δx5 � 643m. -e hypothetical freeway stretch has two lanes
and two on-ramps. -e lengths of on-ramps R1 and R2 are

both 400m. -e hypothetical freeway stretch is shown in
Figure 3.

Segment 4 is used for traffic modelling under foggy
weather conditions. -e freeway traffic data under such
conditions derived from VISSIM with time intervals of
5min are used as inputs for the trafficmodelling, as shown in
Figure 4. -e demand (Q3) of segment 3 from detector 4 and
demand (d2) of on-ramp R2 from detector 8 are shown in
Figure 4(a). -e units of the segment 3 demand (Q3) and on-
ramp R2 demand (d2) are both the hourly flow. -e average
speed (V3) of segment 3 from detector 4 and the density (ρ5)
of segment 5 from detector 6 are shown in Figures 4(b) and
4(c), respectively. -e experiment simulates the freeway
traffic from 1 : 00 am to 23 : 40 pm with a simulation time
step of 10 s.

-e higher the fog concentration, the lower the visibility.
To analyze the effects of foggy weather on the freeway
conditions, the traffic data on the density and speed in
segment 4 are sampled fromVISSIM under different freeway
visibility conditions, as shown in Figure 5. As Figure 5(a)
indicates, the desired density of the freeway decreases with
the elevated concentration of fog. As shown in Figure 5(b),
the speed fluctuation is greater with the increase in fog
concentration. -erefore, the freeway traffic safety and ef-
ficiency decrease with the elevated concentration of fog. -e
influence of foggy weather on the traffic model is mainly in
terms of density and speed.

-e proposed traffic model was simulated using the
traffic data under foggy weather conditions as derived from
VISSIM. Two cases were simulated with a visibility of
r � 150m and a curve radius of b� 1,500m. For case 1, one
model correction factor is used for the traffic model under
foggy weather conditions. For case 2, two model correction
factors are used for the traffic model under such conditions.
-e parameters used for the proposed traffic model are set
as follows: initial speed v(1) � 97 km/h and initial density
ρ(1) � 0.735 veh/km/ln, where the actual physical domains
of the visibility and curve radius in the traffic model are
[100m, 200m] and [500m, 1,500m], respectively.
According to equation (8), mean values of rm � 100m and
bm � 1000m and scaling factors of Kr � 0.02 and Kb � 0.002
are used.

4.1.2. Simulation Results and Analysis. As shown in Figure 6,
one model correction factor (cm) is applied to the main-
stream traffic density and velocity.-e fitness value is used to
evaluate the performance of the proposed traffic model.
According to equation (12), the fitness value of the traffic
model with one model correction factor (cm) is 5.96%. As

Table 3: Combinations of input variables in fuzzy rules.

Parameter Value
N2 (swarm size) 100
K 300
w 0.8
c1 2.0
c2 2.0

Complexity 7



indicated in Figure 7, two model correction factors cm1 and
cm2 are applied to the mainstream tra�c density and speed,
respectively. �e ¥tness value of the tra�c model with two

model correction factors is 6.22%. Clearly, the tra�c model
with one model correction factor achieves a better perfor-
mance than that with two factors.
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R2
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u

ρ5

Figure 3: Hypothetical freeway stretch.
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Figure 4: (a) Demands of segment 3 and on-ramp R2, (b) average speed of segment 3, and (c) average density of segment 5.
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Figure 5: (a) Mainstream density and (b) mainstream speed under di�erent foggy weather conditions.
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-e 19 parameters used in the traffic model with one
model correction factor through the PSO algorithm are
regulated as follows: ρjam � 88.9889 veh/km/ln, vf � 99.1510
km/h, τ � 18 s, c � 45.5616 km2/h, θ � 11.0836 veh/km,m� 1,
δ � 1.1861, f1 � 0.7631, f2 � 0.5976, f3 � 0.2099, f4 � 0.6452,
f5 � 0.1955, f6 � 0.3291, f7 � 0.7095, f8 � 0.1745, f9 � 0.3159,
f10 � 0.0034, f11 � 0.0535, and f12 � 0.3515. -e model cor-
rection factor (cm) is calculated from parameters f1 through
f12, and the value of 0.99 is obtained.

4.2. Simulation of the Proposed RampMetering Strategy under
Foggy Weather Conditions

4.2.1. Experimental Setup. Freeway traffic data with time
intervals of 10 s, such as for the upstream demand (Qu) and
on-ramp demand (d1 and d2), are employed as the input data
of the local ramp metering under foggy weather conditions,
as shown in Figure 8. -e units of upstream demand (Qu),
on-ramp R1 demand (d1), and on-ramp R2 demand (d2) are
all hourly flow. -e simulation time step is 10 s, and the
control time step is 30 s. Owing to the low on-ramp flow, a
no-control measure is used for on-ramp R1. On-ramp R2 is
controlled using PI-ALINEA and the proposed ramp
metering strategy. PI-ALINEA is described in equation (13).
-e simulations are carried out using a visibility of 150m

and a curve radius of 1,200m. -e parameters used for the
traffic modelling are set as follows: initial upstream demand
Qu(1)� 2730 veh/h, initial on-ramp R1 demand d1(1)�

181 veh/h, initial on-ramp R2 demand d2(1)� 301 veh/h,
maximum ramp metering flow umax � 1000 veh/h, and
minimum ramp metering umin � 100 veh/h, and the actual
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Figure 6: (a) Model speed and actual speed and (b) model density and actual density of case 1.

Model data
Actual data

60

70

80

90

100

110

Sp
ee

d 
(k

m
/h

)

1000 2000 3000 4000 5000 6000 7000 80000
Time step

(a)

Model data
Actual data

0

5

10

15

20

25

D
en

sit
y 

(v
eh

/k
m

/ln
)

1000 2000 3000 4000 5000 6000 7000 80000
Time step

(b)

Figure 7: (a) Model speed and actual speed and (b) model density and actual density of case 2.
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physical domains of the density, speed, and visibility of the
ramp metering are [32 veh/km/ln, 38 veh/km/ln], [80 km/h,
90 km/h], and [100m, 200m], respectively. According to
equation (16), the mean values are ρm � 35 veh/km/h,
vm � 85 km/h, and rm � 150m, and the scaling factors are
Kρ � 0.2, Kv � 0.2, andKr � 0.02.-e parameters in equations
(13) and (14) are listed as follows: KP � 10 and KR � 40.

4.2.2. Simulation Results and Analysis. According to
equations (20)–(27), a real-time crash-risk prediction model
reflecting traffic safety is used to evaluate the proposed local
ramp metering. -e data on traffic incidents are obtained
through a simulation in VISSIM. -e location of a traffic
incident is shown in Figure 3. -e time interval is Δt� 10 s,
the time period is ΔT� 60 s, and N1 �ΔT/Δt� 6 is applied.

-e real-time crash-risk probability is calculated during
every six simulation time steps. -e parameters in equation
(27) are obtained through the logistic regression of the traffic
incident data as follows: α1 � − 2.2028, α2 � − 0.035,
α3 �10.4302, and α4 �13.3114. Partial traffic data used for the
parameter fitting are listed in Table 4.

-e freeway traffic density and speed under different
local ramp metering strategies are shown in Figures 9(a) and
9(b), respectively. Equation (27) shows the real-time colli-
sion rate, which is used to evaluate the proposed local ramp
metering strategy. -e real-time collision rate of different
local ramp metering strategies is shown in Figure 9(c).

As shown in Figure 9, within the first 500 time steps and
the last 260 time steps during the simulation time, the
strategies of no-control and PI-ALINEA have similar control
results under the traffic state and real-time crash-risk

Table 4: Partial traffic data.

σ(OU) σ(OD) RCRI Y
0.098089 0.088339 − 4.50532 1
0.031236 0.032004 − 23.0141 1
0.113061 0.013629 − 34.9231 1
0.072684 0.014553 − 0.28159 0
0.031923 0.045414 − 0.68701 0
0.672758 0.080934 − 4.76873 0
· · · · · · · · · · · ·
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Figure 9: (a) Mainstream density, (b) mainstream speed, and (c) real-time crash-risk probability of different local rampmetering strategies.
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probability. Because the mainstream density of a freeway is
always lower than the desired density, the flow of on-ramp
R2 is not controlled by PI-ALINEA. As the freeway main-
stream density gradually exceeds the desired density, PI-
ALINEA will reduce the entrance flow of on-ramp R2 and
slow down the increasing trend of density to maintain the
mainstream density around its critical value at the cost of
increasing the ramp queue. Correspondingly, the real-time
crash-risk probability will decrease during this period.

As indicated in Figure 9, the proposed ramp metering
strategy under foggy weather conditions differs from the PI-
ALINEA strategy, which has a consistent effect on on-ramp
R2. At the beginning of the simulation, on-ramp R2 is
continuously controlled by the proposed ramp metering
strategy under the premise of reducing the real-time crash-
risk probability. As shown in Figures 9(a) and 9(b), the
fluctuations of the mainstream density and speed are smaller
than those controlled by PI-ALINEA. As shown in
Figure 9(c), the real-time crash-risk probability of the
proposed ramp metering strategy is always lower than that
controlled by PI-ALINEA during the entire simulation time
step.

In order to further analyze the effects of PI-ALINEA and
the proposed strategy, the experimental results of PI-ALI-
NEA and the proposed strategy are used for statistical study.
Because the real-time collision rate of different strategies
characterizes normal distribution, the t-test is used to
evaluate statistical significance with MATLAB. -e signifi-
cant difference between these results is characterized by a
significance threshold fixed at a p value less than or equal to
0.05.-e calculated p value is much less than 0.01; therefore,
the proposed strategy is superior to PI-ALINEA in ensuring
traffic safety. Partial experimental data used to evaluate
statistical significance are listed in Table 5. On the whole, the
proposed ramp metering strategy achieves a better perfor-
mance in ensuring traffic safety and is more suitable for a
freeway system under foggy weather conditions.

5. Conclusions

A macroscopic traffic model applied under foggy weather
conditions and based on a model correction factor (cm) was
proposed in this paper. -e model correction factor (cm) is
regulated online based on different visibility conditions and
curve radius of the freeway to better optimize the traffic
model under foggy weather conditions.-e sum of the mean

absolute percentage error of the mainstream density and
speed is used as the fitness function to evaluate the proposed
traffic model. A local ramp metering strategy under foggy
weather conditions based on the density correction factor
(cd) is proposed when considering the proposed traffic
model. -e density correction factor (cd) is regulated online
based on the mainstream traffic density, speed, and visibility.
A real-time crash-risk predictionmodel that reflects the level
of traffic safety is used to evaluate the performance of the
proposed local ramp metering strategy. -e simulation re-
sults show the effectiveness of the proposed trafficmodel and
ramp metering strategy under foggy weather conditions.
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-e (Excel) data used to support the findings of this study are
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Conflicts of Interest

-e authors declare that there are no conflicts of interest
regarding the publication of this paper.

Supplementary Materials

Data 1: data derived from VISSIM by simulating the traffic
incident, which are used for parameter regulation in the real-
time crash-risk prediction model. -ese data are complete
part corresponding to Table 4 in the manuscript. data 2: data
on the real-time collision rate of PI-ALINEA and the pro-
posed strategy, which are used for statistical study. -ese
data are complete part corresponding to Table 5 in the
manuscript. (Supplementary Materials)

References

[1] K. C. Dey, A. Mishra, and M. Chowdhury, “Potential of in-
telligent transportation systems in mitigating adverse weather
impacts on road mobility: a review,” IEEE Transactions on
Intelligent Transportation Systems, vol. 16, no. 3, pp. 1107–
1119, 2015.

[2] S. Choi and C. Oh, “Proactive strategy for variable speed limit
operations on freeways under foggy weather conditions,”
Transportation Research Record: Journal of the Transportation
Research Board, vol. 2551, no. 1, pp. 29–36, 2016.

[3] P. A. Pisano and L. C. Goodwin, “Research needs for weather-
responsive traffic management,” Transportation Research
Record: Journal of the Transportation Research Board,
vol. 1867, no. 1, pp. 127–131, 2004.

[4] T. H. Maze, M. Agarwai, and G. Burchett, “Whether weather
matters to traffic demand, traffic safety, and traffic operations
and flow,” Transportation Research Record: Journal of the
Transportation Research Board, vol. 1948, no. 1, pp. 170–176,
2006.

[5] L. Chris, B. Hellinga, and F. Saccomanno, “Evaluation of
variable speed limits to improve traffic safety,” Transportation
Research Part C: Emerging Technologies, vol. 14, no. 3,
pp. 213–228, 2006.

[6] B. Ran, P. J. Jin, D. Boyce, T. Z. Qiu, and Y. Cheng, “Per-
spectives on future transportation research: impact of in-
telligent transportation system technologies on next

Table 5: Partial real-time collision rate of different strategies.

No. PI-ALINEA Proposed
1 0.101575 0.100297
2 0.104457 0.102950
3 0.106739 0.103447
4 0.104717 0.100847
5 0.103336 0.100757
6 0.102541 0.100483
7 0.104219 0.102161
8 0.105752 0.103796
· · · · · · · · ·

Complexity 11

http://downloads.hindawi.com/journals/complexity/2019/5125724.f1.zip


generation transportation modelling,” Journal of Intelligent
Transportation Systems, vol. 16, no. 4, pp. 226–242, 2012.

[7] M. Cools, E. Moons, and G. Wets, “Assessing the impact of
weather on traffic intensity,” Weather, Climate, and Society,
vol. 2, no. 1, pp. 60–68, 2010.

[8] M. Abdel-Aty, J. Dilmore, and L. Hsia, “Applying variable
speed limits and the potential for crash migration,” Trans-
portation Research Record: Journal of the Transportation Re-
search Board, vol. 1953, no. 1, pp. 21–30, 2006.

[9] C. Lee, B. Hellinga, and F. Saccomanno, “Assessing safety
benefits of variable speed limits,” Transportation Research
Record: Journal of the Transportation Research Board,
vol. 1897, no. 1, pp. 183–190, 2004.

[10] M. Papageorgiou and A. Kotsialos, “Freeway ramp metering:
an overview,” IEEE Transactions on Intelligent Transportation
Systems, vol. 3, no. 4, pp. 271–281, 2003.

[11] M. Papageorgiou, H. Hadj-Salem, and J. M. Blosseville,
“ALINEA: a local feedback control law for on-ramp meter-
ing,” Transportation Research Record, vol. 1320, pp. 58–64,
1991.

[12] E. Smaragdis, M. Papageorgiou, and E. Kosmatopoulos, “A
flow-maximizing adaptive local ramp metering strategy,”
Transportation Research Part B: Methodological, vol. 38, no. 3,
pp. 251–270, 2004.

[13] Y. Wang, E. B. Kosmatopoulos, M. Papageorgiou, and
I. Papamichail, “Local ramp metering in the presence of a
distant downstream bottleneck: theoretical analysis and
simulation study,” IEEE Transactions on Intelligent Trans-
portation Systems, vol. 15, no. 5, pp. 2024–2039, 2014.

[14] Z. Hou, J.-X. Xu, and J. Yan, “An iterative learning approach
for density control of freeway traffic flow via ramp metering,”
Transportation Research Part C: Emerging Technologies,
vol. 16, no. 1, pp. 71–97, 2008.

[15] R. Chi, M. Li, Z. Hou, X. Liu, and Z. Yu, “Freeway traffic
density and on-ramp queue control via ILC approach,”
Mathematical Problems in Engineering, vol. 2014, Article ID
321934, 8 pages, 2014.

[16] Z. Hou, J. Yan, J.-X. Xu, and Z. Li, “Modified iterative-
learning-control-based ramp metering strategies for freeway
traffic control with iteration-dependent factors,” IEEE
Transactions on Intelligent Transportation Systems, vol. 13,
no. 2, pp. 606–618, 2012.

[17] H. M. Zhang and S. G. Ritchie, “Freeway rampmetering using
artificial neural networks,” Transportation Research Part C:
Emerging Technologies, vol. 5, no. 5, pp. 273–286, 1997.

[18] C. Lu and J. Huang, “A self-learning system for local ramp
metering with queue management,” Transportation Planning
and Technology, vol. 40, no. 2, pp. 182–198, 2017.

[19] M. Hasan, M. Jha, and M. Ben-Akiva, “Evaluation of ramp
control algorithms using microscopic traffic simulation,”
Transportation Research Part C: Emerging Technologies,
vol. 10, no. 3, pp. 229–256, 2002.

[20] L. L. Chen, A. D. May, and D. M. Auslander, “Freeway ramp
control using fuzzy set theory for inexact reasoning,”
Transportation Research Part A: General, vol. 24, no. 1,
pp. 15–25, 1990.

[21] J. Xu, X. Zhao, and D. Srinivasan, “On optimal freeway local
ramp metering using fuzzy logic control with particle swarm
optimisation,” IET Intelligent Transport Systems, vol. 7, no. 1,
pp. 95–104, 2013.

[22] A. Ghods, A. Kian, and M. Tabibi, “Adaptive freeway ramp
metering and variable speed limit control: a genetic-fuzzy
approach,” IEEE Intelligent Transportation Systems Magazine,
vol. 1, no. 1, pp. 27–36, 2009.

[23] X. F. Yu, F. Alam, and W. L. Xu, “Genetic-fuzzy logic ramp
metering control for ramp metering of motorway,” In-
ternational Journal of Computer Applications in Technology,
vol. 50, no. 1/2, p. 30, 2014.

[24] T.-C. Chiang and W.-J. Wang, “Highway on-ramp control
using fuzzy decision making,” Journal of Vibration and
Control, vol. 17, no. 2, pp. 205–213, 2011.

[25] H. J. Payne, “FREFLO: a macroscopic simulation model for
freeway traffic,” Transportation Research Record, vol. 722,
pp. 68–77, 1979.

[26] W. Z. Qiao, W. P. Zhuang, T. H. Heng, and S. S. Shan, “A rule
self-regulating fuzzy controller,” Fuzzy Sets and Systems,
vol. 47, no. 1, pp. 13–21, 1992.

[27] M. R. Bonyadi and Z. Michalewicz, “Particle swarm opti-
mization for single objective continuous space problems: a
review,” Evolutionary Computation, vol. 25, no. 1, pp. 1–54,
2017.

[28] I. C. Trelea, “-e particle swarm optimization algorithm:
convergence analysis and parameter selection,” Information
Processing Letters, vol. 85, no. 6, pp. 317–325, 2003.

[29] Z. Li, S. Ahn, K. Chung, D. R. Ragland, W. Wang, and
J. W. Yu, “Surrogate safety measure for evaluating rear-end
collision risk related to kinematic waves near freeway re-
current bottlenecks,” Accident Analysis & Prevention, vol. 64,
pp. 52–61, 2014.

12 Complexity



Research Article
Dynamic Game and Coordination Strategy of Multichannel
Supply Chain Based on Brand Competition

Junhai Ma ,1 Fang Zhang ,1,2 and Binshuo Bao 1

1College of Management and Economics, Tianjin University, Tianjin 300072, China
2Department of Mathematics, Tianjin Polytechnic University, Tianjin 300387, China

Correspondence should be addressed to Fang Zhang; zhanfangxs@163.com and Binshuo Bao; baobinshu01024@163.com

Received 10 May 2019; Revised 14 August 2019; Accepted 20 September 2019; Published 5 December 2019

Guest Editor: Raúl Baños
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In this paper, two noncooperative dynamic pricing strategies are used in a supply chain. Two dynamic Stackelberg game models
have been built involving both a manufacturer and a retailer assumed to be the leader in order. In the two models, the
manufacturer sells national-brand (NB) product to an independent retailer or directly to consumers through a direct channel.0e
retailers sell a store-brand (SB) product when they sell the NB product coming from the manufacturer. 0us, there is competition
both in different channels and in products with different brands. To analyze the complexity of the model, parameter bifurcation
diagrams and strange attractor diagrams have been therefore plotted. 0e results show that the game leader has advantages when
the market is stable, but it turns disadvantageous if the state falls into unstable as the game follower can quickly adjust the strategy
to seize the market. 0e wholesale price and the direct selling price are high that they incur larger profits if the manufacturer is
dominant, but it gets worse when the adjustment speed increases. While in the model where the retailer plays a dominant role, the
increase in the adjustment speed is unfavorable to retailer. By controlling the total cost of the direct channel and increasing
channel competition strength and brand competition strength, the manufacturers can increase their profits in the game
dominated by the retailer. In addition, the stable region within the system will be narrow since the market is sensitive to the
channel competition, brand competition, and advertising indifference.

1. Introduction

0e e-commerce has already been rapidly developed and
widely applied with the spread of the Internet around the
world. More and more manufacturing enterprises set up
their own network of direct sales channels; thus, their hybrid
channels include both traditional distribution channels and
e-channels. 0ese network platforms can help the manu-
facturers to meet the demands of consumers without the
hands of retailers.

A considerable amount of study has been done on a dual-
channel supply chain. For instance, with the consideration of
shortage caused by random yields, Xiao and Shi [1] establish
a dual-channel supply chain framework and study the
pricing and channel priority strategy. 0ey find it is the
decentralization that really counts in determining the
channel priority strategy. Kurata et al. [2] analyze the
competition in multiple distribution channels. 0ey explore

cross-brand and cross-channel pricing policies and find that
brand loyalty building is profitable for both a national-brand
and a store-brand. Cai et al. [3] study a dual-channel supply
chain game with a price discount. 0ey show that a con-
sistent pricing scheme can reduce the channel conflict by
inducing more profit to the retailer. To investigate the op-
timal decisions for a dual-channel, Soleimani et al. [4]
discuss the pricing strategies both in centralized and
decentralized scenarios considering production cost dis-
ruptions. 0ey figure out the optimal decisions and reveal
that if the demand disruption (cost disruption) is enhanced,
the optimal prices will also be increased for a given cost
disruption (demand disruption). Also by researching a dual-
channel model, Batarfi et al. [5] point out dual-channel
strategy is better off than the single-channel strategy. Liu and
Xiao [6] build a dyadic closed-loop supply chain based on
green consumer and corporate social responsibility in which
consumers and firms show environmental responsibility
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behaviors. 0e price and collection rate decision and reverse
channel strategy are analyzed. Zheng et al. [7] build a dual-
channel closed loop supply chain that consists of a manu-
facturer, a retailer, and a collector. 0e effect of forward
channel competition and power structure is investigated, and
a centralized and three decentralized models are analyzed. He
et al. [8] construct a dual-channel closed loop supply chain in
which manufacturers can distribute new products by in-
dependent retailers and sell remanufactured products by
a third part enterprise. 0e channel structure and pricing
decisions for the manufacturer and government’s subsidy
with competing remanufactured products are discussed. Giri
and Dey [9] extend a closed-loop supply chain which in-
cluded one collector, one recycler, and onemanufacturer with
a backup supplier considering uncertainty of collection of
used products. And the performance of the model increases
compared to that of the conditional closed loop supply chain.

Many research studies show that if the manufacturers set
up a direct channel to sell products, they can improve their
profits largely, but this behavior can reduce the profit of the
retailer. Hence, retailer will in turn take some measures to
reduce the loss. 0e retailers often sell a store-brand (SB)
product while they sell the national-brand (NB) product
coming from the manufacturer. SB products and NB
products compete in the market. Existing literatures [10–13]
show that when retailers provide the SB products, they can
not only reduce the dependence to the NB products but also
enhance the market competitiveness. A previous research
[10] studies the competition betweenmany NB products and
a single SB product. Narasimhan and Wilcox [11] calculate
the pricing decision and the corresponding changes of the
profit of the manufacturers and retailers when they provide
the SB product in the market.0e article points out that when
retailers do not sell their SB products, leading manufacturers
can make the retailers’ profit down to zero through setting
a wholesale price, so the retailer has to minimize losses by
selling SB products. 0e literature [12] points out that selling
the SB products can weaken the “double marginal effect.”
Tyagi [13] indicates that introducing the SB products is good
for retailers but is unfavorable for manufacturers.

0e aforementioned studies make some research on
introducing the SB products but has seldom discussed the
two problems in one thesis: multichannel competition and
the NB product and the SB product competition. In addi-
tion, there has been no literature using dynamic game theory
to discuss the aforementioned competition in the supply
chain. 0e multistage dynamic repeated game model
combined with system dynamics theory has been studied in
some literature recently. Zhang and Ma [14] considered two
different pricing policies in a dual-channel supply chain with
a fair caring retailer. Many dynamic behaviors, such as the
bifurcation, periodic cycles, and strange attractors of the
systems, are shown in their papers. In this paper, we consider
a dynamic pricing model in which the manufacturer has the
option of exploiting the direct channel to compete with the
retail channel, whereas the retailer has the option of in-
troducing a SB product to compete with the NB product. In
order to improve the competitiveness, the retailer will ad-
vertise for the SB product. Two noncooperative Stackelberg

gamemodels have been established: in one the manufacturer
acts as the leader and in the other the retailer acts as the
leader. We carried out numerical simulations on two models
with different conditions and analyzed the complex dynamic
behaviors, such as bifurcation and chaos [15–17].

0e structure of this paper is arranged in the following
order. In Section 2, we introduce the assumptions and
notations. Section 3 investigates a Stackelberg model which
is led by the manufacturer and reveals numerical simulations
for this scenario. In Section 4, we discuss a retailer leading
game framework. In Section 5, a comparison of the prices
and profits between the two models are exhibited. Finally,
some conclusions have been shown.

2. Model Notations and Assumptions

In this paper, we study a multichannel supply chain which
includes a manufacturer and a retailer. 0e manufacturers
produces a national-brand (NB) product at a marginal cost c1
and distributes it through their wholly owned direct channel
at a price p0 as well as an independent retailer channel at
a wholesale price w. 0e retailers will resell the product
through their own channel at price p1. At the same time, the
retailers sell the SB product to the customers at a price p2.
Different products and different channels compete in the
supply chain. We develop two noncooperative Stackelberg
game models. 0e supply chain is shown in Figure 1.

We consider the demand for products in the market as
a linear function of the product price because linear demand
functions are tractable and widely used in supply chain analysis
(Ma and Xie [18]; Dai et al. [19]; and Yao et al. [20]). Assume
that consumers are divided into two categories: manufacturer
loyalty consumers and retailer loyalty consumers. Consumers
loyal to the manufacturer buy products only from the man-
ufacturer. Consumers loyal to the retailer choose products
from the retailer. Two types of consumers are both sensitive to
price. 0e demands in our models are as follows:

D0 � a0 − b0p0 + ηp1,

D1 � a1 − b1p1 + ηp0 + ηp2 − θ
��
A

√
,

D2 � a2 − b2p2 + ηp1 + θ
��
A

√
.

(1)

For the convenience, we assume
��
A

√
� B, and then the

demand functions are

D0 � a0 − b0p0 + ηp1,

D1 � a1 − b1p1 + ηp0 + ηp2 − θB,

D2 � a2 − b2p2 + ηp1 + θB.

(2)

Here, the parameter αi(>0) (i � 0, 1, 2) represents the
potential market size. bi(>0)(i � 0, 1, 2) is the price elas-
ticity coefficient. c(>0) is the channel competition co-
efficient. η(>0) is the brand competition coefficient
bi > c, η(i � 0, 1, 2), i.e., the ownership-price effect is greater
than the cross-price effect. In addition, θ is the demand
sensitivity to the advertising level of the retailer. 0e price
and demand functions should be satisfied: (i) c1 <w<p1,
(ii) c1 < c0 <p0, (iii) c2 <p2, and (iv) Di > 0 (i � 0, 1, 2).
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3. Manufacturer Stackelberg (MS)

3.1. Model Construction. In this model, the manufacturer is
the leader and the retailer is the follower, and they form
a Stackelberg game. 0e manufacturer decides the wholesale
price w and the direct selling price p0 of the NB product.
According to the decision-making of the manufacturer, the
retailer makes decision of the retail price p1 of the NB
product, the price p2 of the SB product, and the advertising
investment A.

0e profit function of the manufacturer is as follows:

πM
R � D0 p0 − c0( 􏼁 + D1 w − c1( 􏼁. (3)

0e profit function of the retailer is as follows:

πM
r � D1 p1 − w( 􏼁 + D2 p2 − c2( 􏼁 − B

2
. (4)

Taking the first-order partial derivatives of πM
r with

respect to p1, p2, andB, respectively, and taking the second-
order derivatives further, we can get the Hessian matrix:

− 2b1 2η − θ

2η − 2b2 θ

− θ θ − 2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (5)

Note that b1b2 > η2 when

− 4b1b2 + 4η2 + b1θ
2

+ b2θ
2

− 2ηθ2 < 0. (6)

0e retailer’s profit function is concave and has a unique
maximum solution. 0e retailer’s best response to the
wholesale price w and the direct sale price p0 setting by the
manufacturer is given in the following:

p1 �
− 4η + θ2􏼐 􏼑 − 2a2 − 2b2c2 + 2wη + c2θ

2 − wθ2􏼐 􏼑 − 4b2 − θ2􏼐 􏼑 − 2 a1 + b1w + p0c − c2η( 􏼁 + − c2 + w( 􏼁θ2􏼐 􏼑􏼐 􏼑

4 4b1b2 − 4η2 − b1θ
2 − b2θ

2 + 2ηθ2􏼐 􏼑􏼐 􏼑
, (7)

p2 �
− 4a1η − 4p0cη + 4c2η2 + a1θ

2 + b2c2θ
2 + p0cθ

2 − 3c2ηθ
2 + wηθ2 + a2 − 4b1 + θ2􏼐 􏼑 − b1 4b2c2 − 2c2θ

2 + wθ2􏼐 􏼑􏼐 􏼑

2 − 4b1b2 + 4η2 + b1θ
2 + b2θ

2 − 2ηθ2􏼐 􏼑􏼐 􏼑
, (8)

B �
− b1b2c2 + b1b2w − b2p0c + a2 b1 − η( 􏼁 + p0cη + c2η2 − wη2 + a1 − b2 + η( 􏼁( 􏼁θ

4b1b2 − 4η2 − b1θ
2 − b2θ

2 + 2ηθ2􏼐 􏼑
. (9)

Substituting (7)–(9) into (3) and then taking the first-
order partial derivatives of πm with respect to w and p0,
respectively, we can obtain the following

zπM
m

zw
� 4c0cη

2
− 8p0cη

2
− 4c2η

3
+ 2b2c0cθ

2
− 2b2p0cθ

2
+ a2ηθ

2
− b2c2ηθ

2
− 3c0cηθ

2
+ 4p0cηθ

2
− c1η

2θ2􏼐

+ c2η
2θ2 + 2wη2θ2 + b

2
1 c1 − 2w( 􏼁 4b2 − θ2􏼐 􏼑 + a1 b1 4b2 − θ2􏼐 􏼑 + η − 4η + θ2􏼐 􏼑􏼐 􏼑

+ b1 8wη2 − a2θ
2

+ c0cθ
2

− 2p0cθ
2

− c2ηθ
2

− 4wηθ2 + 2c1η − 2η + θ2􏼐 􏼑 + b2 − 4c0c + 8p0c + 4c2η + c2θ
2

􏼐 􏼑􏼑􏼐 􏼑

· 8b1b2 − 8η2 − 2b1θ
2

− 2b2θ
2

+ 4ηθ2􏼐 􏼑
− 1

,

(10)

zπM
m

zp0
� 2b0 c0 − 2p0( 􏼁 4b1b2 − 4η2 − b1θ

2
− b2θ

2
+ 2ηθ2􏼐 􏼑 + a0 8b1b2 − 8η2 − 2b1θ

2
− 2b2θ

2
+ 4ηθ2􏼐 􏼑􏼐

− c 4b2c0c − 8b2p0c − 4a2η − 4c1η
2

+ 8wη2 + a2θ
2

− b2c2θ
2

+ 2b2wθ2 − c0cθ
2

+ 2p0cθ
2

+ c1ηθ
2

+ c2ηθ
2

− 4wηθ2􏼐

+ b1 c1 − 2w( 􏼁 4b2 − θ2􏼐 􏼑 + a1 − 4b2 + θ2􏼐 􏼑􏼑􏼑 · 8b1b2 − 8η2 − 2b1θ
2

− 2b2θ
2

+ 4ηθ2􏼐 􏼑
− 1

.

(11)

RetailersManufacturer Consumer

p2

w p1

p0

Figure 1
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Taking the second-order derivatives further, we can get
the Hessian matrix:

H1 c

c H2
􏼠 􏼡. (12)

See note 4 From (6), we have θ2(b1 − η)2− 4b1(b1b2 −

η2)< θ2(b1− η)2 − θ2b1(b1 + b2 − 2η)< θ2(η2 − b1b2)< 0.
So, while satisfying

θ2 b1 − η( 􏼁
2

− 4b1 b1b2 − η2( 􏼁

4b1b2 − 4η2 − b1θ
2 − b2θ

2 + 2ηθ2
− cc2b0

+
c2 − 4b2 + θ2􏼐 􏼑

4η2 − 4b1b2 + b1θ
2 + b2θ

2 − 2ηθ2
− cc

2 > 0,

(13)

the manufacturer’s profit function is concave and has
a unique maximum solution because the Hessian matrix is
negative definite. So, we get the optimal wholesale price wM

and the optimal direct sale price pM
0 by letting (10) and (11)

be equal to zero. Furthermore, substituting wM and pM
0 into

(7)–(9), we have the optimal retail price pM
1 andpM

2 and the
optimal advertising investment AM. See the appendix for
a list of functions wM, pM

0 , pM
1 , pM

2 , andBM.
Now we develop a dynamic Stackelberg game model.

In fact, while making price decision, restricted by the

objective conditions such as the decision-making ability,
the decision makers cannot get the whole market in-
formation and their price decision is also not completely
rational. Suppose that the decision in next period can be
adjusted with bounded rationality (Ma et al. [17, 21]) and
is based on partial estimation of the marginal profits of the
current period; that is, if the marginal profits in period t is
positive, the manufacturer will raise the price in period
t + 1. Otherwise, the manufacturer will reduce it. 0e
model can be constructed as follows:

ω(t + 1) � ω(t) + α1ω(t)
zπM

m ω, p0( 􏼁

zω(t)
,

p0(t + 1) � p0(t) + α2p0(t)
zπM

m ω, p0( 􏼁

zp0(t)
.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(14)

System (14) gives the manufacturer’s dynamic price
decision and the decision variables directly relate to the
positive parameter αi (i � 1, 2), which represents the price
adjustment speed. (zπM

m (w, p0))/(zw(t)) and (zπM
m (w,

p0))/(zp0(t)) are the marginal profits, and they can be
obtained by equations (10) and (11). Furthermore, the re-
tailer’s price decision can be obtained by w(t) and p0(t):

p1(t) �
− 4η + θ2􏼐 􏼑 − 2a2 − 2b2c2 + 2w(t)η + c2θ

2 − w(t)θ2􏼐 􏼑 − 4b2 − θ2􏼐 􏼑 − 2 a1 + b1w(t) + p0(t)c − c2η( 􏼁 + − c2 + w(t)( 􏼁θ2􏼐 􏼑􏼐 􏼑

4 4b1b2 − 4η2 − b1θ
2 − b2θ

2 + 2ηθ2􏼐 􏼑􏼐 􏼑
,

(15)

p2(t) �
− 4a1η − 4p0(t)cη + 4c2η2 + a1θ

2 + b2c2θ
2 + p0(t)cθ2 − 3c2ηθ

2 + w(t)ηθ2 + a2 − 4b1 + θ2􏼐 􏼑 − b1 4b2c2 − 2c2θ
2 + w(t)θ2􏼐 􏼑􏼐 􏼑

2 − 4b1b2 + 4η2 + b1θ
2 + b2θ

2 − 2ηθ2􏼐 􏼑􏼐 􏼑
,

(16)

B(t) �
− b1b2c2 + b1b2w(t) − b2p0(t)c + a2 b1 − η( 􏼁 + p0(t)cη + c2η2 − w(t)η2 + a1 − b2 + η( 􏼁( 􏼁θ( 􏼁

4b1b2 − 4η2 − b1θ
2 − b2θ

2 + 2ηθ2􏼐 􏼑
. (17)

3.2. Model Analysis. We have four equilibrium solutions of
system (14), described by

E1 � (0, 0),

E2 � 4c0cη
2

− 4c2η
3

+ 2b2c0cθ
2

+ a2ηθ
2

− b2c2ηθ
2

− 3c0cηθ
2

− c1η
2θ2 + c2η

2θ2 + b
2
1c1 4b2 − θ2􏼐 􏼑􏼐􏼐

+ a1 b1 4b2 − θ2􏼐 􏼑 + η − 4η + θ2􏼐 􏼑􏼐 􏼑 + b1 − a2 − c0c + c2η( 􏼁θ2 + 2c1η − 2η + θ2􏼐 􏼑 + b2 − 4c0c + c2 4η + θ2􏼐 􏼑􏼐 􏼑􏼐 􏼑􏼑

· − 2η2θ2 + b
2
1 8b2 − 2θ2􏼐 􏼑 + 4b1η − 2η + θ2􏼐 􏼑􏼐 􏼑

− 1
, 0􏼓,

E3 � 0, 2b0c0 4b1b2 − 4η2 − b1θ
2

− b2θ
2

+ 2ηθ2􏼐 􏼑 + a0 8b1b2 − 8η2 − 2b1θ
2

− 2b2θ
2

+ 4ηθ2􏼐 􏼑􏼐􏼐

+ c 4a1b2 − 4b1b2c1 − 4b2c0c + 4a2η + 4c1η
2

− a1θ
2

− a2θ
2

+ b1c1θ
2

+ b2c2θ
2

+ c0cθ
2

− c1ηθ
2

− c2ηθ
2

􏼐 􏼑􏼑

· 2 c
2

− 4b2 + θ2􏼐 􏼑 + b0 8b1b2 − 8η2 − 2b1θ
2

− 2b2θ
2

+ 4ηθ2􏼐 􏼑􏼐 􏼑􏼐 􏼑
− 1

􏼓,

E
M

� ωM
, p

M
0􏼐 􏼑.

(18)
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Ei(i � 1, 2, 3) are boundary equilibrium solutions, while
EMis the only Stackelberg equilibrium solution. Its ex-
pression is shown as (A.1) and (A.2) in Appendix. In order to

guarantee the practical significance, we assume that all
equilibriums are positive.

0e Jacobian matrix of system (14) is given by

J �

1 + α1h1 α2p0c

α1wc 1 + α2h2

⎛⎝ ⎞⎠,

h2 � 2H1ω + cp0 +
1
2

a1 + b1c1 + ηc2 − cc0( 􏼁 +
θ2 b1b2 − η2( 􏼁 c1 + c2( 􏼁 + a2 η − b1( 􏼁 + a1 + cc0( 􏼁 b2 − η( 􏼁( 􏼁

2 4b1b2 − 4η2 − b1θ
2 − b2θ

2 + 2ηθ2􏼐 􏼑
,

h2 �
2H2p0 + cω + a0 + b0c0 − c 4c1 b1b2 − η2( 􏼁 + c1θ

2 η − b1( 􏼁 + c2θ
2 η − b2( 􏼁 + a2 θ2 − 4η2􏼐 􏼑 + 4b2 − θ2􏼐 􏼑 cc0 − a1( 􏼁􏼐 􏼑

2 4b1b2 − 4η2 − b1θ
2 − b2θ

2 + 2ηθ2􏼐 􏼑
.

(19)

0e stability of equilibrium points will be determined by
the nature of the eigenvalues of the Jacobian matrix eval-
uated at the corresponding equilibrium points. 0en, we
substitute the value of Ei(i � 1, 2, 3) into (19), and we have
the following proposition.

Proposition 1. All the boundary equilibrium points Ei(i �

1, 2, 3) are unstable under our assumptions and conditions (6)
and (13).

The significance of boundary equilibrium is that all
players can predict the emergence of this equilibrium, and
it is unprofitable for anyone to deviate from the equi-
librium. For enterprises, unstable boundary equilibrium is
not conducive to the stability of the overall system. We
investigate the stability of ER by utilizing Jury’s stability
condition [22]:

(i) 1 + Tr(J) + Det(J)> 0,

(ii) 1 − Tr(J) + Det(J)> 0,

(iii) 1 − Det(J)> 0,

(20)

where Tr(J) and Det(J) are the trace and determinant of J,
respectively. 0e condition (20) gives a stable region in the
place of the adjustment parameters α1 and α2.

3.3. 1e Experimental Calculation and Numerical
Simulation. In this section, numerical simulations are
carried to show the influence of parameters.We will research
how the adjust parameters, channel competition coefficient,
brand competition coefficient, and advertising coefficient
affect the system stability domain, the product prices, and
the long-term average profit by Matlab simulation software.
Based on the model assumptions and conditions (6) and
(13), we choose some parameters as follows: a0 � 30; a1 �

55; a2 � 35; b0 � 2.2; b1 � 4.05; b2 � 2.35; c � 0.7; η � 0.6;

θ � 0.5; c0 � 7; c1 � 5; and c2 � 7. We have the equilibrium
prices of the system: ωM � 11.406; pM

0 � 13.3228;

pM
1 � 15.0705; pM

2 � 13.4116; and BM � 0.6868. 0e

manufacturer and retailer’s optimal profit of stable domain
are πM

m � 141.49 and πM
r � 122.32.

3.3.1. 1e Stability Region Diagrams of the System. 0e
stability of the equilibrium EM and the two-dimensional
bifurcation diagrams of the system are presented in Figure 2.
We assign different colors to different areas, namely, stable
steady area (blue), stable cycles of periods 2 (green), 3 (pink),
4(red), 5 (dark blue), 6 (brown), 7 (yellow-green), 8 (red
pink), chaos (yellow), and divergence (gray). We can see
from the figure that when 0< α1 < 0.042, 0< α2 < 0.034 (blue
area), the system is stable. 0e two-dimensional bifurcation
diagrams of the system show that they have two paths of the
system entering into the chaos. One is that when the pa-
rameter (α1, α2) located in the region of blue, green, red, and
red pink moves to yellow step by step, the system enters into
chaos through flip bifurcation. Another case is that the
system from 2 cycles enters into chaos through Neimark–
Sacker bifurcation if the parameters from the green area
directly enter into the yellow area.

3.3.2. 1e Influence of Parameters c, η, and θ on the Stable
Regions. Figure 3 shows the stable regions of the Stackelberg
equilibrium point with different channel competition co-
efficients (c), different brand competition coefficients (η),
and different advertising coefficients (θ). In Figure 3(a),
when c � 0.7, c � 1.1, and c � 1.5, we assign blue, yellow,
and green to the stable region, respectively. It shows that the
stable region of the system decreases with the increase of c.
0at is to say, the fiercer the channel competition, the more
unstable the system. In Figure 3(b), when η � 0.6, η �

1, and η � 1.4, the stable region is shown by blue, pink, and
gray, respectively. We can see from the figure that the stable
region of the system decreases with the increase of the brand
competition coefficient η. In Figure 3(c), when
θ � 0.5, θ � 0.9, and θ � 1.3, we assign blue, red, and brown
to the stable region, respectively. 0e figure shows that the
more sensitive the market is, the less the stability of the
system is.
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Figure 3: Continued.
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Figure 2: 0e stability region diagrams of the system.
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3.3.3. Complex Dynamics Analysis on the System.
Figure 4 gives the bifurcation diagrams, the corresponding
largest Lyapunov exponent plot of system (14) and chaos
attractor. We assign black curve to wholesale price w, blue
curve to direct selling price p0, red curve to retail price p1,
green curve to retail price p2, and yellow curve to advertising
investment B. Figures 4(a) and 4(b) show the bifurcation
diagrams of price and the corresponding largest Lyapunov
exponent plot of the system with α2 � 0.01 and α1 varying
from 0 to 0.065. We can see that with the change of the α1,
the system enters the chaos from the stable region through
flip bifurcation. When α1 � 0.044, the system appears in the
first double period orbit. 0e system becomes chaotic
eventually at α1 � 0.057. Figures 4(c) and 4(d) give the
bifurcation diagrams of price and the corresponding largest
Lyapunov exponent plot of the system with α2 at 0, 0.065 and
α1 at 0.01. We can see that the system appears the first
bifurcation at α2 � 0.035 and appears the second bifurcation
at α2 � 0.043, and then through a series of bifurcation the
system enters into the chaos eventually. Figures 4(e) and 4(f)
show the chaotic attractor when α1 � 0.06, α2 � 0.01 and
α1 � 0.01, α2 � 0.05. Figures 4(g)–4(l) give the case that the
system enters into the chaos through Neimark–Sacker bi-
furcation. It shows that when α2 � 0.038, with the change of
α1 the system enters into chaos from the period-two orbit
directly. Figures 4(g) and 4(h) show the bifurcation diagram
and the corresponding largest Lyapunov exponent plot of
the wholesale price w when α2 � 0.08. Figures 4(i)–4(l) show
the process from the limit cycle to the strange attractor of the
system (18).

3.3.4. 1e Influence of Parameters on the Profits.
Figure 5 shows the influence of adjustment parameters
αi(i � 1, 2) and advertising parameter θ on the profits of the

manufacturer and the retailer.0e black curve represents the
manufacturer’s profits and the blue curve represents the
retailer’s profits. Figure 5 shows the influence of αi(i � 1, 2)

on the long-term average profit of the supply chain. In stable
state, the profits of the manufacturer are more than the
profits of the retailer. With the increase in adjustment speed,
in Figure 5(a), when α1 > 0.0441, the manufacturer’s profits
begin to decrease but the retailer’s profits begin to increase,
and the retailer’s profits exceed the manufacturer’s profits
when α1 > 0.0441. Similarly, Figure 5(b) shows that the
profits of the manufacturer decrease while the profits of
retailer increase when α1 > 0.035. 0erefore, we conclude
that, in the dynamic Stackelberg game, the higher adjust-
ment speed of the wholesale or the direct price has adverse
effect on the leader manufacturer, but it is favorable for the
follower retailer. Figures 5(c) and 5(d) show the influence
of advertising parameter θ on the long-term average profit
in the system’s stable region (α1 � 0.01 and α2 � 0.01)
(Figure 5(c)) and bifurcation region (α1 � 0.01
and α2 � 0.04) (Figure 5(d)), respectively. As shown, with
the increase in θ, both in stable region and unstable region,
the profit of the manufacturer decreases and the profit of the
retailer increases. 0erefore, it is unfavorable for the leader
manufacturer but favorable for the follower retailer in this
model when market is more sensitive to the advertising
investment.

4. Retailer Stackelberg (RS)

4.1. Model Construction. In this case, the retailer plays the
dominant role in the supply chain and becomes the leader of
the Stackelberg game. 0e retailer first decides the retail
price p1 of the NB product, the retail price p2 of the SB
product, and the advertising investment B. 0e manufac-
turer decides the wholesale pricew and direct selling price p0
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Figure 3: 0e influence of the parameters δ and b2 on the stable regions.
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based on the retailer’s decision. We assume the unit retail
margin is u, and then p1 � w + u. Similar to the model MS,
the optimization problem is solved with backward induction.

0e profit function of the manufacturer and the retailer
are as follows:

πR
m � D0 p0 − c0( 􏼁 + D1 w − c1( 􏼁, (21)

πR
r � D1u + D2 p2 − c2( 􏼁 − B

2
. (22)

Taking the first-order partial derivatives of πR
m with

respect to w and p0, respectively, and taking the second-
order derivatives further, we can get the Hessian matrix:

− 2b1 2c

2c − 2b0
􏼠 􏼡. (23)

Note that − 2b1 < 0 and 4b0b1 − 4c2 > 0. So, the manu-
facturer’s profit function is concave and has a unique

maximum solution. We can work out the manufacturer’s
best reaction function by (zπR

m/zw) � 0 and (zπR
m/

zp0) � 0. 0at is,

w �
a1b0 + b0b1c1 − b0b1u + a0c − c1c

2 + uc2 + b0p2η − Bb0θ( 􏼁

2 b0b1 − c2( 􏼁

� c1 − p1 +
a1b0 + a0c + b0p2η − Bb0θ

b0b1 − c2( 􏼁
,

(24)

p0 �
c0

2
+

a0b1 + a1c + cηp2 − cθB

2 b0b1 − c2( 􏼁
. (25)

Substituting (24) and (25) into (22) and then taking the
first-order partial derivatives of πR

r with respect to p1, p2,
and B, respectively, we can obtain the following
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Figure 5: 0e influence of parameters on the profits.
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zπR
r

zp1
� a1 + b1c1 + c0c − c1η − 4b1p1 + 2ηp2 − Bθ

+
2a1b0b1 + 2a0b1c + 2b0b1 ηp2 − Bθ( 􏼁( 􏼁

b0b1 − c2( 􏼁
,

(26)

zπR
r

zp2
� a2 + b2c2 −

c1η
2

− 2b2p2 + 2ηp1 + θB

+
b0
2b1η − ηp2 + θB( 􏼁 − b0b1η a0c + a1b0( 􏼁( 􏼁

b0b1 − c2( 􏼁
2

+
η a0c + b0b1c1 + 2a1b0 + b0c0c( 􏼁

2 − b0b1 + c2( 􏼁

+
2b0b1ηp1 − b0η2p2 + b0ηθB

b0b1 − c2 ,

(27)

zπR
r

zB
�

1
2 − b0b1 + c2( 􏼁

2 c
3

− a0 + c1 − 2 c2 + p1 − p2( 􏼁( 􏼁c( 􏼁􏼐􏼐

+ 2a1b0 2b0b1 − c
2

􏼐 􏼑 + b
2
0b1 2b1 c1 − c2 − 3p1 + p2( 􏼁(

+ c0c + 4p2η􏼁 − b0c − 3a0b1 + c b1((

· 3c1 − 4c2 − 8p1 + 4p2􏼁 + c0c + 2p2η􏼁􏼁􏼁θ + B(

· − 4c
4

− 4b
2
0b1 b1 + θ2􏼐 􏼑 + 2b0c

2 4b1 + θ2􏼐 􏼑􏼑􏼑.􏼐

(28)

Taking the second-order derivatives further, we can get
the Hessian matrix:

− 4b1 f1 f2

f1 f3 f4

f2 f4 f5

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (29)

where

f1 �
4b0b1η − 2c2η

b0b1 − c2 ,

f2 �
− 3b0b1 + c2( 􏼁θ

b0b1 − c2 ,

f3 � − 2b2 +
b0 − 2b0b1 + c2( 􏼁η2

− b0b1 + c2( 􏼁
2 ,

f4 �
c4 − b0c

2 2b1 + η( 􏼁 + b20b1 b1 + 2η( 􏼁􏼐 􏼑θ

− b0b1 + c2( 􏼁
2 ,

f5 �
− 2c4 − 2b20b1 b1 + θ2􏼐 􏼑 + b0c

2 4b1 + θ2􏼐 􏼑

− b0b1 + c2( 􏼁
2 .

(30)

While satisfying

8b0b1 b1b2 − η2( 􏼁 +4c2 − 2b1b2 +η2( 􏼁

b0b1 − c2
>0, (31)

1
− b0b1 + c2( 􏼁

2􏼠2c
4

− 8b1b2 +4η2 +2b1θ
2

+ b2θ
2

− 2ηθ2􏼐 􏼑

+2b
2
0b1 η2θ2 + b

2
1 − 8b2 +2θ2􏼐 􏼑 + b1 8η2 + b2θ

2
− 4ηθ2􏼐 􏼑􏼐 􏼑

+ b0c
2

− η2θ2 +8b
2
1 4b2 − θ2􏼐 􏼑 − 4b1 6η2 + b2θ

2
− 3ηθ2􏼐 􏼑􏼐 􏼑􏼡<0,

(32)

the retailer’s profit function is concave and has a unique
maximum solution because the Hessian matrix is negative
definite. So, we get the optimal retail price p1

R, p2
R, and BR.

Furthermore, we also get the optimal wholesale price wR and
direct selling price pR

0 (see Appendix A.16–A.20).
Similar to the MS model, we develop a dynamic

Stackelberg game model. Suppose that the decision in next
period can be adjusted with bounded rationality and is based
on partial estimation of the marginal profits of the current
period. 0e model can be constructed as follows:

p1(t + 1) � p1(t) + β1p1(t)
zπR

r p1, p2, B( 􏼁

zp1(t)
,

p2(t + 1) � p2(t) + β2p2(t)
zπR

r p1, p2, B( 􏼁

zp2(t)
,

B(t + 1) � B(t) + β3B(t)
zπR

r p1, p2, B( 􏼁

zB(t)
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(33)

System (45) gives the retailer’s dynamic price decision,
and the decision variables directly relate to the positive pa-
rameter βi (i � 1, 2, 3) which represents the price adjust-
ment speed. (zπR

R(p1, p2, B))/(zp1(t)), (zπR
R(p1, p2, B))/

(zp2(t)), and (zπR
R(p1, p2, B))/(zB(t)) are the marginal

profits, and they can be obtained from (26)–(28). Further-
more, the manufacturer’s price decision can be worked out
based on p1(t), p2(t), and B(t).

w(t) � c1 − p1(t) +
a1b0 + a0c + b0ηp2(t) − b0θB(t)

b0b1 − c2( 􏼁
,

p0(t) �
c0

2
+

a0b1 + a1c + cηp2(t) − cθB(t)

2 b0b1 − c2( 􏼁
.

(34)

4.2. Model Analysis. 0e eight equilibrium solutions of
system (33) (E1, E2, . . . , E8) can be shown as follows (here
only giving the nonzero equilibrium solutions):
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E7 � 􏼨 4a1 3b
2
0b

2
1 − 4b0b1c

2
+ c

4
􏼐 􏼑 + c

3
a0 − 8b1 + θ2􏼐 􏼑 + c 4b1c1 + 4c0c − 4c2η − c1θ

2
+ 2c2θ

2
􏼐 􏼑􏼐 􏼑􏼐

+ b
2
0b1 4b

2
1c1 + c0c − 4c2η( 􏼁θ2 + b1 4c0c − 4c2η − 2c1θ

2
+ 6c2θ

2
􏼐 􏼑􏼐 􏼑 − b0c a0b1 − 8b1 + θ2􏼐 􏼑􏼐

+ c 8b
2
1c1 + c0c − 2c2η( 􏼁θ22 + b1 8c0c − 8c2η − 3c1θ

2
+ 8c2θ

2
􏼐 􏼑􏼐 􏼑􏼑􏼑

· 2 − b0b1 + c
2

􏼐 􏼑
2
8b1 − θ2􏼐 􏼑􏼒 􏼓

− 1
, 0, a1 − b0b1 + c

2
􏼐 􏼑 + c

2
− b1c1 + 4b1c2 + c0c − c2η( 􏼁􏼐􏼐

+ b0b1 b1c1 − 4b1c2 − c0c + 3c2η( 􏼁􏼁θ􏼁 · b0b1 − c
2

􏼐 􏼑 8b1 − θ2􏼐 􏼑􏼐 􏼑
− 1

􏼛,

E
R

� p
R
1 , p

R
2 , B

R
􏼐 􏼑.

(35)

Ei (i � 1, 2, . . . , 7) are boundary equilibrium solutions,
while ER is the only Stackelberg equilibrium solution. Its
expression is shown (A.16)–(A.18) in Appendix. In order to
guarantee the practical significance, we assume that all
equilibriums are positive.

0e Jacobian matrix of system (33) is given by

1 + β1t1 β2f1p2 β3f2B

β1f1p1 1 + β2t2 β3f4B

β1f2p1 β2f4p2 1 + β3t3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (36)

where

t1 � a1 + b1c1 − ηc2 + cc0 + 2ηp2 − 8b1p1 − Bθ

+
2b1 a1b0 + a0c + b0ηp2 − b0Bθ( 􏼁

b0b1 − c2 ,

t2 �
1

2 − b0b1 + c2( 􏼁
2 􏼒2a2 − b0b1 + c

2
􏼐 􏼑

2
+ c

3
( 2b2 c2 − 4p2( 􏼁c

+ a0η − c1cη + 4p1cη + 2Bcθ􏼁 + b
2
0b1( − η( 4a1 + c0c

+ 8p2η − 4Bθ􏼁 + 2b1 b2c2 − 4b2p2 − c1η + 4p1η + Bθ( 􏼁􏼁

+ b0c( cη 2a1 + c0c + 4p2η − 2Bθ( 􏼁 − b1( 4b2 c2 − 4p2( 􏼁c

+ 3a0η − 3c1cη + 12p1cη + 4Bcθ􏼁􏼁􏼓,

t3 �
1

2 − b0b1 + c2( 􏼁
2 􏼠( c

3
− a0 + c1 − 2 c2 + p1 − p2( 􏼁( 􏼁c( 􏼁

+ 2a1b0 2b0b1 − c
2

􏼐 􏼑 + b
2
0b1( 2b1 c1 − c2 − 3p1 + p2( 􏼁

+ c0c + 4p2η􏼁 − b0c( − 3a0b1 + c( b1( 3c1 − 4c2 − 8p1

+ 4p2􏼁 + c0c + 2p2η􏼁􏼁􏼁θ − 4B􏼠2c
4

+ 2b
2
0b1 b1 + θ2􏼐 􏼑

− b0c
2 4b1 + θ2􏼐 􏼑􏼡􏼡.

(37)

0e stability of equilibrium points will be determined by
the nature of the eigenvalues of the Jacobian matrix

evaluated at the corresponding equilibrium points. 0en, we
substitute the value of Ei (i � 1, 2 . . . , 7) into (36) and we
have the following proposition.

Proposition 2. All the boundary equilibrium points Ei (i �

1, 2 . . . , 7) are unstable under our assumptions and condi-
tions (31) and (32).

We investigate the stability of EM by utilizing Jury’s
stability condition [22]. Assuming the characteristic poly-
nomial for the Jacobian matrix J is

f(λ) � λ3 + Aλ2 + Bλ + C. (38)

Then, the local stability domain can be determined by
the following conditions:

(i) : f(1) � A + B + C + 1> 0,

(ii) : f(− 1) � A − B + C − 1< 0,

(iii) : C
2

− 1< 0,

(iv) : 1 − C
2

􏼐 􏼑
2

− (B − AC)
2 > 0.

(39)

4.3. 1e Experimental Calculation and Analysis. In this
section, numerical simulations are carried to show the in-
fluence of parameters. We will study how the adjust pa-
rameters, advertising coefficients, and cost parameters affect
the product prices and the long-term average profit. We first
choose some values for some parameters based on actual
competition: a0 � 30; a1 � 55; a2 � 35; b0 � 2.2; b1 � 4.05;

b2 � 2.35; c � 0.7; η � 0.6; θ � 0.5; c0 � 7; c1 � 5; and c2 � 7
(the values are the same as the model of MS). 0ese pa-
rameters should meet the model assumptions and condi-
tions (34) and (A.16). We can calculate the equilibrium
prices of the system: pR

1 � 15.0997; pR
2 � 13.4153;

BR � 0.6879; wR � 8.7782; and pR
0 � 13.3215. 0e manu-

facturer and retailer’s optimal profit of stable region are
πR

m � 112.289 and πR
r � 150.898.

4.3.1. 1e Stability Region and the Bifurcation Diagrams of
the System. In Figure 6, the stability of the equilibrium
region is presented. We can see that the system is stable
when β1 < 0.008, β2 < 0.02, and β3 < 1.4. A high adjustment
speed will make the system leave the stable area.
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Figure 7(a) presents the parameter basin with respect to
the parameters (β1, β2)(β3 � 0.1) and assigns different
colors to different periods (see the MS model). From this
two-dimensional bifurcation diagram of the system, we can
see that the system enters into chaos through period-dou-
bling bifurcation and Neimark–Sacker bifurcation.
Figure 7(b) gives the bifurcation diagrams of the retail price
p1 with β2 � 0.018, β3 � 0.1, and β1 at 0, 0.012. Figure 7(c)
gives the limit cycle diagram when β1 � 0.0103, β2 �

0.018, and β3 � 0.1. Figure 7(d) is the corresponding largest
Lyapunov exponent plot.

4.3.2. Chaos Attractor and Sensitivity to Initial Values.
Figure 8 shows the chaotic attractor and the butterfly effect.
Figure 8(a) is the chaotic attractor of system (33)
when β1 � 0.011, β2 � 0.01, and β3 � 0.1. Figures 8(b)–8(d)
show the sensitivity to initial values of system (33)
when p1 � 15.09969 , p2 � 13.4153 , andB � 0.68792. In
Figure 8(b), blue curve is the retail price p1 with the
initial values p1 � 15.09969, and red curve is the retail price
p1 with the initial values p1 � 15.09968.We can see from the
figure that when the retail price p1 initial value changed
0.00001, the system tends to be significantly different after
about 20 cycles iteration. Similarly, Figures 8(c)–8(d) give
the case when the retail price p2 initial value changed 0.0001
and the advertising investment B changed 0.00001. It can be
seen that a small change of the initial value will cause quite
different results in the end.

4.3.3. 1e Influence of Parameters on the Profits. Figures
9(a)–9(d) give the influence of βi(i � 1, 2, 3) on the long-
term average profit of the manufacturer (black curve) and
the retailer (blue curve). As shown, with the increase of the

βi(i � 1, 2, 3), the profit of the manufacturer and the retailer
is stable at first, and when the system enters into the bi-
furcation region, the retailer’s profits begin to decrease. But,
the result is opposite for the manufacturer. 0erefore, we
conclude that in the RS model, the higher adjustment speed
of the price is adverse to the leader retailer, but it is favorable
to the follower manufacturer.

Figures 9(e)–9(j) show the influence of the cost c0,
channel competition coefficient c, and brand competition
coefficient η on the long-term average profit in the system
stable region (β1 � 0.001, β2 � 0.01, and β3 � 0.1) and the
bifurcation region (β1 � 0.01, β2 � 0.01, and β3 � 0.1), re-
spectively. From Figures 9(e) and 9(f) , we can see that both
profits are in the stable region and the bifurcation region
separately. So, in the RS model, the manufacturers can
improve their profit through controlling the cost of the
direct channel. From Figures 9(g) and 9(h), we can see that
channel competition coefficient c has obvious effects on
profits. In the stable region, with the increase of c, both
manufacturer’s profit and retailer’s profit are rising; the
profit of the manufacturer rise significantly greater than that
of the retailer; when c> 0.005, the profit of the manufacturer
and the profit of the retailer are the same; when c> 0.005, the
profit of the manufacturer exceed the profit of the retailer. In
the bifurcation region with the increase of c, the manu-
facturer’s profit is still increasing while the retailer’s profit
decreases rapidly. It shows that in the RS model, the
manufacturer who sets up a direct sales channel is more
advantageous than the retailer when the market is sensitive
to channel competition. Figures 9(i) and 9(j) give the in-
fluence of the brand competition coefficient η on the profit.
We can see from the figure, in the stable region, with the
increase of η, both manufacturer’s and retailer’s profit will
increase, but when the system enters into the bifurcation
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Figure 6: 0e stability region of the system.
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region, the manufacturer’s profit is still increasing while the
retailer’s profit decreases rapidly. So, in a word, controlling
the cost and increasing the channel competitive strength and
brand competition strength will make the manufacturer
increase its profit in the game dominated by the retailer.

5. Comparison of the Two Models and Analysis

In this section, we compare the prices and profits of the two
models in the stable region and in the bifurcation region,
respectively. 0e results are shown in Table 1.

Table 1 shows the prices and the profits of the two
models in different regions.

In Table 1, we compare different variables of the two
models in the stable region and bifurcation region, re-
spectively. It can be seen from Table 1, in the stable region,
the wholesale price and direct selling price is higher in the
MS model than that in the RS model. 0e total profit of the

supply chain in the MS model is also more than that in the
RS model. In the RS model, the lower wholesale price makes
the retailer gain more profit. In the bifurcation region, with
the increase of the competitive level, both in the MS model
and the RS model, the retailer has the lower NB product
price and SB product price. In addition, we can see that the
game leader will have advantages in the stability region, but
once enters into the bifurcation region or the chaos region,
the game followers will adjust their price to follow the
leader’s decision so that they can make a profit.

6. Conclusions

0is paper researches two noncooperative dynamic pricing
strategies used in a supply chain. We establish dynamic
Stackelberg game models in which either the manufacturer
or the retailer acts as a leader. In these two models, the
manufacturer sells a national-brand (NB) product to an
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independent retailer or directly to consumers through
a direct channel.0e retailers sell a store-brand (SB) product
when they sell the NB product coming from the manu-
facturer. So, there is competition both in different channels
and in products with different brands. We consider the two
Stackelberg game: either the manufacturer acts as a leader or
the retailer acts as a leader. We use dynamic theory to
analyze the complexity of the model, such as bifurcation and
chaos. 0e results indicate that in the MS model, with the
increase of the adjustment speed, both the wholesale price
and the direct selling price are higher which in turn incur
larger profits for the manufacturer, but it gets worse when

the adjustment speed increases. In the RS model, with the
increase of the adjustment speed, the increase of the ad-
justment speed is unfavorable to the retailer. By controlling
the total cost of the direct channel and increasing channel
competition strength and brand competitive strength, the
manufacturers can increase their profits in the game
dominated by the retailer. In addition, the stable region
within the system will become smaller when the market is
sensitive to the channel competition, brand competition,
and advertising indifference. 0e research will serve as
a good guidance for the supply chain managers who wish to
achieve the best business results.
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Figure 8: Chaos attractor and the sensitivity to initial value.
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Figure 9: Continued.
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Figure 9: 0e influence of parameters on the profits.

Table 1: Units for magnetic properties.

MS MS RS RS

α1 � 0.01,

α2 � 0.01
α1 � 0.05,

α2 � 0.01

β1 � 0.001,

β2 � 0.01,

β3 � 0.1

β1 � 0.009,

β2 � 0.01,

β3 � 0.1
w 11.406 10.4333 8.7782 9.7763
p0 13.3228 13.1668 13.3215 13.3111
p1 15.0705 14.5760 15.0997 14.0365
p2 13.4116 13.3964 13.4153 12.7192
B 0.6868 0.5634 0.6879 0.3506
πm 141.4914 120.1906 112.289 192.2792
πr 122.3231 143.2053 150.898 31.6133
π 263.8145 263.3959 263.187 223.8925
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2c2c

2ηθ2 + 2b1c0c
3ηθ2 + 5b2c0c

3ηθ2 + 2b0b
2
1c1η

2θ2 − 2b0b1b2c1η
2θ2 − 4b0b

2
1c2η

2θ2 + 4b0b1b2c2η
2θ2

+ 6a0b1cη
2θ2 + 4a0b2cη

2θ2 + 4b0b1c0cη
2θ2 − b1c1c

2η2θ2 + b2c1c
2η2θ2 + 2b1c2c

2η2θ2 − 2b2c2c
2η2θ2 − 3c0c

3η2θ2

− 4b0b1c1η
3θ2 + 10b0b1c2η

3θ2 + 2b0b2c2η
3θ2 − 6a0cη

3θ2 + c1c
2η3θ2 − 3c2c

2η3θ2 + 2b0c1η
4θ2 − 6b0c2η

4θ2

+ a1 c
2

b2 − η( 􏼁 8b1b2 − 4η2 − 2b1θ
2

− 2b2θ
2

+ 3ηθ2􏼐 􏼑 − 2b0 b
2
1 b2 − 2η( 􏼁 4b2 − θ2􏼐 􏼑 + b1η 8η2 + 3b2θ

2
− 5ηθ2􏼐 􏼑􏼐􏼐

+ η2 − 4η2 − 2b2θ
2

+ 3ηθ2􏼐 􏼑􏼑􏼑 + a2 − 2b0 b1 − η( 􏼁 η2θ2 + b
2
1 − 8b2 + 2θ2􏼐 􏼑 + b1 8η2 + b2θ

2
− 4ηθ2􏼐 􏼑􏼐 􏼑 + c

2 4b
2
1 − 4b2 + θ2􏼐 􏼑􏼐􏼐

+ 2b1 8b2η + 6η2 + b2θ
2

− 5ηθ2􏼐 􏼑 + η − 12η2 − 3b2θ
2

+ 7ηθ2􏼐 􏼑􏼑􏼑􏼑􏼑 · 2 2b0 b
3
1 − 4b2 + θ2􏼐 􏼑

2
+ η2θ2 4η2 + b2θ

2
− 2ηθ2􏼐 􏼑􏼒􏼒􏼒

+ b1η 16η3 − 16η2θ2 − 2b2θ
4

+ 5ηθ4 + b
2
1 − 4b

2
2θ

2
+ 4ηθ2 2η − θ22􏼐 􏼑 + b2 − 32η2 + 16ηθ2 + θ4􏼐 􏼑􏼐 􏼑􏼐 􏼑c

2 16η4 − 16η3θ2􏼐

+ b
2
2θ

4
− 4b2ηθ

4
+ 2b

2
1 − 4b2 + θ2􏼐 􏼑

2
+ η2 4b2θ

2
+ 5θ4􏼐 􏼑 + b1 − 8b

2
2θ

2
+ 6ηθ2 2η − θ2􏼐 􏼑 + b2 − 48η2 + 24ηθ22θ4􏼐 􏼑􏼐 􏼑􏼓􏼓􏼓

− 1
.

(A.5)

Proof of Proposition 1. We substitute E1 into (19) and then
get two eigenvalues:

r1 � 1 + α1 4c0cη
2

− 4c2η
3

+ 2b2c0cθ
2

+ a2ηθ
2

− b2c2ηθ
2

− 3c0cηθ
2

− c1η
2θ2 + c2η

2θ2 + b
2
1c1 4b2 − θ2􏼐 􏼑 + α1 b1 4b2 − θ2􏼐 􏼑􏼐􏼐􏼐􏼐

+ η − 4η + θ2􏼐 􏼑􏼑 + b1 − a2θ
2

+ c0cθ
2

− c2ηθ
2

+ 2c1η − 2η + θ2􏼐 􏼑 + b2 − 4c0c + 4c2η + c2θ
2

􏼐 􏼑􏼐 􏼑􏼑􏼑􏼑

· 8b1b2 − 8η2 − 2b1θ
2

− 2b2θ
2

+ 4ηθ2􏼐 􏼑
− 1

,

r2 � 1 + α2 2b0c0 4b1b2 − 4η2 − b1θ
2

− b2θ
2

+ 2ηθ2􏼐 􏼑 + a0 8b1b2 − 8η2 − 2b1θ
2

− 2b2θ
2

+ 4ηθ2􏼐 􏼑􏼐􏼐􏼐

− c 4b2c0c − 4a2η − 4c1η
2

+ a2θ
2

− b2c2θ
2

− c0cθ
2

+ c1ηθ2 + c2ηθ
2

+ b1c1 4b2 − θ2􏼐 􏼑 + α1 − 4b2 + θ2􏼐 􏼑􏼐 􏼑􏼑􏼑􏼑

· 8b1b2 − 8η2 − 2b1θ
2

− 2b2θ
2

+ 4ηθ2􏼐 􏼑
− 1

.

(A.6)

Comparing the eigenvalue with the wholesale price w in
the equilibrium point E2 and the direct sale price p0 in the

equilibrium point E3 and noting the condition (13), we draw
the conclusion that |r1,2|> 1. So, E1 is unstable.
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For E2, we calculate the eigenvalue of its Jacobian matrix
to obtain

r1 � 1 − α1 4c0cη
2

− 4c2η
3

+ 2b2c0cθ
2

+ a2ηθ
2

− b2c2ηθ
2

− 3c0cηθ
2

− c1θ
2

+ c2η
2θ2 + b

2
1c1 4b2 − θ2􏼐 􏼑 + α1 b1 4b2 − θ2􏼐 􏼑􏼐􏼐􏼐􏼐

+ η − 4η + θ2􏼐 􏼑􏼑 + b1 − a2 − c0c + c2η( 􏼁θ2 + 2c1η − 2η + θ2􏼐 􏼑 + b2 − 4c0c + c2 4η + θ2􏼐 􏼑􏼐 􏼑􏼐 􏼑􏼑􏼑􏼑

· 8b1b2 − 8η2 − 2b1θ
2

− 2b2θ
2

+ 4ηθ2􏼐 􏼑
− 1

,

r2 � 1 + α2 2a0 b
3
1 − 4b2 + θ2􏼐 􏼑

2
+ η2θ2 4η2 + b2θ

2
− 2ηθ2􏼐 􏼑 + b1η 16η3 − 16η2θ2 − 2b2θ

4
+ 5ηθ4􏼐 􏼑􏼒􏼒􏼒􏼒

+ b
2
1 − 4b

2
2θ

2
+ 4ηθ2 2η − θ2􏼐 􏼑 + b2 − 32η2 + 16ηθ2 + θ4􏼐 􏼑􏼐 􏼑􏼑 + 2b0c0 b

3
1 − 4b2 + θ2􏼐 􏼑

2
+ η2θ2 4η2 + b2θ

2
− 2ηθ2􏼐 􏼑􏼒

+ b1η 16η3 − 16η2θ2 − 2b2θ
4

+ 5ηθ4􏼐 􏼑 + b
2
1 − 4b

2
2θ

2
+ 4ηθ2 2η − θ2􏼐 􏼑 + b2 − 32η2 + 16ηθ2 + θ4􏼐 􏼑􏼐 􏼑􏼑

+ c 16c0cη
4

+ 16c2η
5

− 8b2c0cη
2θ2 − 8a2η

3θ2 + 8b2c2η
3θ2 + 20c0cη

3θ2 − 12c2η
4θ2 − 2b

2
2c0cθ

4
− a2b2ηθ

4
+ b

2
2c2ηθ

4
􏼐

+ 7b2c0cηθ
4

+ 3a2η
2θ4 + b2c1η

2θ4 − 4b2c2η
2θ4 − 7c0cη

2θ4 − c1η
3θ4 + 3c2η

3θ4 + b
2
1 4b2 − θ2􏼐 􏼑

· 2c0c + c1η − 2c2η( 􏼁θ2 + a2 4η − 2θ2􏼐 􏼑 + b2 − 8c0c + 4c2η − c1θ
2

+ 2c2θ
2

􏼐 􏼑􏼐 􏼑 + a1 2b
2
1 − 4b2 + θ2􏼐 􏼑

2
􏼒

+ η 16η3 − 12η2θ2 − b2θ
4

+ 3ηθ4􏼐 􏼑 + b1 − 4b
2
2θ

2
+ ηθ2 12η − 5θ2􏼐 􏼑 + b2 − 48η2 + 20ηθ2 + θ4􏼐 􏼑􏼐 􏼑􏼑

+ b1 − b
2
2θ

2
− 12c0c + c2 8η + θ2􏼐 􏼑􏼐 􏼑 + b2 θ2 4a2η + 4c1η

2
+ a2θ

2
− 2c1ηθ

2
􏼐 􏼑 + c0c 48η2 − 28ηθ2 − 3θ4􏼐 􏼑􏼐􏼐

+ c2 − 32η3 + 4η2θ2 + 6ηθ4􏼐 􏼑􏼑 + η a2 − 16η2 + 16ηθ2 − 5θ4􏼐 􏼑 + θ2 c0c − 12η + 7θ2􏼐 􏼑􏼐􏼐

+ η − 4c1η + 12c2η + 2c1θ
2

− 5c2θ
2

􏼐 􏼑􏼑􏼑􏼑􏼑􏼑􏼑􏼑 · 2 4b1b2 − 4η2 − b1θ
2

− b2θ
2

+ 2ηθ2􏼐 􏼑 − η2θ2 + b
2
1 4b2 − θ2􏼐 􏼑 + 2b1η − 2η + θ2􏼐 􏼑􏼐 􏼑􏼐 􏼑

− 1
.

(A.7)

According to the assumption, the wholesale price w in
the equilibrium point E2 is bigger than zero. Comparing w

and r1, we have |r1|< 1. For r2, because pM
0 > 0 and based on

condition (6), we have |r2|> 1. So, E2is unstable.

For E3, two eigenvalues of its Jacobian matrix are as
follows:

r1 � 1 + α1 2b0 4b1b2 − 4η2 − b1θ
2

− b2θ
2

+ 2ηθ2􏼐 􏼑 b2c0c + η a2 − c0c − c1η( 􏼁( 􏼁θ2 + b
2
1c1 4b2 − θ2􏼐 􏼑 + c2η − 4η2 − b2θ

2
+ ηθ2􏼐 􏼑􏼐􏼐􏼐􏼐

+ b1 − a2 + c2η( 􏼁θ2 + 2c1η − 2η + θ2􏼐 􏼑 + b2c2 4η + θ2􏼐 􏼑􏼐 􏼑􏼑 + c 2a0 4η2 + b2θ
2

− 2ηθ2 + b1 − 4b2 + θ2􏼐 􏼑􏼐 􏼑
2

􏼒

− c − 16b2c2η
3

+ 16c1η
4

+ 4b
2
2c0cθ

2
− 4b

2
2c2ηθ

2
− 4b2c0cηθ

2
+ 8b2c2η

2θ2 − 12c1η
3θ2 + b

2
2c2θ

4
− b2c0cθ

4
− b2c1ηθ

4
􏼐

− 2b2c2ηθ
4

+ c0cηθ
4

+ 3c1η
2θ4 + c2η

2θ4 + 2b
2
1c1 − 4b2 + θ2􏼐 􏼑

2
− b1 4b2 − θ2􏼐 􏼑 4a2η − 4b2c2η + 12c1η

2
+ b2c1θ

2
− 5c1ηθ

2
􏼐 􏼑

+ a2 16η3 + 8b2ηθ
2

− 12η2θ2 − b2θ
4

+ ηθ4􏼐 􏼑􏼑􏼑 + a1 − c
2

b2 − η( 􏼁θ2 4b2 − θ2􏼐 􏼑 + 2b0 b
2
1 − 4b2 + θ2􏼐 􏼑

2
+ η 4η − θ2􏼐 􏼑􏼒􏼒

· 4η2 + b2θ
2

− 2ηθ2􏼐 􏼑 + b1 − 4b
2
2θ

2
+ ηθ2 8η − 3θ2􏼐 􏼑 + b2 − 32η2 + 12ηθ2 + θ4􏼐 􏼑􏼐 􏼑􏼑􏼑􏼑􏼑􏼑

· 2 4b1b2 − 4η2 − b1θ
2
b2θ

2
+ 2ηθ2􏼐 􏼑 c

2
− 4b2 + θ2􏼐 􏼑 + b0 8b1b2 − 8η2 − 2b1θ

2
− 2b2θ

2
+ 4ηθ2􏼐 􏼑􏼐 􏼑􏼐 􏼑

− 1
,

r2 � 1 − α2 2b0c0 4b1b2 − 4η2 − b1θ
2

− b2θ
2

+ 2ηθ2􏼐 􏼑 + a0 8b1b2 − 8η2 − 2b1θ
2

− 2b2θ
2

+ 4ηθ2􏼐 􏼑 + c 4a1b2 − 4b1b2c1 − 4b2c0c(􏼐􏼐􏼐

+ 4a2η + 4c1η
2

− a1θ
2

− a2θ
2

+ b1c1θ
2

+ b2c2θ
2

+ c0cθ
2

− c1ηθ
2

− c2ηθ
2
􏼑􏼑􏼑􏼑 · 8b1b2 − 8η2 − 2b1θ

2
− 2b2θ

2
+ 4ηθ2􏼐 􏼑

− 1
.

(A.8)
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For r1, using condition (10) and ωM > 0, we have |r1|> 1.

We also have |r2|< 1 by comparing the direct sale price p0 in
the equilibrium point E3. So, E3 is unstable too. □

Proof of Proposition 2. We substitute E1 into (36) and then
get one eigenvalue:

r1 � 1 + β1
a1 3b0b1 − c2( 􏼁 + b0b1 b1c1 + c0c − c2η( 􏼁 + c 2a0b1 − c b1c1 + c0c − c2η( 􏼁( 􏼁

b0b1 − c2􏼠 􏼡. (A.9)

Comparing r1 with p1 in the E4, we draw the conclusion
that |r1|> 1. So, E1 is unstable.

For E2, we calculate one eigenvalue of its Jacobian matrix
to obtain

r1 � 1 + β1 a1 2b2c
4

+ 2b
2
0b1 3b1b2 − η2􏼐 􏼑 + b0c

2
− 8b1b2 + η2􏼐 􏼑􏼐 􏼑 + c

3
a0 − 4b1b2 + η2􏼐 􏼑 + c 2b1b2c1 + 2b2c0c + 2a2η − c1η

2
􏼐 􏼑􏼐 􏼑􏼐􏼐

+ 2b
2
0b1 b

2
1b2c1 − c2η

3
+ b1 b2c0c + 2a2η + b2c2η − c1η

2
􏼐 􏼑􏼐 􏼑 + b0c 2a0b1 2b1b2 − η2􏼐 􏼑 + c − 4b

2
1b2c1 + c2η

3
􏼐􏼐

− b1 4b2c0c + 6a2η + 2b2c2η − 3c1η
2

􏼐 􏼑􏼑􏼑􏼑􏼑 · 2b2b0b1 − c
2

+ b0η
2 2b0b1 − c

2
􏼐 􏼑􏼐 􏼑

− 1
.

(A.10)

Comparing r1 with p1 in the E6, we have that |r1|> 1. So,
E2 is unstable.

For E3, one eigenvalue is

r1 � 1 + β1 4a1 3b
2
0b

2
1 − 4b0b1c

2
+ c

4
􏼐 􏼑 + c

3
a0 − 8b1 + θ2􏼐 􏼑 + c 4b1c1 + 4c0c − 4c2η − c1θ

2
+ 2c2θ

2
􏼐 􏼑􏼐 􏼑􏼐􏼐

+ b
2
0b1 4b

2
1c1 + c0c − 4c2η( 􏼁θ2 + b1 4c0c − 4c2η − 2c1θ

2
+ 6c2θ

2
􏼐 􏼑􏼐 􏼑 − b0c a0b1 − 8b1 + θ2􏼐 􏼑 + c 8b

2
1c1 + c0c − 2c2η( 􏼁θ2􏼐􏼐

+ b1 8c0c − 8c2η − 3c1θ
2

+ 8c2θ
2

􏼐 􏼑􏼑􏼑􏼑􏼑 · 4c
4

+ 4b
2
0b1 b1 + θ2􏼐 􏼑 − 2b0c

2 4b1 + θ2􏼐 􏼑􏼐 􏼑
− 1

.

(A.11)

Comparing r1with p1 in the E7, we have that |r1|> 1. So,
E3 is unstable.

For E4, we get one eigenvalue as follows:

r2 �
1 + β2 2a2b1 b0b1 − c2( 􏼁 + b0b1 2b1b2c2 + η 2a1 + c0c − 2c2η( 􏼁( 􏼁 + c b1 − 2b2c2c + a0η( 􏼁 − cη a1 + c0c − c2η( 􏼁( 􏼁( 􏼁

2b1 b0b1 − c2( 􏼁( 􏼁
.

(A.12)

Comparing r2with p2 in the E6, we have that |r2|> 1. So,
E4 is unstable.

For E5, one eigenvalue of its Jacobian matrix is
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r1 � 1 + β1 c
3

c 8b1b2c1 + 8b2c0c + 8a2η − 4c1η
2

− 2a2θ
2

− 2b1c1θ
2

− 2b2c1θ
2

+ 2b2c2θ
2

+ a1 2c
4 4b2 − θ2􏼐 􏼑􏼐􏼐􏼐􏼐􏼐

− 2b0c
2 4b1 4b2 − θ2􏼐 􏼑 + η − 2η + θ2􏼐 􏼑􏼐 􏼑 + 2b

2
0b1 3b1 4b2 − θ2􏼐 􏼑 + 2η − 2η + θ2􏼐 􏼑􏼐 􏼑􏼑 + b

2
0b1 2b2c0c + 4a2η − c0cη( 􏼁θ2􏼐

+ b
2
1 8b2c1 − 2c1θ

2
􏼐 􏼑 − 4c2η 2η2 + b2θ

2
− ηθ2􏼐 􏼑 + 2b1 8a2η − 4c1η

2
− 3a2θ

2
− c0cθ

2
+ 3c1ηθ

2
− 3c2ηθ

2
􏼐

+ b2 4c0c + 4c2η − 2c1θ
2

+ 3c2θ
2

􏼐 􏼑􏼑􏼑 + b0c a0b1 16b1b2 − 8η2 − 4b1θ
2

− 2b2θ
2

+ 5ηθ2􏼐 􏼑 + c − 2b2c0c − 2a2η + c0cη( 􏼁θ2􏼐􏼐

+ 4b
2
1c1 − 4b2 + θ2􏼐 􏼑 + 2c2η 2η2 + b2θ

2
− ηθ2􏼐 􏼑 + b1 − 24a2η + 12c1η

2
+ 8a2θ

2
+ 4c0cθ

2
− 9c1ηθ

2
+ 8c2ηθ

2
􏼐

− 2b2 8c0c − 3c1θ
2

+ 4c2 η + θ2􏼐 􏼑􏼐 􏼑􏼑􏼑􏼑􏼑􏼑􏼑􏼑 · 2c
4 4b2 − θ2􏼐 􏼑 + 2b

2
0b1 4b1b2 + 4η2 − b1θ

2
+ 4b2θ

2
− 4ηθ2􏼐 􏼑􏼐

− 4b0c
2 4b1b2 + η2 − b1θ

2
+ b2θ

2
− ηθ2􏼐 􏼑􏼑

− 1
.

(A.13)

Comparing r1with p1 in the ER, we have that |r1|> 1. So,
E5 is unstable.

For E6, we get one eigenvalue as follows:

r3 � 1 + β3 2b
2
0b

3
1b2c1 − 4b

2
0b

3
1b2c2 − 2b

2
0b

2
1b2c0c − 4b0b

2
1b2c1c

2
+ 8b0b

2
1b2c2c

2
+ 4b0b1b2c0c

3
+ 2b1b2c1c

4
− 4b1b2c2c

4
􏼐􏼐􏼐

− 2b2c0c
5

+ 2b
2
0b

2
1b2c2η + 2a0b0b

2
1cη + 2b

2
0b

2
1c0cη − 2b0b1b2c2c

2η − 2a0b1c
3η − 4b0b1c0c

3η + 2c0c
5η − 2b

2
0b

2
1c1η

2

+ 4b
2
0b

2
1c2η

2
− 2a0b0b1cη

2
+ 3b0b1c1c

2η2 − 6b0b1c2c
2η2 + a0c

3η2 − c1c
4η2 + 2c2c

4η2 − 2b
2
0b1c2η

3
+ b0c2c

2η3

+ 2a2 b0b1 − c
2

􏼐 􏼑 2b0b1 b1 − η( 􏼁 + c
2

− 2b1 + η( 􏼁􏼐 􏼑 + a1 2c
4

− b2 + η( 􏼁 + b0c
2 4b1b2 − 6b1η + η2􏼐 􏼑􏼐

− 2b
2
0b1 b1b2 − 2b1η + η2􏼐 􏼑􏼑􏼑θ􏼑􏼑 · 4 b0b1 − c

2
􏼐 􏼑 2b0b1 b1b2 − η2􏼐 􏼑 + c

2
− 2b1b2 + η2􏼐 􏼑􏼐 􏼑􏼐 􏼑

− 1
.

(A.14)

Comparing r3with B in the ER, we have that |r3|> 1. So,
E6 is unstable.

For E7, there is one eigenvalue of its Jacobian matrix, as
follows:

r2 � 1 + β2 2a2 − b0b1 + c
2

􏼐 􏼑
2
8b1 − θ2􏼐 􏼑 + c

3 8a1cη + 8c0c
2η − 8c2cη

2
− 2a1cθ

2
− 2b2c2cθ

2
− 2c0c

2θ2 + a0ηθ
2

− c1cηθ
2

􏼐􏼒􏼒

+ 6c2cηθ
2

+ 2b1 8b2c2c − 4a0η + c1 − 4c2( 􏼁cθ2􏼐 􏼑􏼑 + b
2
0b1 η c0c − 4c2η( 􏼁θ2 + 2b

2
1 8b2c2 + c1 − 4c2( 􏼁θ2􏼐 􏼑􏼐

+ 2b1 8a1η + 4c0cη − 8c2η
2

− a1θ
2

− b2c2θ
2

− c0cθ
2

− c1ηθ
2

+ 7c2ηθ
2

􏼐 􏼑􏼑 + b0c cη − c0c + 2c2η( 􏼁θ2 − 4b
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Comparing r2 with p2 in the ER, we have that |r2|> 1. So,
E7 is unstable:
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□

Notations

w/unit: Unit wholesale price of the NB product
p0/unit: Unit of direct selling price of the NB product
p1/unit: Unit retail price of the NB product
p2/unit: Unit retail price of the SB product
c0: 0e marginal cost of production and operation in the

direct channel
c1: 0e marginal production cost of the NB product
c2: 0e marginal production cost of the SB product
A: 0e advertising investment of the retailer
u: Unit retail margin, p1 � w + u
D0: 0e demand function of the NB product in direct

channel
D1: 0e demand function of the NB product in retail

channel
D2: 0e demand function of the SB product in retail

channel.
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�e grey wolf optimizer (GWO) algorithm is a recently developed, novel, population-based optimization technique that is
inspired by the hunting mechanism of grey wolves. �e GWO algorithm has some distinct advantages, such as few algorithm
parameters, strong global optimization ability, and ease of implementation on a computer. However, the paramount challenge is
that there are some cases where the GWO is prone to stagnation in local optima. �is drawback of the GWO algorithm may be
attributed to an insu�ciency in its position-updated equation, which disregards the positional interaction information about the
three best grey wolves (i.e., the three leaders). �is paper proposes an improved version of the GWO algorithm that is based on a
dynamically dimensioned search, spiral walking predation technique, and positional interaction information (referred to as the
DGWO). In addition, a nonlinear control parameter strategy, i.e., the control parameter that is nonlinearly increased with an
increase in iterations, is designed to balance the exploration and exploitation of the GWO algorithm.�e experimental results for
23 general benchmark functions and 3 well-known engineering optimization design applications validate the e�ectiveness and
feasibility of the proposed DGWO algorithm. �e comparison results for the 23 benchmark functions show that the proposed
DGWO algorithm performs signi�cantly better than the GWO and its improved variant for most benchmarks. �e DGWO
provides the highest solution precision, strongest robustness, and fastest convergence rate among the compared algorithms in
almost all cases.

1. Introduction

�e rapid development of arti�cial intelligence (AI) is
primarily attributed to the considerable progress of com-
putational intelligence (CI). CI that is based on complex
systems mainly consists of two categories [1], i.e., single-
solution-based metaheuristics and population-based meta-
heuristics. Both single-solution-based algorithms and pop-
ulation-based algorithms employ a variety of mechanisms
and are designed to solve extremely challenging problems in
di�erent complex systems.

Single-solution-based metaheuristics are usually only
suitable for speci�c complex optimization problems because
of their single particle scale and weak coordination capa-
bility. A heuristic based on simulated annealing (SA) is
designed to solve the machine reassignment problem [2].
�e threshold-accepting (TA) metaheuristic method is

applied to solve the job shop scheduling problem of de-
hydration plants [3]. �e microcanonical annealing (MA)
algorithm is proposed for remote sensing image segmen-
tation [4].�e tabu search (TS) metaheuristic is collaborated
with a regenerator-reducing procedure to solve the re-
generator location problem [5]. �e guided local search
(GLS) approach is introduced for multiuser detection in
ultra-wideband systems [6]. �e dynamically dimensioned
search (DDS) is introduced for automatic calibration in
watershed simulation models [7–11].

Compared with single-solution-based algorithms, the
research and applications of population-based algorithms
are more extensive because of the following three main
advantages [11, 12]: more information can be obtained to
guide the trial solutions toward a promising area within the
search space by a set of trial solutions; local optimization can
be e�ectively avoided because of the interaction of a set of
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trial solutions; and in terms of exploration ability, pop-
ulation-based heuristic algorithms are superior to single-
solution-based heuristic algorithms. 0e genetic algorithm
(GA) is used to address the characterization of hyperelastic
materials [12, 13]. Particle swarm optimization (PSO) is
attributed to improving and evaluating the performance of
automated engineering design optimization [13, 14]. Dif-
ferential evolution (DE) is presented for mobile robots to
avoid obstacles [14, 15]. 0e dragonfly algorithm (DA) has
been improved to train multilayer perceptrons [15, 16].
Shuffled complex evolution (SCE) is designed to optimize
the load balancing of gateways in wireless sensor networks
[16, 17]. 0e dolphin echolocation algorithm (DEA) is ap-
plied to design a steel frame structure [17, 18]. 0e bat al-
gorithm (BA) is introduced to optimize the placement of a
steel plate shear wall [18, 19], and the artificial bee colony
(ABC) algorithm is presented to image steganalysis [19, 20].
0e grey wolf optimizer (GWO) is adopted for parameter
estimation in surface waves [20, 21].

0e GWO is one of the most impressive swarm in-
telligence algorithms and is the only algorithm that is based
on leadership hierarchy theory; it was introduced byMirjalili
et al. [22]. 0e GWO algorithm has three advantages
[23, 24]: it has universal applicability to some real-life op-
timization problems; it is insensitive to derived information
in the initial search; and it requires fewer algorithm pa-
rameters for adjustment. 0ese features render it a simple,
flexible, adaptable, usable, and stable algorithm [24, 25].
0erefore, since the GWO was proposed, researchers have
conducted a considerable amount of in-depth research and
applications. Regarding the improvements in research on
the GWO algorithm, researchers tend to improve the per-
formance of the GWO from four aspects [25]: position-
updating mechanisms, new control parameters, encoding
scheme of individuals, and population structure and hier-
archy. Typical study cases are listed as follows: Mittal et al.
[26] used the exponential decay function a to enhance the
exploration process in the GWO. However, this algorithm
suffers premature convergence. Kishor and Singh [27]
proposed a modified version of the GWO by incorporating a
simple crossover operator between two randomly selected
individuals. However, this technique has low capacity in
solving high-dimensional complex problems. A complex-
valued encoding strategy was employed by Luo et al. [28] to
substitute a typical real-valued strategy that was adopted in
the standard GWO and propose a complex-encoded GWO.
0e main shortcoming of this method is that it suffers
premature convergence. Yang et al. [29] used an effective
cooperative hunting group and a random scout group
strategy to propose a novel grouped grey wolf optimizer.
0is approach employs a complex mechanism. Xu et al. [30]
proposed a chaotic dynamic weight grey wolf optimizer
(CDGWO), in which a new position-updated equation,
formed by employing a chaotic map and dynamic weight,
was built to guide the search process for potential candidate
solutions. Gupta and Deep [23] proposed a novel random
walk grey wolf optimizer (RW-GWO); in the RW-GWO, the
random walk strategy was used for improving the search
ability of the GWO. However, it shows low solution

accuracy. In addition, an improved grey wolf optimization
(VW-GWO) algorithm based on variable weight strategies
and the social hierarchy in the searching positions was
presented by Gao and Zhao [31]. However, it employs a
complex methodology. In terms of successful applications of
the GWO, representative application research can be
summarized as flow shop scheduling [32], machine learning
[33–36], economic load dispatch [37], robotics and path
planning [38, 39], channel estimation in wireless commu-
nication systems [40], and other applications detailed in
References [24, 25]. 0eoretical and practical research has
shown the potential of the GWO algorithm in real life.
However, numerous studies and experimental results con-
cluded that the optimization performance of the GWO al-
gorithm needs improvement. Specifically, the trial solution
diversity would be hampered by the three best wolves that
were identified in the accumulative search [12]. Many
metaheuristics, such as the GWO, can be easily trapped in
the local optima when solving multimodal optimization
problems, where multiple global optimum solutions exist
[41] and the linear control parameter strategy is not the
perfect design for balancing the exploration and exploita-
tion. 0ese drawbacks may lead to an undesirable optimal
performance of the algorithm [27, 42]. In addition, existing
research on the GWO algorithm does not discuss im-
provements in the performance of the GWO algorithm by
considering the positional interaction information among
the three leaders (i.e., the first three best wolves). In the
actual hunting process, however, better predation efficiency
can be obtained only when positional information is
communicated among the three leaders. In this paper, the
positional interaction information refers to the information
communication among the three leaders in their predation
process as reflected by the relative change in position. In
addition to not considering the positional interaction in-
formation among the three leaders of the grey wolves,
existing research does not explore other predation methods,
such as spiral walking hunting, which may help hunting and
increase the chance of jumping out of the local optima for
the GWO algorithm. In summary, the GWO algorithm is a
strong algorithm but suffers from the abovementioned
shortcomings. Considering the drawbacks of the GWO al-
gorithm, this paper decided to improve upon it.

Based on this analysis, this paper improves the GWO
algorithm from the following three aspects: a hunting model
is built based on the spiral walking, a position-updated
equation is rebuilt based on the positional interaction in-
formation among the three leaders of grey wolves, and a
nonlinear control parameter is designed to replace the linear
control parameter of the standard GWO algorithm. 0e
proposed algorithm is tested on 23 classical benchmark
problems, CEC2014 suite, and three well-known engineering
optimization problems. 0e experimental results reveal that
the proposed method is robust, efficient, and superior
compared to other algorithms.

0e remaining sections of the paper are organized as
follows: 0e original GWO algorithm and DDS are briefly
overviewed in Section 2. In Section 3, the dynamically di-
mensioned search grey wolf optimizer, which is based on the
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deep search strategy (DGWOD), is proposed. 0e principle
of searching the GWO by the DDS is detailed, and the
position-updated equations, which are based on the deep
search strategy and the nonlinear control parameter equa-
tion, are constructed. Section 4 provides the experimental
results and a discussion of a set of well-known test functions.
0is paper is concluded and future research directions are
presented in Section 5.

2. Overview of GWO and DDS

2.1. Standard GWO Algorithm. In this section, four parts of
the basic GWO algorithm [22] inspired by the complete
process of hunting the grey wolf for preying are described.

2.1.1. Foundation of the Social Hierarchy. In the GWO al-
gorithm, the search is executed by the joint guidance of the
first three best grey wolves (i.e., α, β, and δ), and the po-
sitions of the ω grey wolves (solutions) are constantly ad-
justed with the guidance of the first three best grey wolves
with an increase in the iteration number.

2.1.2. Encircling Prey. Grey wolves hunt their prey by
encircling them, which is considered to be wise behavior. To
describe the principle of this predation from the perspective
of a mathematical model, Mirjalili et al. [22] constructed the
following equation:

D
→

� C
→

· X
→

p(t) − X
→

(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, (1)

X
→

(t + 1) � X
→

p(t) − A
→

· D
→

, (2)

A
→

� 2 a
→

· r
→

1 − a
→

, (3)

C
→

� 2 · r
→

2, (4)

where t is the current number of iterations, X
→

(t + 1) is the
position vector of the grey wolf at the (t + 1) th iteration, the
symbol “·” indicates dot product, X

→
p(t) is the position

vector of the prey at the (t) th iteration, D
→

is a vector that is
relative to the position of the prey X

→
p(t), A

→
and C

→
are the

coefficient vectors, a
→ is a vector whose values are linearly

decreased from 2 to 0 over iterations, and r
→

1 and r
→

2 are
randomly generated vectors whose values lie between 0 and 1.

2.1.3. Hunting. As described in Section 2.1.2, the action of
the grey wolf that encircles its prey provides the leader of the
grey wolf group with necessary position information and
forces the prey into promising areas. After the leader of the
grey wolf group receives the position information about the
prey, the next step is to guide omega (ω) wolves to conduct
the hunting. To describe the hunting behaviors of grey
wolves from the perspective of a mathematical model, we
assumed that X

→
α, X

→
β, and X

→
δ represent the positions of the

α wolf, β wolf, and δ wolf, respectively. 0erefore, the

mathematical models for grey wolf hunting are described as
follows:

X
→

1 � X
→

α(t) − A
→

1 · D
→

α, (5)

X
→

2 � X
→

β(t) − A
→

2 · D
→

β, (6)

X
→

3 � X
→

δ(t) − A
→

3 · D
→

δ, (7)

X
→

(t + 1) �
1
3

X
→

1 + X
→

2 + X
→

3􏼒 􏼓. (8)

D
→

α, D
→

β, and D
→

δ are calculated using equation (1) as
follows:

D
→

α � C
→

1 · X
→

α(t) − X
→

(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, (9)

D
→

β � C
→

2 · X
→

β(t) − X
→

(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, (10)

D
→

δ � C
→

3 · X
→

δ(t) − X
→

(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (11)

2.1.4. Attacking Prey. In the GWO algorithm, the behaviors
of grey wolves that attack their prey are controlled by
constant changes in the value of the linear control parameter
a
→. According to equation (3), the expression of the vector A

→

is correlated with the parameter a
→. When the value of a

linearly decreases from 2 to 0, the value of the vector A
→

also
decreases. When |A

→
|≤ 1, the hunting of a grey wolf will

occur at any position between its current position and that of
its prey. When |A

→
|> 1, wolves will search the entire solution

space to locate the prey (optima).0erefore, |A
→

| represents a
controlling parameter vector that causes exploration and
exploitation. We determine that different values of the
control parameter a

→ have a different role in the exploration
and exploitation of the GWO algorithm. According to
Reference [42], a larger a

→ is favorable for global exploration,
while a smaller a

→ facilitates local exploitation.0erefore, the
control parameter a

→ has an important role in balancing the
exploration and exploitation of the GWO algorithm.
However, for the standard GWO algorithm, several studies
have shown that the value of the control parameter a

→

linearly changes and the design of the position-updated
equation will cause some drawbacks, such as premature
convergence of the algorithm and powerlessness when
solving multimodal problems [12, 27, 42].

Based on this description, the pseudocode of the GWO
algorithm is shown in Algorithm 1.

2.2. DDS Algorithm. 0e DDS algorithm is a powerful
single-solution-based metaheuristic algorithm, which was
employed for calibration problems that arise in watershed
simulation models. DDS was developed by Tolson and
Shoemaker in 2007 [7] and was proposed for optimization
problems that are bound constrained. 0us, achieving ex-
cellent optimization results for bounded constrained global
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optimization problems is the advantage of the DDS
algorithm.

DDS is a point-to-point stochastic-based heuristic global
search algorithm with no parameter tuning; global solutions
are obtained by scaling within a user-specified maximum
number of function evaluations (MaxIter) [43]. Since it is a
simple model that is easily programmed and a global search
algorithm, many researchers have focused their great at-
tention on it. At the beginning, when the number of iter-
ations is small, the global search of the algorithm is
dominant. As the number of iterations approached the
maximum, the algorithm evolved into a local search.0e key
idea for the DDS algorithm to transit from a global search to
a local search is to dynamically and probabilistically re-
ducing the number of dimensions to be perturbed in the
neighborhood of the current best solution [11, 43]. 0e
operation to dynamically and probabilistically reduce the
number of dimensions to be perturbed can be summarized
as follows: in each iteration, the jth variable is randomly
selected with the probability Pt fromm decision variables for
inclusion in the neighborhood Iperturb. 0e probability Pt is
expressed as

Pt � 1 −
ln(t)

ln(MaxIter)
, (12)

where t indicates the current iteration and MaxIter repre-
sents the maximum number of iterations.

At each iteration t, a new potential solution X
→new

(t) is

obtained by perturbing the current best X
→best

(t) in ran-
domly selected dimensions. 0ese perturbation magnitudes
are sampled using the standard normal random variable
N(0, 1) and reflecting decision variable bounds as [11]

X
→new

j (t) �
X
→best

j (t) + r × μ→j × ubj − lbj􏼐 􏼑, if j ∈ Iperturb,

X
→best

j (t), otherwise,

⎧⎪⎪⎨

⎪⎪⎩

(13)

where j � 1, 2, . . . , m; r is a scalar neighborhood size per-
turbation factor; μ→j is a random vector that is generated for
the jth variable to be perturbed; ubj and lbj correspond to

the upper bound and lower bound of the jth variable; and

X
→new

j (t) and X
→best

j (t) denote the jth variable of the trial
potential solution and the current best solution, respectively.

To accurately choose the best solution between the

current best X
→best

(t) and the trial potential X
→new

(t) for the
next iteration, the greedy search method is employed. 0e

current best solution X
→best

(t) will be replaced by the trial
solution X

→new
(t) if the objective function value of X

→new
(t) is

smaller than that of X
→best

(t), i.e., f(X
→new

(t))<f(X
→best

(t));
otherwise, the current best solution X

→new
(t) is reserved for

the next iteration. 0e pseudocode description of the DDS
algorithm is presented in Algorithm 2 [11].

3. Proposed Algorithm

As presented in the previous sections, the GWO algorithm
encounters a few drawbacks, such as premature convergence
and a low capability to handle the difficulties of a multimodal
search landscape [25]. To overcome these weaknesses, the
most effective improvement is to increase the diversity of
candidate solutions and further improve the balance be-
tween exploration and exploitation during the iteration. In
terms of increasing the diversity of candidate solutions,
inspired by the core idea of the DDS algorithm, this study
adopts two improved strategies to increase the performance
of the GWO algorithm. One approach is to dynamically and
probabilistically reduce the number of dimensions to be
perturbed in the neighborhood, which enables candidate
solutions to be perturbed between the current solutions and
each of the three best solutions. Another method is to use the
positional interaction information about the first three best
grey wolf individuals (i.e., α, β, and δ) in the process of
encircling and preying on the prey to perform a deep search.
0e position-updated equation of the GWO algorithm,
which is based on the dynamically dimensioned perturba-
tion and position interaction information, is proposed,
which is referred to as the DGWO. To balance the explo-
ration and exploitation of the GWO algorithm, the in-
troduction of the search mechanism of the DDS algorithm
enables the GWO algorithm to gradually transform from a

Input: population size N and the maximum number of iterations MaxIter
Output: optimal individual position X

→
α and best fitness values f(X

→
α)

(1) Randomly initialize N individuals’ position to construct a population
(2) Calculate the fitness value of each individual and find α, β, and δ
(3) while t≤MaxIter or stopping criteria not met do
(4) for each individual do
(5) Update current individuals’ position according to equation (8)
(6) end
(7) Update a

→, A
→

i, and C
→

i, i � 1, 2, 3
(8) Evaluate the fitness value of each individual
(9) Update α, β, and δ
(10) end while

ALGORITHM 1: Pseudocode of the GWO algorithm.
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global search to a local search with an increase in the number
of iterations. 0e GWO algorithm has a strong exploration
ability in the initial search stage and a strong exploitation
ability in the subsequent stage of iteration. 0e nonlinear
control parameter a

→′ is proposed to replace the linear
control parameter a

→ of the standard GWO algorithm. 0is
nonlinear control parameter strategy produces a GWO al-
gorithmwith a strong exploitation ability in the early stage of
searching and a strong exploration ability in the subsequent
stage of searching. 0erefore, the introduction of the DDS
and the nonlinear control parameter strategy strengthens the
balance between exploration and exploitation of the GWO
algorithm, and positional interaction information is utilized
to conduct in-depth search and ensure the diversity of the
candidate solution.

3.1. Two Ways to Hunt Prey Are Freely Switched Using DDS.
As described in Section 2.1.3, a grey wolf hunts by direct
encirclement. However, though actual observation, we
found that, in addition to the previously mentioned
hunting strategy, the grey wolf also approaches its prey by
spiral walking when hunting. 0is way of spiral walking
around the prey is often considered to be a very effective
way to hunt [44]. Although we have determined that a
grey wolf hunts by direct encirclement and spiral walking,
a reasonable conversion of these two hunting methods has
not been performed via research. 0e traditional method
is to randomly convert between those two hunting
methods by equal probability [44]. In an actual situation,
the conversion probability between these two methods is
not equal. A reasonable conversion method is that the grey

Input: scalar neighborhood size perturbation factor r � 0.2, maximum number of iterations MaxIter, number of variables
(dimension) m, and upper bounds ub and lower bounds lb

Output: X
→best

and fbest

(1) Initialization
X
→0

� [x0
1, x0

2, . . . , x0
m], x0

i � lbj + rand · (ubj − lbj)

Set t� 1, X
→best

� X0, fbest � f(X
→best

), Iperturb � [0, 0, . . . , 0]

(2) while t≤MaxIter do
(3) Compute the probability of perturbing the decision variables Pt using equation (12)
(4) for j � 1 to m do
(5) Generate uniform random numbers, rand(j)

(6) if rand(j)<Pt then
(7) Set Iperturb(j) � 1
(8) end if
(9) end for
(10) Generate a standard normal random vector, μ→

(11) for j � 1 to m do

(12) X
→new

j � X
→best

j + (ubj − lbj) · Iperturb(j) · r · μ→ //equation (13)
(13) end for
(14) for j � 1 to m do
(15) if X

→new
j < lbj then

(16) Set X
→new

j � lbj + (lbj − X
→new

j )

(17) if X
→new

j > ubj then
(18) Set X

→new
j � lbj

(19) end if
(20) end if
(21) if X

→new
j > ubj then

(22) Set X
→new

j � ubj − (X
→new

j − ubj)

(23) if X
→new

j < lbj then

(24) Set X
→new

j � ubj

(25) end if
(26) end if
(27) end for
(28) Evaluate f(X

→new
)

(29) if f(X
→new

)<fbest then
(30) Set X

→best
� X

→new
, fbest � f(X

→new
)

(31) end if
(32) Set t � t + 1
(33) end while

ALGORITHM 2: Pseudocode of the DDS algorithm.
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wolf can freely switch between these two hunting methods
during its predation process. 0us, the grey wolf has the
best hunting effect, that is, to ensure that the grey wolf
achieves the best prey (global optimum) in the best sit-
uation or obtains the relatively better prey (global ap-
proximation solution) in poorer conditions. We
determined that the DDS method employs the conversion
technique that we expected. According to Section 2.2, the
core principle of the DDS algorithm is to transit the search
from global to local by dynamically and probabilistically
reducing the number of dimensions to be perturbed in the
neighborhood of the current best solution, which causes
the DDS to converge to the desired region to locate the
global optimum in the best case or a reasonable local
optimum in the worst case. Based on this analysis, the
DDS method is introduced in the GWO algorithm to
conduct free switching of the hunting behavior between
direct encirclement and spiral walking to improve the
quality of the solution of the GWO algorithm. 0e
implementation steps are described as follows:

(i) First, at each iteration t, D
→

α, D
→

β, and D
→

δ are cal-
culated using equations (9)–(11).

(ii) Second, at each iteration t, D
→new

α , D
→new

β , and D
→new

δ are
computed using the following equations:

d
→

α � X
→

α(t) − r
→

3 · X
→

(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, (14)

d
→

β � X
→

β(t) − r
→

4 · X
→

(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, (15)

d
→

δ � X
→

δ(t) − r
→

5 · X
→

(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, (16)

D
→new

α � X
→

(t) + r · d
→

α · exp − 2π · d
→

α􏼒 􏼓 · cos π · d
→

α􏼒 􏼓,

(17)

D
→new

β � X
→

(t) + r · d
→

β · exp − 2π · d
→

β􏼒 􏼓 · cos π · d
→

β􏼒 􏼓,

(18)

D
→new

δ � X
→

(t) + r · d
→

δ · exp − 2π · d
→

δ􏼒 􏼓 · cos π · d
→

δ􏼒 􏼓.

(19)

(iii) Finally, using the ideas of the DDS algorithm to
transition the search from global to local, D

→
α, D

→
β,

and D
→

δ are recalculated using the following
equations:

D
→

α,j �
D
→new

α,j , if Pt > rand(j),

D
→

α,j, otherwise,

⎧⎪⎨

⎪⎩
(20)

D
→

β,j �
D
→new

β,j , if Pt > rand(j),

D
→

β,j, otherwise,

⎧⎪⎨

⎪⎩
(21)

D
→

δ,j �
D
→new

δ,j , if Pt > rand(j),

D
→

δ,j, otherwise,

⎧⎪⎨

⎪⎩
(22)

where r
→

3, r
→

4, and r
→

5 are random vectors between 0 and 1
and r is a scalar neighborhood size perturbation factor,
whose value is 0.2 in this paper.

3.2. Position-Updated Equation Based on the Positional In-
teraction Information. As described in the original literature
[22] of the GWO algorithm, the alpha (α) wolf is the su-
preme leader of the grey wolf pack and is primarily re-
sponsible for commanding all wolves to hunt, sleep, and
wake. 0e leader in the second tier is referred to as the beta
(β) wolf, which is controlled by α and is responsible for
commanding the remaining wolves. 0e third tier of lead-
ership entails the delta (δ)wolf, who has to submit to α and β
but dominate the ω wolf. ω is the common wolf and has the
subordinate role of listening to the orders of the first three
leaders. 0is top-down leadership mechanism of the grey
wolf pack enables the GWO algorithm to have strong ex-
ploration ability. As previously described, the cooperative
hunting behavior of the grey wolf group is outstanding. One
situation is that the first three best grey wolves (leaders)
directly lead the ω wolf to hunt. In another situation, the α
wolf commands the β wolf and the δ wolf to hunt and the β
wolf commands the δ wolf to hunt. 0e leadership re-
lationship between these three leaders usually occurs via the
relative position changes, that is, positional interaction in-
formation. In the standard GWO algorithm, however, only
the former case is considered and the latter case is dis-
regarded, which is very important for the hunting of the grey
wolf group. Based on this shortcoming of the standard GWO
algorithm, we design a position-updated equation that is
based on positional interaction information as

X
→

11 � X
→

α(t) − r
→

6 · A
→

1 · X
→

β(t), (23)

X
→

22 � X
→

β(t) − r
→

7 · A
→

2 · X
→

δ(t), (24)

X
→

33 � X
→

α(t) − r
→

8 · A
→

3 · X
→

δ(t), (25)
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X
→

j(t + 1) �

w1 ·
1
3

· X
→

11,j + X
→

22,j + X
→

33,j􏼒 􏼓 + w2 ·
1
3

X
→

1,j + X
→

2,j + X
→

3,j􏼒 􏼓, if Pn > rand(j),

w2 ·
1
3

· X
→

11,j + X
→

22,j + X
→

33,j􏼒 􏼓 + w1 ·
1
3

X
→

1,j + X
→

2,j + X
→

3,j􏼒 􏼓, otherwise,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(26)

where X
→

11, X
→

22, and X
→

33 indicate the positional interaction
information about the three leaders; r

→
6, r

→
7, and r

→
8 are

random vectors between 0 and 1; and w1 and w2 are the
position weights.

3.3. Nonlinear Control Parameter Design. As previously
presented, the DDS algorithm has a strong global search
ability (i.e., strong exploration) at the initial search stage and
a strong local search ability (i.e., exploitation) in the sub-
sequent search stage. In addition, the exploration and
exploitation of the GWO algorithm are primarily con-
trolled by the control parameter a

→. When a
→ linearly

decreases from 2 to 0, the algorithm exhibits strong ex-
ploration and weak exploitation in the initial stage of
searching and exhibits strong exploitation and weak ex-
ploration in the subsequent stage. Since both the GWO
algorithm and DDS algorithm have strong exploration in
the initial iteration and strong exploitation in the sub-
sequent iteration, introducing the search mechanism of the
DDS algorithm into the GWO algorithm has further ag-
gravated the imbalance between the exploration and the
exploitation of the GWO algorithm. 0erefore, an imbal-
ance between exploration and exploitation occurs at dif-
ferent search stages of the algorithm. To address this
problem, we designed the new nonlinear control parameter
a
→′, which nonlinearly increases from − 2 to 2, to substitute
the linear control parameter a

→ of the standard GWO al-
gorithm. In the initial search phase, because the population
has a higher diversity, small a

→′ values are needed to en-
hance the exploitation capability and accelerate conver-
gence. In contrast, in the later stage of the search, since the
diversity decreases in the population, larger a

→′ values
facilitate exploration and can help the search agents to be
away from the local optimum.0erefore, the new nonlinear
control parameter a

→′ can ensure the relative strong ex-
ploitation at the initial iteration and a strong exploration in
the subsequent iteration of the GWO algorithm. 0e
nonlinear control parameter a

→′ is designed as

a
→′ � 2 − 4 · exp −

t

MaxIter
􏼒 􏼓 · cos −

π
2

·

�������
t

MaxIter

􏽲

􏼠 􏼡,

(27)

where t and MaxIter indicate the current iteration and the
maximum iteration number, respectively.

Figure 1 shows the transition between exploration and
exploitation that was caused by the adaptive values of the
control parameters a

→ and a
→′. As shown in Figure 1, with

respect to the GWO algorithm, half of the iterations are
adapted to exploration (|A

→
|> 1) and the rest of the iterations

are devoted to exploitation (|A
→

|≤ 1). However, with regard

to the DGWO algorithm, the number of iterations used for
exploration and exploitation is 60.2% and 39.8%,
respectively.

3.4. Framework and Pseudocode of the DGWO Algorithm.
In this paper, the proposed hunt strategy of spiral walking is
added to the GWO algorithm to enhance the ability of the
predation. 0is strategy is freely switched between the
original encirclement methods using the search mechanism
of DDS. 0is method combines the proposed nonlinear
control parameter strategy and the position-updated
equation, which considers the positional interaction in-
formation, and develops the DGWO algorithm. 0e pseu-
docode of the proposed DGWO algorithm is shown in
Algorithm 3.

3.5. Time Complexity of DGWO. 0e time complexities of
the DGWO and GWO are summarized as follows:

(1) In the initialization phase, the DGWO and GWO
require O(N×m) time, where N represents the
population size and m represents the dimension of
the problem

(2) Calculation of the control parameters of the DGWO
and GWO requires O(N×m) time

(3) Update of the agents’ position-updated equations of
the DGWO and GWO requires O(N×m) time

(4) Evaluation of the fitness value of each agent requires
O(N×m) time

Based on the above analysis, for each generation, the
total time complexity is O(N×m), and given a maximum
number of iterations, the total time complexity of the
DGWO and GWO is O(N×m×MaxIter), where MaxIter
indicates the maximum number of iterations.

3.6. Analysis and Comparison of the Diversity between GWO
and DGWO. From equations (5) to (8), we can know that
the grey wolves update their position under the leadership of
the three best wolves. However, when the three fittest
wolves get into local optimum, the whole search agents will
all concentrate in this region, which leads to the decrease in
diversity in the population, and the algorithm easily falls
into local optimum. Based on this point, the DGWO al-
gorithm is proposed to enhance the diversity of the GWO
algorithm. To analyze and compare the diversity between
the GWO and the DGWO, we choose the Sphere function
as the benchmark test problem to see the difference in
diversity between the GWO and the DGWO at different
iterations. We set the population size as 30, the dimension
of the problem as 2, and the upper and lower boundaries of
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the problem as 10 and − 10, respectively. 0e diversity
distributions of the DGWO and GWO at different itera-
tions are plotted in Figure 2.

From Figure 2(a), when the number of iterations is 2, both
the DGWO and GWO have high diversity individuals. How-
ever, from Figures 2(b) to 2(d), the DGWO algorithm shows
better diversity of solutions than the GWO algorithm. 0is
comparison confirms that the DGWO algorithm has higher
diversity of solutions than the standard GWO algorithm.

4. Results and Discussion

4.1. Test Function Selection and Control Parameter Settings.
In this section, to validate the performance of the proposed
DGWO algorithm, 23 benchmark problems with various
complexity and sizes are collected from studies [21, 23, 43].0e
characteristics of the selected test functions are summarized in
Table 1, where fmin denotes the global optimal value. In this
table, the key to test functions, the mathematical expression of

Exploration
Exploitation

GWO with linear
control parameter a

DGWO with Eq.(27)

–2.0

–1.5

–1.0

–0.5

0

0.5

1.0

1.5

2.0

V
al

ue
s o

f a

50 100 150 200 250 300 350 400 450 5000
Iteration

Figure 1: Updating the values of control parameters a
→ and a

→′ over the course of iterations.

Input: population size N, scalar neighborhood size perturbation factor r, maximum number of iterations MaxIter, number of
variables m, and upper bounds ub and lower bounds lb
Output: optimal individual position X

→
α and best fitness value f(X

→
α)

(1) Randomly initialize N individuals’ position r to construct a population
(2) Calculate the fitness value of each individual, find α, β, and δ, and set t � 0
(3) while t≤MaxIter do
(4) Compute the probability (Pn) of perturbing the decision variables using equation (12) and the value of the nonlinear control

parameter a
→′ using equation (27)

(5) Generate uniform random numbers rand(j) ∈ [0, 1]

(6) for i� 1 to N do
(7) for j� 1 to m do
(8) if Pn(t)< rand(j) then
(9) Calculate D

→new
α , D

→new
β , and D

→new
δ according to equations (14)–(19)

(10) Calculate X
→

11, X
→

22, and X
→

33 using equations (23)–(25)
(11) Calculate X

→
1, X

→
2, and X

→
3 using equations (5)–(7)

(12) Update current individuals’ position according to equation (26)
(13) else
(14) Calculate D

→
α, D

→
β, and D

→
δ according to equations (9)–(11)

(15) Calculate X
→

11, X
→

22, and X
→

33 using equations (23)–(25)
(16) Calculate X

→
1, X

→
2, and X

→
3 using equations (5)–(7)

(17) Update current individuals’ position according to equation (26)
(18) end if
(19) end for
(20) end for
(21) Update a

→′, A
→

i, and C
→

i, i� 1, 2, 3
(22) Evaluate the fitness value of each individual
(23) Update α, β, and δ
(24) Set t � t + 1
(25) end while

ALGORITHM 3: Pseudocode of the proposed DGWO algorithm.
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Figure 2: Continued.
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Figure 2: Search agents’ distribution observed at different iterations in the DGWO and GWO for solving Sphere function (m� 2). (a)
Number of iterations t� 2. (b) Number of iterations t� 4. (c) Number of iterations t� 6. (d) Number of iterations t� 12.

Table 1: Description of 23 classic benchmark functions.

Key Function Range m C fmin

f1 􏽐
n
i�1x

2
i

[− 100, 100] 10, 30, 50, 100 U 0
f2 􏽐

n
i�1|xi| + 􏽑

n
i�1|xi| [− 10, 10] 10, 30, 50, 100 U 0

f3 􏽐
n
i�1(􏽐

i
j�1xj)

2 [− 100, 100] 10, 30, 50, 100 U 0
f4 maxi |xi|, 1≤ i≤ n􏼈 􏼉 [− 100, 100] 10, 30, 50, 100 U 0
f5 􏽐

n− 1
i�1 [100(xi+1 − x2

i )2 + (xi − 1)2] [− 30, 30] 10, 30, 50, 100 U 0
f6 􏽐

n
i�1([xi + 0.5])2 [− 100, 100] 10, 30, 50, 100 U 0

f7 􏽐
n
i�1ix

4
i + random[0, 1) [− 128, 128] 10, 30, 50, 100 U 0

f8 􏽐
n
i�1 − xi sin(

���
|xi|

􏽰
) [− 500, 500] 10, 30, 50, 100 M − 418.9829×D

f9 􏽐
n
i�1(x2

i − 10 cos(2πxi) + 10) [− 5.12, 5.12] 10, 30, 50, 100 M 0

f10
− 20 exp(− 0.2

���������
1/n􏽐

n
i�1x

2
i

􏽱
) −

exp(1/n􏽐
n
i�1cos(2πxi)) + 20 + e

[− 32, 32] 10, 30, 50, 100 M 0

f11 1/4000􏽐
n
i�1x

2
i − 􏽑

n
i�1cos(xi/

�
i

√
) + 1 [− 600, 600] 10, 30, 50, 100 M 0

f12
π/n 10 sin(πy1) + 􏽐

n− 1
i�1 (yi − 1)2[1 + 10 sin2(πyi+1)􏽮

+(yn − 1)2]} + 􏽐
n
i�1u(xi, 10, 100, 4)

[− 50, 50] 10, 30, 50, 100 M 0

f13

1/10 sin{

2(3πx1) + 􏽐
n
i�1(xi − 1)2[1 + sin2(3πxi + 1)] +

(xn − 1)2[1 + sin2(2πxn+ 1)]} + 􏽐
n
i�1u(xi, 5, 100, 4)

[− 50, 50] 10, 30, 50, 100 M 0

f14 (1/500 + 􏽐
25
j�1(1/j + 􏽐

2
i�1(xi − aij)

6))− 1 [− 65, 65] 2 F 1
f15 􏽐

11
i�1[ai − (xi(b2i + bix2)/b

2
i + bix3 + x4)]

2 [− 5, 5] 4 F 0.0003
f16 4x2

1 − 2.1x4
1 + (1/3)x6

1+ x1x2 − 4x2
2+ 4x4

2 [− 5, 5] 2 F − 1.0316

f17
(x2 − (5.1/4π2)x2

1+

(5/π)x1 − 6)2 + 10(1 − (1/8π))cos x1 + 10
[− 5, 5] 2 F 0.398

f18

[1 + (x1+ x2 + 1)2(19 − 14x1 + 3x2
1 − 14x2 + 6x1x2+

3x2
2)] × [30 + (2x1 − 3x2)

2 × (18−

32x1 + 12x2
1 + 48x2 − 36x1x2 + 27x2

2)]

[− 2, 2] 2 F 3

f19 − 􏽐
4
i�1ci exp(− 􏽐

3
j�1aij(xj − pij)

2) [1, 3] 3 F − 3.86
f20 − 􏽐

4
i�1ci exp(− 􏽐

6
j�1aij(xj − pij)

2) [0, 1] 6 F − 3.32
f21 − 􏽐

5
i�1[(X − ai)(X − ai)

T + ci]
− 1 [0, 10] 4 F − 10.1532

f22 − 􏽐
7
i�1[(X − ai)(X − ai)

T + ci]
− 1 [0, 10] 4 F − 10.4029

f23 − 􏽐
10
i�1[(X − ai)(X − ai)

T + ci]
− 1 [0, 10] 4 F − 10.5363

m: dimension; C: category; U: unimodal; M: multimodal; F: fixed-dimension multimodal.
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each benchmark test problem, the boundary of variables, the
dimensions of the solution, and the category of each function
are detailed. 0ese test problems were divided into three
categories: unimodal, multimodal, and fixed-dimension mul-
timodal. In Table 1, f1 − f7 are unimodal problems that are
used to benchmark the exploitation of algorithms because they
have one global optimum and no local optima. Conversely,
functions f8 − f23 are multimodal and fixed-dimension
multimodal problems, which are helpful in examining ex-
ploration and local optima avoidance of algorithms, since they
have a large number of local optima [26, 42].

0e same control parameter settings for the GWO and
DGWO algorithms are listed in Table 2, where “m” repre-
sents the dimension of the problem, “N” represents the size
of the population, “MaxIter” represents the maximum
number of iterations, “w1” and “w2” represent the position
weight values, and “R” represents the independent simu-
lation experiment times for each test problem.0e proposed
DGWO and standard GWO algorithms were coded in
MATLAB R2015a. All simulation experiments were per-
formed on a personal computer with Windows 10 64 bit
professional OS and 4GB RAM.

4.2. Impact of Position Weights w1 and w2. As described in
Section 3.2, the strategy of the modified position-updated
equation (i.e., equation (26)) has an important role in
balancing between exploration and exploitation in the
evolution process. However, in equation (26), w1 and w2 are
two crucial position weights for improving the optimization
performance of the DGWO. In this section, to further in-
vestigate the impact of the position weight coefficients w1
and w2, several independent experiments were designed and
conducted. We varied the values of w1 and w2and kept other
algorithm’s parameters fixed for all benchmark functions.
Values w1 � 0.1, w2 � 0.9, w1 � 0.3, w2 � 0.7, w1 � 0.5,
w2 � 0.5, w1 � 0.7, w2 � 0.3, and w1 � 0.9, w2 � 0.1 are
selected to conduct experiments using 23 test functions.
Among these test functions, the dimension of 13 test
problems (f1–f13) is 30. All experimental results are reported
in Table 3. ‘‘Mean’’ and ‘‘St. dev.’’ values are two perfor-
mance evaluation indexes shown in Table 3.

As shown in Table 3, the comprehensive optimization
performance of the DGWO algorithm with position weights
w1 � 0.1 and w2 � 0.9 is superior to that of other algorithms.
Compared with the DGWO with w1 � 0.1 and w2 � 0.9, the
proposed DGWO algorithm with position weights w1 � 0.3
and w2 � 0.7 achieved better and similar results for 9
functions (i.e., f4–f8, f12–f14, and f16) and 3 functions (i.e., f11,
f17, and f18), respectively, and achieved worse results for 11
functions (i.e., f1–f3, f9-f10, f15, and f19–f23). Compared with
the DGWO with w1 � 0.1 and w2 � 0.9, the DGWO with
w1 � 0.5 and w2 � 0.5 obtained better and similar results for
6 problems (i.e., f5–f7, f12-f13, and f16) and 3 problems (i.e., f11
f14, and f18), respectively, and presented worse optimization
results for 14 functions (i.e., f1–f4, f8–f10, f15, f17, and f19–f23).
Compared with the DGWO with w1 � 0.1 and w2 � 0.9, the
DGWO method with w1 � 0.7 and w2 � 0.3 attained better
results for 6 functions (i.e., f5, f12–f14, f16, and f20), obtained

similar results for two functions (i.e., f11 and f18), and ob-
tained worse results for 15 functions (i.e., f1–f4, f6–f10, f15, f17,
f19, and f21–f23). Compared with the DGWO algorithm with
w1 � 0.1 and w2 � 0.9, the DGWO with w1 � 0.9 and w2 �

0.1 achieved better optimization performance for 4 functions
(f5, f14, f16, and f20), achieved similar results for one function
(i.e., f18), and achieved worse results for the remaining
functions. Based on this analysis, the optimization perfor-
mance of the DGWOworsens as the position weight value w1
increases and w2 decreases. 0erefore, considering all w1 and
w2 values, we concluded that setting the position weight
values w1 � 0.1 and w2 � 0.9 for the DGWO algorithm was
an ideal choice, and the position weights w1 and w2 of the
DGWO algorithm were set as 0.1 and 0.9, respectively, in the
next experiments.

0e convergence curves of the average objective function
values of the DGWO with different position weight values
w1 and w2 for 10 typical benchmark functions are plotted in
Figure 3.

4.3. Effectiveness Analysis of the Two Components in DGWO.
In the DGWO algorithm, two main components, namely,
the modified position-updated equation and the nonlinear
control parameter strategy, are proposed. To validate the
effectiveness of these two components in improving the
optimization performance of the DGWO, two experiments
were conducted for 23 benchmark functions recorded in
Table 1. Among those functions, the dimension of f1–f13 is
30. 0e algorithm parameters are set the same as in Table 2.
In the first experiment, the DGWO employed the modified
position-updated equation (i.e., equation (26)), and the
linear control parameter a

→ that is similar to that in the study
of Mirjalili et al. [22] is referred to as the DGWO-1. In the
second experiment, the DGWO only used the nonlinear
control parameter strategy (i.e., equation (27)), and the
position-updated equation (8) is referred to as the DGWO-2.
Two statistical criteria, “Mean’’ and ‘‘St. dev.,’’ and the results
of the DGWO-1, DGWO-2, and DGWO are shown in
Table 4. Sign-rank sum tests at 0.05 and 0.1 significance levels
were performed between the DGWO and each of DGWO-1
and DGWO-2.

From Table 4, compared to the DGWO, the DGWO-1
achieved better results on 6 functions (i.e., f4, f6, f8, f16, f21,
and f22), showed similar or approximate performance on 3
test functions (i.e., f9, f10, and f11), and provided slightly
poorer results on the rest of the test functions. It should be
emphasized that the DGWO-1 could obtain very compet-
itive optimization results compared to the DGWO, and its
performance is not significantly inferior to that of the
DGWO. We attribute the first experiment results to the fact
that the modified position-updated equation has more ad-
vantages in balancing between exploration and exploitation
and could ensure more potential solution diversity in the
evolution process. 0erefore, we can conclude that the
performance differences between the DGWO and the
DGWO-1 were not significant. From the results of the
second experiment, it is found that the DGWO surpassed the
DGWO-2 on 19 test functions and obtained similar results
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Table 3: Experimental results of the DGWO using different position weight values w1 and w2 for 23 functions.

Function
w1 � 0.1, w2 � 0.9 w1 � 0.3, w2 � 0.7 w1 � 0.5, w2 � 0.1 w1 � 0.7, w2 � 0.3 w1 � 0.9, w2 � 0.1
Mean St. dev. Mean St. dev. Mean St. dev. Mean St. dev. Mean St. dev.

f1 2.38E − 241 0.00E+ 00 2.70E − 220 0.00E+ 00 8.78E − 173 0.00E+ 00 1.64E − 109 8.92E+ 109 3.62E − 56 1.53E − 55
f2 1.39E − 127 7.05E − 127 2.10E − 118 1.06E − 117 2.38E − 90 1.25E − 89 1.05E − 58 4.64E − 58 3.81E − 32 1.29E − 31
f3 9.45E − 232 0.00E+ 00 9.94E − 217 0.00E+ 00 1.71E − 168 0.00E+ 00 2.40E − 107 5.95E − 105 5.61E − 35 2.93E − 34
f4 3.11E − 88 1.70E − 87 2.69E − 89 1.43E − 88 7.19E − 71 2.55E − 70 4.14E − 42 1.10E − 41 4.80E − 04 1.43E − 03
f5 2.85E+ 01 1.28E − 01 2.82E+ 01 1.63E − 01 2.79E+ 01 2.71E − 01 2.64E+ 01 5.05E − 01 2.59E+ 01 3.03E − 01
f6 9.70E − 06 4.71E − 06 7.73E − 06 3.38E − 06 8.52E − 06 2.51E − 06 2.19E − 05 7.35E − 06 1.84E − 04 5.37E − 05
f7 1.66E − 04 1.40E − 04 1.26E − 04 8.78E − 05 1.30E − 04 1.03E − 04 1.69E − 04 1.11E − 04 5.48E − 04 2.99E − 04
f8 − 1.06E+ 04 2.43E+ 03 − 1.16E+ 04 1.85E+ 03 − 8.34E+ 03 2.63E+ 03 − 4.81E+ 03 9.26E+ 02 − 3.51E+ 03 4.46E+ 02
f9 0.00E+ 000 0.00E+ 00 2.78E+ 00 7.09E+ 00 2.05E+ 00 4.23E+ 00 3.18E+ 00 1.28E+ 00 5.22E+ 00 1.72E+ 01
f10 8.88E − 16 0.00E+ 00 3.02E − 15 1.77E − 15 4.44E − 15 0.00E+ 00 4.68E − 15 9.01E − 16 8.94E − 15 2.63E − 15
f11 0.00E+ 00 0.00E+ 00 0.00E+ 00 0.00E+ 00 0.00E+ 00 0.00E+ 00 0.00E+ 00 0.00E+ 00 2.35E − 03 5.60E − 03
f12 1.79E − 06 2.19E − 06 5.43E − 07 3.72E − 07 6.73E − 07 3.03E − 07 1.48E − 06 4.76E − 07 1.22E − 05 3.15E − 06
f13 2.49E − 05 2.75E − 05 7.63E − 06 7.09E − 06 9.13E − 06 4.55E − 06 2.18E − 05 8.46E − 06 1.58E − 03 4.23E − 03
f14 2.94E+ 00 1.43E+ 00 2.55E+ 00 4.04E+ 00 2.94E+ 00 4.42E+ 00 2.17E+ 00 3.56E+ 00 2.64E+ 00 3.29E+ 00
f15 3.56E − 04 2.31E − 04 4.70E − 04 4.64E − 04 5.18E − 04 4.92E − 04 1.79E − 03 5.09E − 03 1.24E − 03 3.71E − 03
f16 − 1.0302 5.17E − 03 − 1.0313 1.00E − 03 − 1.0316 9.56E − 05 − 1.0316 1.91E − 05 − 1.0316 3.03E − 06
f17 0.3980 2.11E − 04 0.3980 6.02E − 05 0.3979 7.36E − 05 0.3979 3.39E − 05 0.3979 1.16E − 05
f18 3 2.41E − 04 3 1.07E − 03 3 6.36E − 04 3 2.71E − 04 3 1.24E − 04
f19 − 3.8590 5.87E − 03 − 3.8501 1.27E − 02 − 3.8533 8.33E − 03 − 3.8577 3.16E − 03 − 3.8612 1.09E − 03
f20 − 3.1725 5.27E − 02 − 3.1402 7.59E − 02 − 3.1681 6.65E − 02 − 3.2156 7.58E − 02 − 3.2394 6.61E − 02
f21 − 10.0984 1.56E − 01 − 9.7434 1.12E+ 00 − 8.3562 2.40E+ 00 − 8.9645 2.19E+ 00 − 7.3721 2.90E+ 00
f22 − 10.2969 2.58E − 01 − 9.8997 1.00E+ 00 − 9.5178 2.01E+ 00 − 10.0489 1.34E+ 00 − 9.7407 1.73E+ 00
f23 − 10.5307 2.94E − 02 − 10.3556 9.87E − 01 − 10.1956 1.30E+ 00 − 10.1751 1.37E+ 00 − 10.3090 1.01E+ 00
− 13 15 16 18
+ 9 6 6 5
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Figure 3: Continued.

Table 2: Experimental parameter settings for the GWO and DGWO.

Algorithm
Parameter

m N MaxIter w1 w2 R

GWO 10, 30, 50, 100 30 500 — — 30
DGWO 10, 30, 50, 100 30 500 0.1 0.9 30
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Figure 3: Continued.
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on function f18. To better understand this phenomenon, we
need to know that the nonlinear control parameter strategy
was specifically designed for the modified position-updated
equation and is not suitable for independent use in the
search process. 0us, the performance of the DGWO sig-
nificantly outperformed that of the DGWO-2.

0e convergence curves of the average objective function
values of the DGWO, DGWO-1, and DGWO-2 on 10 typical

test functions are plotted in Figure 4. From Table 4 and
Figure 4, we can conclude that the two components of the
DGWO are able to compensate for each other to improve the
optimization performance of the GWO.

4.4. Performance Comparison with the Standard GWO
Algorithm. We independently tested each problem 30 times
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Figure 3: Convergence curves of the DGWO with different weights w1 and w2 on 10 typical test functions. (a) f1. (b) f2. (c) f3. (d) f9. (e) f10.
(f ) f15. (g) f17. (h) f21. (i) f22. (j) f23.

Table 4: Experimental comparison results of the DGWO, DGWO-1, and DGWO-2 on 23 functions (m� 30).

Function DGWO-1 (Mean± St. dev.) DGWO-2 (Mean± St. dev.) DGWO (Mean± St. dev.)
f1 1.43E − 237± 0.00E+ 00 8.73E − 32± 1.16E − 31 2.38E − 241± 0.00E+ 00
f2 5.60E − 118± 3.06E − 149 3.84E − 19± 5.74E − 19 1.39E − 127± 7.05E − 127
f3 6.40E − 230± 0.00E+ 00 2.74E − 04± 1.27E − 03 9.45E − 232± 0.00E − 00
f4 1.10E − 110± 5.94E − 110 3.34E − 01± 2.48E − 01 3.11E − 88± 1.70E − 87
f5 2.85E+ 01± 8.56E − 02 2.84E+ 01± 6.98E − 01 2.85E+ 01± 1.28E − 01
f6 7.66E − 06± 7.36E − 06 2.42E+ 00± 7.32E − 01 9.70E − 06± 4.71E − 06
f7 1.74E − 04± 1.23E − 04 4.35E − 03± 2.11E − 03 1.66E − 04± 1.40E − 04
f8 − 1.22E+ 04± 1.08E+ 03 − 5.97E+ 03± 8.42E+ 02 − 1.06E+ 04± 2.43E+ 03
f9 0.00E+ 00± 0.00E+ 00 2.48E+ 01± 1.24E+ 01 0.00E+ 00± 0.00E+ 00
f10 8.88E − 16± 0.00E+ 00 1.15E − 14± 3.73E − 15 8.88E − 16± 0.00E+ 00
f11 0.00E+ 00± 0.00E+ 00 7.43E − 03± 1.11E − 02 0.00E+ 00± 0.00E+ 00
f12 3.82E − 06± 4.75E − 06 2.27E − 01± 1.85E − 01 1.79E − 06± 2.19E − 06
f13 5.47E − 05± 5.82E − 05 1.60E+ 00± 4.21E − 01 2.49E − 05± 2.75E − 05
f14 4.89E+ 00± 5.60E+ 00 6.69E+ 00± 5.01E+ 00 2.94E+ 00± 4.43E+ 00
f15 3.76E − 04± 3.04E − 04 5.11E − 03± 8.56E − 03 3.56E − 04± 2.31E − 04
f16 − 1.0316± 1.77E − 05 − 1.0316± 2.83E − 08 − 1.0303± 5.17E − 03
f17 0.3987± 1.00E − 03 0.3979± 6.65E − 07 0.3980± 2.11E − 04
f18 3.0007± 1.22E − 03 3.0001± 8.14E − 05 3.0001± 2.41E − 04
f19 − 3.8566± 5.02E − 03 − 3.8617± 1.71E − 03 − 3.8590± 5.87E − 03
f20 − 3.12163± 6.50E − 02 − 3.2543± 8.34E − 02 − 3.1725± 5.27E − 02
f21 − 10.1433± 1.22E − 02 − 8.1941± 2.93E+ 00 − 10.0984± 1.56E − 01
f22 − 10.3958± 6.49E − 03 − 9.8783± 1.73E+ 00 − 10.2969± 2.58E − 01
f23 − 10.5221± 2.25E − 02 − 10.0848± 1.75E+ 00 − 10.5334± 2.94E − 02
Losses (− ) 14 19
Wins (+) 6 3
Approximations (≈) 3 1
Detected differences (α) — 0.05
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Figure 4: Continued.
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to obtain four statistical criteria for comparing the perfor-
mance of the algorithms; that is, “Best” indicates the best
value, “Worst” represents the worst value, “Mean” denotes
the average best values, and “St. dev.” indicates the standard
deviation value. 0e simulation experimental results are
described in Table 5.

As shown in Table 5, the DGWO has a better optimi-
zation performance for the seven unimodal benchmarks,
with the exception of f5 and compared with the standard
versions of the GWO, since the DGWO provides the best
“Best,” “Worst,” “Mean,” and “St. dev.” values for 6 of 7
unimodal benchmarks. For the six multimodal benchmarks
(f8–f13) in Table 5, none of the standard versions of the GWO
has a better optimization performance than the DGWO
algorithm for all test problems using the “Mean” statistical
criterion. As observed in Table 5, the DGWO algorithm
achieved a better performance than the GWO for 5 fixed-
dimension multimodal test functions (i.e., f14, f20–f23) and
provided slightly better results than the GWO for functions
f16, f18, and f19. For function f16, however, the GWO obtained
better results than the DGWO.

0e percentage of problems solved by the GWO and
DGWO is recorded in Table 6. It should be noted that

when we use a certain algorithm to solve the 13 test
functions (i.e., f1–f13) and 10 test functions (i.e., f14–f23)
listed in Table 1, if the error between the actual value and
its theoretical value is 10− 5 and 10− 3, respectively, then this
problem can be regarded as having been successfully
solved. From Table 6, it can be seen that, for functions f1,
f2, f10, f16, f18, and f23, the DGWO and GWO obtained the
same percentage of solving problems. On 13 test problems
(i.e., f3, f4, f6–f9, f11–f15, and f21-f22), the DGWO has shown
a higher percentage than the GWO. However, the GWO
has shown a higher percentage than the DGWO for
functions f17, f19, and f20.

To obtain an intuitive cognition of the convergence rate
of the DGWO and GWO algorithms, Figure 5 shows the
convergence curves of the DGWO and GWO for 12 typical
test functions with m� 10, 30, 50, and 100. As shown in
Figure 5, the DGWO algorithm achieved a faster conver-
gence than the standard GWO algorithm for all 12 test
problems. 0is finding verifies that the position-updated
strategy and the nonlinear control parameter proposed in
this paper can achieve faster search and excellent optimi-
zation performance of the DGWO algorithm for low- and
high-dimensional problems.
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Figure 4: Convergence curves of the DGWO, DGWO-1, and DGWO-2 on ten typical test functions. (a) f1. (b) f2. (c) f3. (d) f7. (e) f9. (f ) f11.
(g) f13. (h) f15. (i) f22. (j) f23.

16 Complexity



Table 5: Results obtained by the DGWO and GWO algorithms on 23 test problems.

Key m
GWO DGWO

Best Worst Mean St. dev. Best Worst Mean St. dev.

f1

10 7.89E − 61 5.72E − 55 3.02E − 56 1.07E − 55 0.00E − 00 7.08E − 298 2.36E − 299 0.00E − 00
30 1.48E − 29 4.31E − 27 8.83E − 28 1.09E − 27 1.63E − 287 5.44E − 240 2.38E − 241 0.00E − 00
50 4.89E − 21 1.30E − 19 4.62E − 20 3.83E − 20 2.18E − 244 1.88E − 203 6.27E − 205 0.00E − 00
100 1.97E − 13 2.88E − 12 1.05E − 12 6.38E − 13 1.43E − 183 1.01E − 163 8.19E − 169 0.00E − 00

f2

10 7.44E − 35 2.11E − 32 3.62E − 33 4.99E − 33 7.09E − 190 4.34E − 154 1.45E − 155 7.92E − 155
30 2.82E − 17 2.79E − 16 1.22E − 16 6.95E − 17 3.74E − 148 3.86E − 126 1.39E − 127 7.05E − 127
50 8.15E − 13 5.92E − 12 2.64E − 12 1.31E − 12 4.61E − 132 5.38E − 109 1.80E − 110 9.81E − 110
100 1.37E − 08 1.43E − 07 4.59E − 08 2.38E − 08 1.26E − 102 1.84E − 63 1.62E − 84 8.48E − 84

f3

10 1.07E − 29 9.17E − 24 5.56E − 25 1.78E − 24 0.00E − 00 9.71E − 299 3.24E − 300 0.00E − 00
30 5.46E − 11 3.20E − 04 2.06E − 05 5.95E − 05 1.67E − 260 2.83E − 230 9.45E − 232 0.00E − 00
50 2.20E − 03 1.69E+ 00 2.68E − 01 3.45E − 01 2.45E − 209 1.65E − 169 6.52E − 171 0.00E − 00
100 4.99E+ 01 1.80E+ 03 5.60E+ 02 5.34E+ 02 7.91E − 144 3.02E − 18 1.01E − 19 5.52E − 19

f4

10 6.43E − 20 2.03E − 17 2.64E − 18 4.31E − 18 1.06E − 150 3.41E − 129 1.25E − 130 6.22E − 130
30 9.39E − 08 3.48E − 06 7.97E − 07 7.84E − 07 1.30E − 106 9.33E − 87 3.11E − 88 1.70E − 87
50 4.84E − 05 1.55E − 03 3.28E − 04 3.51E − 04 9.12E − 88 1.21E − 76 8.25E − 78 2.36E − 77
100 9.62E − 02 1.25E+ 00 5.42E − 01 3.25E − 01 1.08E − 65 9.02E − 42 3.01E − 43 1.65E − 42

f5

10 5.33E+ 00 8.04E+ 00 6.61E+ 00 5.88E − 01 4.09E − 01 8.39E+ 00 3.10E+ 00 2.31E+ 00
30 2.55E+ 01 2.87E+ 01 2.69E+ 01 7.47E+ 01 2.82E+ 01 2.87E+ 01 2.85E+ 01 1.28E − 01
50 4.59E+ 01 4.87E − 01 4.74E+ 01 8.18E − 01 4.83E+ 01 4.85E+ 01 4.84E+ 01 7.31E − 02
100 9.61E+ 01 9.85E+ 01 9.77E+ 01 7.81E − 01 9.80E+ 01 9.80E+ 01 9.80E+ 01 9.99E − 03

f6

10 9.48E − 07 2.53E − 01 2.47E − 02 7.55E − 02 2.96E − 08 4.66E − 06 5.84E − 07 8.37E − 07
30 2.50E − 01 2.00E+ 00 7.73E − 01 3.91E − 01 1.48E − 06 1.73E − 05 9.70E − 06 4.71E − 06
50 1.25E+ 00 3.70E+ 00 2.58E+ 00 6.23E+ 00 9.62E − 06 2.05E − 04 5.16E − 05 4.87E − 05
100 8.21E+ 00 1.19E − 01 1.01E+ 01 8.45E − 01 8.52E − 05 1.12E − 03 3.28E − 04 2.40E − 04

f7

10 9.10E − 05 2.14E − 03 7.23E − 04 5.93E − 04 1.14E − 05 3.40E − 04 1.24E − 04 9.64E − 05
30 8.25E − 04 3.97E − 03 1.98E − 03 9.59E − 04 2.88E − 05 6.20E − 04 1.66E − 04 1.40E − 04
50 1.13E − 04 8.73E − 03 3.17E − 03 1.58E − 03 8.94E − 06 9.17E − 04 2.31E − 04 2.28E − 04
100 3.02E − 03 2.18E − 02 8.20E − 03 4.02E − 03 2.51E − 06 1.93E − 03 2.62E − 04 3.68E − 04

f8

10 − 3.38E+ 03 − 2.05E+ 03 − 2.64E+ 03 3.12E+ 02 − 4.19E+ 03 − 2.33E+ 03 − 3.85E+ 03 5.85E+ 02
30 − 7.81E+ 03 − 3.32E+ 03 − 6.02E+ 03 9.48E+ 02 − 1.26E+ 04 − 5.66E+ 03 − 1.05E+ 03 2.43E+ 03
50 − 1.08E+ 04 − 4.16E+ 03 − 9.23E+ 04 1.22E+ 03 − 2.10E+ 04 − 8.76E+ 03 − 1.59E+ 04 3.94E+ 03
100 − 1.99E+ 04 − 5.36E+ 03 − 1.57E+ 04 3.05E+ 03 − 4.19E+ 04 − 1.56E+ 04 − 2.28E+ 04 5.58E+ 03

f9

10 0.00E − 00 7.13E+ 00 9.06E − 01 1.98E+ 00 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00
30 5.68E − 14 9.58E+ 00 2.91E+ 00 3.16E+ 00 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00
50 1.14E − 13 2.86E+ 01 5.00E+ 00 5.99E+ 00 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00
100 2.80E − 07 3.73E+ 00 1.12E+ 00 7.67E+ 00 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00

f10

10 4.44E − 15 7.99E − 15 7.52E − 15 1.23E − 15 8.88E − 16 8.88E − 16 8.88E − 16 0.00E − 00
30 6.84E − 14 1.47E − 13 1.07E − 13 1.45E − 14 8.88E − 16 8.88E − 16 8.88E − 16 0.00E − 00
50 1.44E − 11 1.12E − 10 3.98E − 11 2.59E − 11 8.88E − 16 8.88E − 16 8.88E − 16 0.00E − 00
100 4.91E − 08 1.96E − 07 1.10E − 07 4.08E − 08 8.88E − 16 8.88E − 16 8.88E − 16 0.00E − 00

f11

10 0.00E − 00 9.22E − 02 1.96E − 02 2.00E − 02 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00
30 0.00E − 00 5.14E − 02 5.48E − 03 1.13E − 02 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00
50 0.00E − 00 3.17E − 02 2.59E − 03 7.27E − 03 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00
100 1.34E − 13 3.69E − 02 7.97E − 03 1.27E − 02 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00

f12

10 3.25E − 07 2.03E − 02 4.91E − 03 8.54E − 03 1.38E − 08 1.58E − 06 3.09E − 07 3.33E − 07
30 1.96E − 02 1.05E − 01 4.80E − 02 2.31E − 02 1.34E − 07 8.29E − 06 1.79E − 06 2.19E − 06
50 4.83E − 02 3.93E − 01 1.14E − 01 6.21E − 02 4.71E − 07 1.72E − 05 3.12E − 06 3.31E − 06
100 1.87E − 01 4.65E − 01 2.93E − 01 6.46E − 02 4.04E − 06 7.82E − 05 1.61E − 05 1.43E − 05

f13

10 2.99E − 06 1.01E − 01 9.94E − 03 3.03E − 02 3.31E − 08 9.79E − 06 2.09E − 06 2.46E − 06
30 2.93E − 01 1.20E+ 00 6.78E − 01 2.39E − 01 5.30E − 07 1.09E − 04 2.49E − 05 2.75E − 05
50 1.34E+ 00 2.93E+ 00 2.15E+ 00 4.24E − 01 1.75E − 05 4.30E − 04 1.12E − 04 8.81E − 05
100 6.01E+ 00 8.03E+ 00 6.89E+ 00 4.38E − 01 1.86E − 04 2.34E − 03 9.13E − 04 5.72E − 04

f14 2 0.9980 1.08E+ 01 3.2259 3.15E+ 00 0.9980 1.27E+ 00 2.9434 4.43E+ 00
f15 4 0.0003 2.04E − 02 0.0090 1.01E − 02 0.0003 1.58E − 03 0.0003 2.31E − 04
f16 2 − 1.0316 − 1.0316 − 1.0316 2.50E − 08 − 1.0316 − 1.0096 − 1.0303 5.17E − 03
f17 2 0.3979 0.3979 0.3979 1.22E − 06 0.3979 0.3990 0.3980 2.11E − 04
f18 2 3.0000 3.0001 3.0000 2.58E − 05 3.0000 3.0013 3.0001 2.41E − 04
f19 3 − 3.8628 − 3.8549 − 3.8613 2.74E − 03 − 3.8626 − 3.8360 − 3.8590 5.87E − 03
f20 6 − 3.3220 − 2.8404 − 3.2626 1.06E − 01 − 3.2959 − 3.1034 − 3.1725 5.27E − 02
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4.5. Performance Comparison with the Modified GWO
Algorithm. To further compare the optimization perfor-
mance of the proposed DGWO algorithm with that of other
improved GWO variants, i.e., the modified grey wolf op-
timizer (mGWO) algorithm [26], the grey wolf optimizer,
which is based on the Powell local optimization (PGWO)
method [45], and the exploration-enhanced grey wolf op-
timizer (EEGWO) algorithm [42], the parameters of the
mGWO, PGWO, and EEGWO algorithms were established
as follows: their population size was set to 30, and the
maximum number of iterations was 500. 0e 23 benchmark
test functions were selected fromTable 1.0e dimensions for
13 test functions (f1–f13) were set to 10, 30, 50, and 100. Each
algorithm was independently run 30 times using each test
function for their corresponding dimension. 0e mean
(denoted by “Mean”) and standard deviation (denoted by
“St. dev.”) of the fitness value are the two statistical criteria
used to evaluate the performance of the algorithm. 0e
simulation results of these four algorithms are recorded in
Table 7.

As shown in Table 7, the DGWO obtained the best
“Mean” and “St. dev.” for functions f1, f2, f3, f8, and f13 with

low dimensions (m� 10 and 30) and high dimensions
(m� 50 and 100) compared with the mGWO, PGWO, and
EEGWO. For the test problems f4 and f7 withm� 30, 50, and
100, the EEGWO achieved the best results among the four
modified GWO algorithms, and the DGWO achieved
slightly worse results than the EEGWO but better results
than the mGWO and PGWO. For functions f9, f10, and f11,
the DGWO and EEGWO achieved the same results and are
better than the mGWO and PGWO; note that the DGWO
and EEGWO can obtain theoretical optima (0) for functions
f9 and f11. 0e PGWO obtained the best results on test
problems f5, f6, and f12 with all dimensions (m� 10, 30, 50,
and 100) and attained the global theoretical optima (0) on
problem f6. However, the DGWO obtained the second best
results for functions f5, f6, and f12, which are similar to the
results of the PGWO. For functions f14 to f23 with a fixed
number of dimensions, the DGWO achieved the best results
for 7 test functions (f14, f15, f17, f19, and f21–f23). Compared to
the mGWO, the PGWO attained almost the same results for
functions f16 and f20, which are better than those of the
DGWO and EEGWO. On test function f18, the mGWO and
PGWO obtained the best fitness values. In addition, the

Table 5: Continued.

Key m
GWO DGWO

Best Worst Mean St. dev. Best Worst Mean St. dev.
f21 4 − 10.1530 − 5.0552 − 9.4765 1.7505 − 10.1532 − 9.5340 − 10.0984 1.56E − 01
f22 4 − 10.4027 − 5.0877 − 10.2240 9.70E − 01 − 10.4028 − 9.4206 − 10.2969 2.58E − 01
f23 4 − 10.5360 − 2.4217 − 10.2642 1.4812 − 10.5364 − 10.3753 − 10.5334 2.94E − 02

Table 6: Percentage of problems solved by the GWO and DGWO.

Function
GWO (%) DGWO (%)
Dimension Dimension

10 30 50 100 10 30 50 100
f1 100 100 100 100 100 100 100 100
f2 100 100 100 100 100 100 100 100
f3 100 96 0 0 100 100 100 100
f4 100 100 23 0 100 100 100 100
f5 0 0 0 0 0 0 0 0
f6 80 0 0 0 100 100 80 6
f7 3 0 0 0 50 46 26 33
f8 0 0 0 0 73 46 36 3
f9 60 36 33 9 100 100 100 100
f10 100 100 100 100 100 100 100 100
f11 26 73 86 70 100 100 100 100
f12 73 0 0 0 100 100 100 100
f13 90 0 0 0 100 96 50 0
f14 40 83
f15 43 96
f16 100 100
f17 100 96
f18 100 100
f19 100 90
f20 66 0
f21 0 66
f22 53 80
f23 96 96
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Figure 5: Continued.
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Figure 5: Convergence curves of the GWO and DGWO with m� 10, 30, 50, and 100 on 12 typical test functions. (a) f1. (b) f2. (c) f3. (d) f4.
(e) f6. (f ) f7. (g) f8. (h) f9. (i) f10. (j) f11. (k) f12. (l) f13.
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Table 7: Results obtained by the three GWO variants and DGWO on 23 test problems.

Function m
mGWO PGWO EEGWO DGWO

Mean St. dev. Mean St. dev. Mean St. dev. Mean St. dev.

f1

10 1.39E − 74 6.61E − 74 1.65E − 75 3.98E − 75 1.81E − 245 0.00E − 00 2.36E − 299 0.00E − 00
30 3.90E − 36 8.61E − 36 1.01E − 53 1.14E − 53 3.23E − 201 0.00E − 00 2.38E − 241 0.00E − 00
50 8.64E − 26 9.26E − 26 1.77E − 48 1.78E − 48 5.31E − 192 0.00E − 00 6.27E − 205 0.00E − 00
100 2.40E − 16 1.40E − 16 5.99E − 44 4.77E − 44 2.87E − 182 0.00E − 00 8.19E − 169 0.00E − 00

f2

10 3.49E − 43 7.29E − 43 6.20E − 41 1.83E − 40 1.51E − 123 5.46E − 123 1.45E − 155 7.92E − 155
30 8.16E − 22 4.82E − 22 2.69E − 28 1.53E − 28 2.74E − 102 2.95E − 102 1.39E − 127 7.05E − 127
50 6.72E − 16 5.42E − 16 3.26E − 25 7.98E − 26 6.15E − 97 9.14E − 97 1.80E − 110 9.81E − 110
100 2.12E − 10 9.47E − 11 2.09E − 22 6.37E − 23 7.23E − 92 9.38E − 92 1.62E − 84 8.48E − 84

f3

10 9.97E − 33 2.68E − 32 1.41E − 40 3.29E − 40 1.68E − 244 0.00E − 00 3.24E − 300 0.00E − 00
30 1.82E − 06 7.68E − 06 5.16E − 18 2.34E − 17 1.62E − 201 0.00E − 00 9.45E − 232 0.00E − 00
50 8.38E − 02 2.12E − 01 1.04E − 08 2.32E − 08 1.25E − 190 0.00E − 00 6.52E − 171 0.00E − 00
100 1.16E+ 03 1.90E+ 03 1.37E − 01 1.32E − 01 4.18E − 180 0.00E − 00 1.01E − 19 5.52E − 19

f4

10 1.59E − 25 4.70E − 25 1.24E − 28 3.35E − 28 3.31E − 123 1.29E − 122 1.25E − 130 6.22E − 130
30 1.44E − 09 2.07E − 09 3.11E − 21 2.06E − 21 3.39E − 102 5.25E − 102 3.11E − 88 1.70E − 87
50 9.12E − 06 1.06E − 05 6.59E − 02 3.61E − 01 4.73E − 97 8.96E − 97 8.25E − 78 2.36E − 77
100 1.11E − 00 1.00E − 00 2.21E+ 01 1.40E+ 01 2.96E − 92 2.25E − 92 3.01E − 43 1.65E − 42

f5

10 6.63E − 00 6.38E − 01 4.62E − 01 1.39E − 00 8.91E − 00 5.51E − 02 3.09E − 00 2.31E − 00
30 2.68E+ 01 7.19E − 01 1.18E − 01 2.73E − 00 2.89E+ 01 2.35E − 02 2.85E − 01 1.28E − 01
50 4.72E + 01 6.63E − 01 2.96E+ 01 7.25E − 00 4.89E+ 01 1.66E − 02 4.84E+ 01 7.32E − 02
100 9.79E+ 01 4.48E − 01 8.67E+ 01 2.19E+ 01 9.89E+ 01 1.79E − 02 9.80E+ 01 9.99E − 03

f6

10 5.57E − 06 2.37E − 06 0.00E − 00 0.00E − 00 1.31E − 00 2.45E − 01 5.84E − 07 8.37E − 07
30 5.97E − 01 2.94E − 01 0.00E − 00 0.00E − 00 6.11E − 00 3.04E − 01 9.70E − 06 4.71E − 06
50 2.57E − 00 6.05E − 01 0.00E − 00 0.00E − 00 1.07E+ 01 6.03E − 01 5.16E − 05 4.87E − 05
100 9.53E − 00 1.05E − 00 0.00E − 00 0.00E − 00 2.31E+ 01 5.84E − 01 3.28E − 04 2.40E − 05

f7

10 4.48E − 04 3.02E − 04 7.13E − 04 5.41E − 04 6.13E − 05 4.72E − 05 1.24E − 04 9.64E − 05
30 1.31E − 03 7.25E − 04 2.05E − 03 9.42E − 04 7.70E − 05 7.05E − 05 1.66E − 04 1.40E − 04
50 2.19E − 03 1.13E − 03 3.59E − 03 1.68E − 03 5.67E − 05 6.06E − 05 2.31E − 04 2.28E − 04
100 4.75E − 03 1.88E − 03 6.93E − 03 2.34E − 03 7.88E − 05 5.60E − 05 2.62E − 04 3.68E − 04

f8

10 − 2.60E+ 03 3.16E+ 02 − 2.92E+ 03 3.05E+ 02 − 1.18E+ 03 2.35E+ 02 − 3.85E+ 03 5.86E+ 02
30 − 5.51 + 03E 1.47E+ 03 − 7.79E+ 03 8.40E+ 02 − 2.11E+ 03 4.82E+ 02 − 1.06E+ 03 2.43E+ 03
50 − 8.51E+ 03 1.47E+ 03 − 1.28E+ 04 1.38E+ 03 − 2.85E+ 03 5.25E+ 02 − 1.59E+ 04 3.94E+ 03
100 − 1.57E+ 04 2.45E+ 03 − 2.49E+ 04 1.74E+ 03 − 4.13E+ 03 9.09E+ 02 − 2.28E+ 04 5.58E+ 03

f9

10 9.06E − 01 3.49E − 00 1.00E+ 01 8.23E − 00 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00
30 7.58E − 15 2.47E − 14 1.71E+ 02 4.31E+ 01 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00
50 3.40E − 02 1.86E − 01 3.26E+ 02 5.89E+ 01 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00
100 5.35E − 01 1.71E − 00 6.95E+ 02 9.52E+ 01 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00

f10

10 4.56E − 15 6.49E − 16 4.20E − 15 9.01E − 16 8.88E − 16 0.00E − 00 8.88E − 16 0.00E − 00
30 2.32E − 14 4.27E − 15 4.56E − 15 6.49E − 16 8.88E − 16 0.00E − 00 8.88E − 16 0.00E − 00
50 1.45E − 13 5.01E − 14 4.44E − 15 0.00E − 00 8.88E − 16 0.00E − 00 8.88E − 16 0.00E − 00
100 1.45E − 09 7.57E − 10 1.40E+ 01 8.04E − 00 8.88E − 16 0.00E − 00 8.88E − 16 0.00E − 00

f11

10 1.31E − 02 2.19E − 02 6.67E − 02 9.37E − 02 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00
30 2.82E − 03 7.94E − 03 1.48E − 02 3.65E − 02 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00
50 4.56E − 04 2.50E − 03 1.19E − 02 4.22E − 02 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00
100 1.32E − 03 5.02E − 03 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00 0.00E − 00

f12

10 4.63E − 03 9.95E − 03 4.91E − 32 2.04E − 33 5.36E − 01 1.73E − 01 3.09E − 07 3.33E − 07
30 4.89E − 02 2.87E − 02 1.65E − 32 1.70E − 33 5.57E − 01 2.13E − 01 1.79E − 06 2.19E − 06
50 9.40E − 02 3.20E − 02 9.76E − 33 6.89E − 34 1.03E − 00 7.70E − 02 3.12E − 06 3.31E − 06
100 2.68E − 01 5.55E − 02 1.04E − 03 5.68E − 03 1.11E − 00 4.21E − 02 1.61E − 05 1.43E − 05

f13

10 1.24E − 02 3.23E − 02 3.25E − 03 1.78E − 02 7.83E − 01 1.17E − 01 2.09E − 06 2.46E − 06
30 5.23E − 01 2.00E − 01 2.33E − 02 5.10E − 02 2.99E − 00 3.12E − 02 2.49E − 05 2.75E − 05
50 1.79E − 00 2.58E − 00 7.32E − 02 9.48E − 02 4.99E − 00 1.61E − 03 1.12E − 04 8.81E − 05
100 6.21E − 00 4.17E − 01 1.61E − 01 2.40E − 01 9.99E − 00 2.12E − 03 9.13E − 04 5.72E − 04

f14 2 4.3347 3.70E+ 00 4.3244 4.35E+ 00 10.2709 2.74E+ 00 2.9434 4.43E+ 00
f15 4 0.0032 6.86E − 03 0.0005 4.16E − 04 0.0049 2.97E − 03 0.0003 2.31E − 04
f16 2 − 1.0316 1.02E − 07 − 1.0316 1.42E − 08 − 0.9661 5.57E − 02 − 1.0303 5.17E − 03
f17 2 0.3979 1.18E − 06 0.3979 5.87E − 12 1.7185 1.23E+ 00 0.3980 2.11E − 04
f18 2 3.0000 5.43E − 05 3.0000 4.61E − 07 20.0084 2.05E+ 01 3.0001 2.41E − 04
f19 3 − 3.8619 2.06E − 03 − 3.8628 8.57E − 08 − 3.2895 3.11E − 01 − 3.8590 5.80E − 04
f20 6 − 3.2436 7.74E − 02 − 3.2744 5.92E − 02 − 1.5884 4.50E − 01 − 3.1725 5.27E − 02
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EEGWO algorithm exhibits poor optimization performance
on functions f14 to f23.

From Table 7, we can see that the EEGWO provides very
competitive results compared to the DGWO, and it is
challenging to determine which algorithm is better.
0erefore, it is necessary to conduct an appropriate statis-
tical analysis to see whether the obtained results of the
employed algorithms are significant at a given confidence
interval. In this paper, the sign test is adopted, which is
obtained from references [11, 46]. 0e statistical results are
recorded in Table 8. It should be noted that these statistical
analysis results are conducted based on the average results of
the 20 independently obtained best results. As seen from
Table 8, the DGWO is significantly better than the GWO,
mGWO, and PGWO on unimodal and multimodal test
functions at a significance level of 0.05 but shows a non-
significant performance difference on 10 fixed-dimension
multimodal benchmark functions. In addition, when
compared to the EEGWO, the DGWO provides a non-
significant performance difference on 13 unimodal and
multimodal test functions but obtains significantly better
results on 10 fixed-dimension multimodal benchmark
functions at a significance level of 0.1.

0e percentages of problems solved by the mGWO,
PGWO, and EEGWO are recorded in Table 9. Compared to
the mGWO, the DGWO obtained the same percentage on
six functions (i.e., f1, f2, f5, f16, f18, and f23) and a higher
percentage on thirteen functions (i.e., f3-f4, f6–f9, f11–f13, f15,
and f21-f22), while the DGWO showed a lower percentage
on three functions (i.e., f17, f19, and f20). Compared to the
PGWO, the DGWO provided the same and higher per-
centage on five functions (i.e., f1, f2, f6, f11, and f18) and
eleven functions (i.e., f3-f4, f7–f12, f14-f15, and f23), re-
spectively; on the contrary, the PGWO showed a higher
percentage than the DGWO on six functions (i.e., f5, f17, f19,
and f20–f22). For function f13, the DGWO showed a higher
percentage than the PGWO when the dimensions were 10,
30, and 50 but obtained a lower percentage when the di-
mension was 100. Compared to the EEGWO, the DGWO
achieved the same and higher percentage on nine functions
(i.e., f1–f5, f9–f11, and f20) and twelve functions (i.e., f8, f12-
f13, f14–f19, and f21–f23), respectively. For function f7,
however, the EEGWO obtained a higher percentage than
the DGWO.

To investigate the convergence speed of the three
modified versions of the GWO mentioned in this paper and
the proposed DGWO algorithm for low-dimensional and
high-dimensional problems, Figure 6 plots the convergence
curves of 10 typical functions (f1–f4, f6-f7, f9-f10, and f12-f13)
with dimensions of 30 and 100. For functions f1–f4, f7, and f9,
the DGWO and EEGWO achieve the fastest convergence

speed, whereas the EEGWO achieves a faster convergence
speed for high-dimensional functions; however, the DGWO
attains a better convergence speed for low-dimensional
problems. 0e PGWO has a fast convergence speed for
functions f6 and f12, and the DGWO ranked second. 0e
DGWO exhibits the fastest convergence speed for functions
f10 and f13, and the EEGWO shows the same convergence
speed for function f10. 0ese analysis results verify that the
proposed DGWO achieves excellent convergence perfor-
mance for both low-dimensional problems and high-di-
mensional problems.

In addition to the abovementioned GWO versions, an
interesting GWO variant named “GWO-EPD” [47] has
successfully caught our attention because it exhibits some
similarities and differences compared with our proposed
DGWO algorithm. 0e GWO-EPD algorithm has some
features that are similar to those of the DGWO algorithm,
such as dynamically removing some inferior solutions and
repositioning them by adopting alpha, beta, and delta
wolves. However, the differences between those two algo-
rithms are also easy to distinguish. For example, in the
DGWO, some variables of the current best solution are
removed and repositioned by using probability that was
modeled as equation (12), while in GWO-EPD, half of the
worst search agents are eliminated and reinitialized with
equal probability. In addition, in the DGWO, the variables
are repositioned by employing the modified position-
updated equation (see equation (26)); however, in GWO-
EDP, the mechanism of EDP is applied in the GWO al-
gorithm to randomly reinitialize its worst search agents. To
further verify the scalability of the DGWO, we compared it
with GWO-EPD on 13 test functions (i.e., f1–f13), and the
results are recorded in Table 1, with dimensions from 30 to
100. All of the DGWO parameters were kept the same as
those defined in the above section. 0e parameter values of
GWO-EPD were kept the same as in its original papers. In
addition, the maximum number of iterations and population
size were set as 500 and 30, respectively, and 30 independent
runs were executed for each test function. 0e experimental
results are presented in Table 10.

As seen from Table 10, for m� 30, compared to the
GWO-EPD algorithm, the DGWO provided better results
on eleven functions (i.e., f1–f4, f6-f7, and f9–f13). Similarly, for
m� 100, when compared to GWO-EPD, the DGWO also
offered better results on eleven functions (i.e., f1–f4, f6-f7, and
f9–f13). However, better results for f5 and f8 were obtained by
the GWO-EPD algorithm. In summary, the increase in
dimensions has little impact on the performance of the
DGWO algorithm. Even when suffering from large-scale
optimization problems, the DGWO still worked well and
obtained promising results.

Table 7: Continued.

Function m
mGWO PGWO EEGWO DGWO

Mean St. dev. Mean St. dev. Mean St. dev. Mean St. dev.
f21 4 − 8.5891 2.69E+ 00 − 8.9728 2.18E+ 00 − 0.6512 2.36E − 01 − 10.0984 1.56E − 01
f22 4 − 10.2238 9.70E − 01 − 10.0513 1.34E+ 00 − 0.6848 2.16E − 01 − 10.2969 2.58E − 01
f23 4 − 10.5334 1.79E − 03 − 9.9085 1.96E+ 01 − 0.9298 2.72E − 01 − 10.5334 2.94E − 02
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Table 9: Percentage of problems solved by the mGWO, PGWO, and EEGWO.

Function
mGWO (%) PGWO (%) EEGWO (%)
Dimension Dimension Dimension

10 30 50 100 10 30 50 100 10 30 50 100
f1 100 100 100 100 100 100 100 100 100 100 100 100
f2 100 100 100 100 100 100 100 100 100 100 100 100
f3 100 100 6 0 100 100 100 0 100 100 100 100
f4 100 100 100 0 100 100 96 0 100 100 100 100
f5 0 0 0 0 6 0 0 0 0 0 0 0
f6 100 0 0 0 100 100 100 100 0 0 0 0
f7 13 0 0 0 0 0 0 0 83 70 73 70
f8 0 0 0 0 0 0 0 0 0 0 0 0
f9 90 96 96 83 6 0 0 0 100 100 100 100
f10 100 100 100 100 100 100 100 10 100 100 100 100
f11 53 86 96 93 33 80 90 100 100 100 100 100
f12 80 0 0 0 100 100 100 96 0 0 0 0
f13 86 0 0 0 96 66 30 13 0 0 0 0
f14 23 43 0
f15 16 66 0
f16 100 100 0
f17 100 100 0
f18 100 100 0
f19 100 100 0
f20 46 60 0
f21 0 76 0
f22 26 93 0
f23 96 90 0

mGWO with m = 30
mGWO with m = 100
PGWO with m = 30
PGWO with m = 100

EEGWO with m = 30
EEGWO with m = 100
DGWO with m = 30
DGWO with m = 100

50 100 150 200 250 300 350 400 450 5000
Iteration

10–250

10–200

10–150

10–100

10–50

100

1050

M
ea

n 
of

 o
bj

ec
tiv

e f
un

ct
io

n
va

lu
es

 (l
og

)

(a)

mGWO with m = 30
mGWO with m = 100
PGWO with m = 30
PGWO with m = 100

EEGWO with m = 30
EEGWO with m = 100
DGWO with m = 30
DGWO with m = 100

50 100 150 200 250 300 350 400 450 5000
Iteration

10–150

10–100

10–50

100

1050

10100

M
ea

n 
of

 o
bj

ec
tiv

e f
un

ct
io

n
va

lu
es

 (l
og

)

(b)

Figure 6: Continued.
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Figure 6: Continued.
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4.6. Performance Comparison with Other State-of-the-Art
Algorithms (m� 30). In this section, we compared the
DGWO to seven recently proposed state-of-the-art pop-
ulation-based optimization methods, such as the autono-
mous particles groups for particle swarm optimization
(AGPSO) [48], the improved PSO with time-varying ac-
celerator coefficients (IPSO) [49], the improved PSO algo-
rithm based on asymmetric time-varying acceleration
coefficients (MPSO) [50], the time-varying acceleration
coefficients particle swarm optimization (TACPSO) [51], the
hybrid differential evolution with biogeography-based op-
timization (DEBBO) [52], the hybrid whale optimization
algorithm with simulated annealing (WOA-SA) [53], and
the salp swarm algorithm (SSA) [54]. All DGWO parameters
were kept the same as those listed in Section 4.1. 0e pa-
rameter settings of the seven algorithms are listed as follows:
the population size is 30, the maximum number of iterations
is 500, and the other algorithm parameters are the same as in
their original papers.

To compare the optimization performance of the seven
algorithms, the results are achieved over 30 independent
runs. 0e best (denoted by “Best”), average (denoted by
“Mean”), and standard deviation (denoted by “St. dev.”) of
the best solution in the last iteration are collected in Ta-
ble 11. 0e best obtained results are highlighted in boldface
type.

Table 11 shows the results for 23 test functions. As
presented in this table, the DGWO had the best results for
three of seven unimodal benchmark problems (i.e., f3, f4, and
f7). For function f6, the DGWO performed slightly worse
than the SSA and obtained the second best result. For
functions f1 and f2, theWOA-SA achieved the global optimal
values (0), and the DGWOprovided solutions near 0. For the
multimodal benchmark functions f8–f13, the DGWO pre-
sented the best results, with the exception of functions f12
and f13. For functions f8, f12, and f13, the DEBBO obtained
almost the same results as the DGWO. Compared to the
WOA-SA, the DGWOobtained similar and worse results for
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Figure 6: Convergence curves of the four different GWO variants withm� 30 and 100 on 10 typical test functions. (a) f1. (b) f2. (c) f3. (d) f4.
(e) f6. (f ) f7. (g) f9. (h) f10. (i) f12. (j) f13.

Table 10: Mean and St. dev. results of the DGWO and GWO-EPD for thirteen functions (m� 30 and 100).

Function GWO-EPD with m� 30 DGWO with m� 30 GWO-EPD with m� 100 DGWO with m� 100
Mean± St. dev. Mean± St. dev. Mean± St. dev. Mean± St. dev.

f1 6.75E − 25± 1.16E − 24 2.36E − 299 ± 0.00E + 00 3.64E − 01± 5.28E − 01 8.19E − 165 ± 0.00E+ 00
f2 4.52E − 15± 3.98E − 15 1.45E − 155 ± 7.92E − 155 3.00E − 02± 3.04E − 02 1.62E − 84 ± 8.48E − 84
f3 2.89E − 04± 6.38E − 04 3.24E − 300 ± 0.00E + 00 2.50E+ 00± 1.99E+ 00 1.01E − 19 ± 5.52E − 19
f4 5.41E − 02± 5.16E − 02 1.25E − 130 ± 6.22E − 130 4.87E − 02± 4.92E − 02 3.01E − 43 ± 1.65E − 42
f5 2.02E − 01 ± 3.50E − 01 3.10E+ 00± 2.85E+ 00 2.10E+ 01 ± 4.34E + 01 9.80E+ 01± 9.99E − 03
f6 2.34E − 01± 1.93E − 01 5.84E − 07 ± 8.37E − 07 2.24E+ 02± 1.29E+ 01 3.28E − 04 ± 2.40E − 04
f7 3.87E − 03± 2.59E − 03 1.24E − 04 ± 9.64E − 05 2.31E − 02± 2.20E − 02 2.62E − 04 ± 3.68E − 04
f8 − 1.26E+ 04± 1.63E − 01 − 3.85E+ 03± 5.86E+ 02 − 4.19E+ 05 ± 1.50E + 01 − 2.28E+ 04± 5.58E+ 03
f9 1.57E − 08± 8.57E − 08 0.00E+ 00± 0.00E + 00 2.80E − 01± 4.20E − 01 0.00E + 00± 0.00E + 00
f10 2.46E − 11± 1.32E − 10 8.88E − 16 ± 0.00E + 00 1.33E − 02± 1.33E − 02 8.88E − 16 ± 0.00E + 00
f11 1.53E − 03± 5.05E − 03 0.00E+ 00± 0.00E + 00 3.22E − 02± 1.23E − 01 0.00E + 00± 0.00E + 00
f12 3.45E − 02± 1.35E − 02 3.09E − 07 ± 3.33E − 07 7.70E − 01± 7.58E − 02 1.61E − 05 ± 1.43E − 05
f13 3.20E − 04± 1.94E − 04 9.13E − 04 ± 5.72E − 04 7.07E − 02± 2.07E − 01 9.13E − 04 ± 5.72E − 04
0e bold values in GWO-EPDwith m� 30 are losses ( − ): 10, wins ( + ): 2, approximations (� ): 1, and detected differences (α): 0.05.0e bold values in GWO-
EPD with m� 100 are losses (− ): 11, wins ( + ): 2, approximations (� ): 0, and detected differences (α): 0.05.
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Table 11: Comparison results of the DGWO and other seven algorithms on 23 test functions (m� 30).

Test function AGPSO IPSO MPSO TACPSO DEBBO WOA-SA SSA DGWO

f1

Best 1.04E − 03 1.75E − 04 9.29E − 03 8.09E − 04 1.04E − 05 0.00E+ 00 3.49E − 08 1.63E − 287
Mean 2.42E − 01 1.12E − 01 1.00E+ 03 2.35E − 01 3.48E − 05 0.00E+ 00 2.03E − 07 2.38E − 241
St. dev. 1.05E+ 00 4.89E − 01 3.05E+ 03 8.70E − 01 1.93E − 05 0.00E+ 00 2.52E − 07 0.00E+ 00

f2

Best 1.78E − 02 3.78E − 02 1.00E+ 01 6.65E − 02 2.11E − 04 0.00E+ 00 2.78E − 01 3.74E − 148
Mean 5.99E+ 00 6.04E − 00 3.84E+ 01 8.35E − 01 3.63E − 04 0.00E+ 00 2.13E+ 00 1.39E − 127
St. dev. 7.61E+ 00 7.69E − 00 1.99E+ 01 1.84E+ 00 9.71E − 05 0.00E+ 00 1.56E+ 00 7.05E − 127

f3

Best 2.64E+ 02 6.23E+ 02 1.09E+ 03 1.66E+ 02 6.45E+ 03 1.70E − 02 3.81E+ 02 1.67E − 260
Mean 4.26E+ 03 6.65E+ 03 1.95E+ 04 1.09E+ 03 1.59E+ 04 5.46E − 01 1.59E+ 03 9.45E − 232
St. dev. 4.97E+ 03 5.40E+ 03 9.13E+ 03 1.47E+ 03 3.40E+ 03 3.06E − 01 1.02E+ 03 0.00E+ 00

f4

Best 7.93E+ 00 4.34E+ 00 7.86E+ 00 2.78E+ 00 4.25E+ 00 2.53E − 02 6.69E+ 00 1.30E − 106
Mean 1.63E+ 01 1.03E+ 01 2.00E+ 01 9.64E+ 00 6.76E+ 00 7.82E − 01 1.09E+ 01 3.11E − 88
St. dev. 4.77E+ 00 3.58E+ 00 5.87E+ 00 3.44E+ 00 1.64E+ 00 4.02E − 01 3.71E+ 00 1.70E − 87

f5

Best 2.47E+ 01 7.40E+ 01 7.83E+ 01 2.91E+ 01 2.53E+ 01 0.00E+ 00 4.51E+ 00 2.82E+ 01
Mean 3.29E+ 02 3.45E+ 03 1.26E+ 04 3.20E+ 03 5.09E+ 01 3.03E+ 01 1.49E+ 02 2.85E+ 01
St. dev. 7.38E+ 02 1.64E+ 04 3.09E+ 04 1.64E+ 04 3.13E+ 01 2.82E+ 01 3.48E+ 02 1.28E − 01

f6

Best 1.51E − 03 1.64E − 04 3.74E − 03 4.87E − 04 1.09E − 05 3.39E − 04 3.72E − 08 1.48E − 06
Mean 7.83E − 02 7.14E − 02 3.30E+ 02 1.73E − 01 3.32E − 05 8.44E − 04 2.09E − 07 9.70E − 06
St. dev. 9.30E − 02 2.78E − 01 1.81E+ 03 3.42E − 01 1.93E − 05 3.07E − 04 3.00E − 07 4.71E − 06

f7

Best 4.63E − 02 3.38E − 02 3.89E − 02 4.32E − 02 2.04E − 02 1.50E − 02 4.64E − 02 2.88E − 05
Mean 1.14E − 01 7.41E − 02 1.25E+ 00 8.62E − 02 4.22E − 02 4.93E − 02 1.78E − 01 1.66E − 04
St. dev. 5.01E − 02 3.05E − 02 2.89E+ 00 3.67E − 02 1.41E − 02 2.39E − 02 7.96E − 02 1.40E − 04

f8

Best − 7.83E+ 03 − 7.77E+ 03 − 7.44E+ 03 − 7.20E+ 03 − 1.22E+ 04 − 8.86E+ 03 − 6.31E+ 03 − 1.24E+ 04
Mean − 9.30E+ 03 − 9.23E+ 03 − 8.85E+ 03 − 8.52E+ 03 − 1.25E+ 04 − 1.03E+ 04 − 7.36E+ 03 − 1.26E+ 04
St. dev. 7.09E+ 02 7.04E+ 02 7.51E+ 02 7.72E+ 02 1.09E+ 02 8.47E+ 02 6.76E+ 02 2.43E+ 03

f9

Best 4.38E+ 01 3.68E+ 01 7.76E+ 01 2.81E+ 01 2.36E+ 01 0.00E+ 00 2.09E+ 01 0.00E+ 00
Mean 8.39E+ 01 9.73E+ 01 1.34E+ 02 7.11E+ 01 3.27E+ 01 0.00E+ 00 5.13E+ 01 0.00E+ 00
St. dev. 2.65E+ 01 2.84E+ 01 3.37E+ 01 2.27E+ 01 5.66E+ 00 0.00E+ 00 1.68E+ 01 0.00E+ 00

f10

Best 2.26E+ 00 6.08E − 03 6.78E − 01 9.33E − 01 7.68E − 04 8.88E − 16 1.16E+ 00 8.88E − 16
Mean 3.69E+ 00 2.23E+ 00 7.37E+ 00 2.34E+ 00 1.34E − 03 8.88E − 16 2.78E+ 00 8.88E − 16
St. dev. 8.02E − 01 9.89E − 01 6.23E+ 00 9.60E − 01 5.11E − 04 0.00E+ 00 7.52E − 01 0.00E+ 00

f11

Best 1.00E − 02 2.46E − 03 1.16E − 02 2.84E − 03 1.53E − 05 0.00E+ 00 9.26E − 04 0.00E+ 00
Mean 1.50E − 01 9.81E − 02 6.31E+ 00 1.12E − 01 1.20E − 03 0.00E+ 00 1.47E − 02 0.00E+ 00
St. dev. 1.22E − 01 1.26E − 01 2.29E+ 01 1.74E − 01 2.76E − 03 0.00E+ 00 1.34E − 02 0.00E+ 00

f12

Best 9.88E − 01 1.09E − 01 5.83E − 01 6.81E − 04 1.22E − 06 2.04E − 05 2.81E+ 00 4.04E − 06
Mean 4.18E − 00 1.47E+ 00 3.59E+ 00 1.92E+ 00 9.46E − 06 6.36E − 05 6.75E+ 00 1.61E − 05
St. dev. 2.48E − 00 1.28E+ 00 1.77E+ 00 1.55E+ 00 9.45E − 06 5.37E − 05 3.10E+ 00 1.43E − 05

f13

Best 1.30E+ 00 1.89E − 03 2.19E − 01 3.10E − 02 8.50E − 06 1.35E − 32 1.92E − 01 1.86E − 04
Mean 9.78E+ 00 4.00E+ 00 9.39E+ 00 4.62E+ 00 4.46E − 05 1.35E − 32 1.63E+ 01 9.13E − 04
St. dev. 7.45E+ 00 6.42E+ 00 6.58E+ 00 4.26E+ 00 2.39E − 05 5.57E − 48 1.43E+ 01 5.72E − 04

f14

Best 0.9980 0.9980 0.9980 0.9980 0.9980 0.9980 0.9980 0.9980
Mean 0.9980 0.9980 0.9980 0.9980 1.0900 7.4300 1.3900 2.9400
St. dev. 1.70E − 16 1.60E − 16 7.14E − 17 2.30E − 16 3.03E − 01 5.13E+ 00 8.86E − 01 4.43E+ 00

f15

Best 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003 0.0004 0.0003
Mean 0.0021 0.0013 0.0043 0.0012 0.0020 0.0032 0.0015 0.0003
St. dev. 4.98E − 03 3.63E − 03 7.34E − 03 3.64E − 03 5.00E − 03 1.19E − 02 3.57E − 03 2.31E − 04

f16

Best − 1.0316 − 1.0316 − 1.0316 − 1.0316 − 1.0316 − 1.0316 − 1.0316 − 1.0316
Mean − 1.0316 − 1.0316 − 1.0316 − 1.0316 − 1.0316 − 1.0316 − 1.0316 − 1.0316
St. dev. 6.12E − 16 6.05E − 16 6.25E − 16 5.83E − 16 6.65E − 16 1.80E − 10 4.87E − 14 5.17E − 03

f17

Best 0.3979 0.3979 3.9789 0.3979 0.3979 0.3979 0.3979 0.3979
Mean 0.3989 0.3979 3.9789 0.3979 0.3979 0.3979 0.3979 0.3980
St. dev. 0.00E+ 00 0.00E+ 00 0.00E+ 00 0.00E+ 00 0.00E+ 00 5.82E − 06 7.11E − 14 2.11E − 04

f18

Best 3.0000 3.0000 3.0000 3.0000 3.0000 3.0000 3.0000 3.0000
Mean 3.0000 3.0000 3.0000 3.0000 3.0000 4.8000 3.0000 3.0000
St. dev. 2.27E − 15 2.46E − 15 2.48E − 15 1.59E − 15 1.36E − 15 6.85E+ 01 2.64E − 13 2.41E − 04

f19

Best − 3.8629 − 3.8628 − 3.8628 − 3.8628 − 3.8628 − 3.8628 − 3.8628 − 3.8626
Mean − 3.8628 − 3.8628 − 3.8628 − 3.8628 − 3.8628 − 3.8628 − 3.8628 − 3.8590
St. dev. 2.61E − 15 2.61E − 15 2.64E − 15 2.63E − 15 2.71E − 15 4.17E − 09 1.23E − 10 5.87E − 03

f20

Best − 3.3220 − 3.3220 − 3.3220 − 3.3220 − 3.3220 − 3.3220 − 3.3220 − 3.2959
Mean − 3.2643 3.2600 − 3.2691 − 3.2467 − 3.2903 − 3.2903 − 3.2136 − 3.1725
St. dev. 6.38E − 02 6.41E − 02 6.78E − 02 5.83E − 02 5.35E − 02 5.35E − 02 5.03E − 02 5.27E − 02
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three functions (f9–f11) and one function (f13), respectively.
Table 11 also shows the results for 10 fixed-dimension
multimodal benchmark functions (f14–f23). As shown in
Table 11, the results of the AGPSO, IPSO, MPSO, and
TACPSO are equal for four functions (f14, f16, f18, and f20)
and better than those of the DGWO. However, the DGWO
achieved the best results of all algorithms for six fixed-di-
mension unimodal benchmark problems (i.e., f15, f17, f19, and
f21–f23). 0e WOA-SA and SSA obtained similar results for
function f20 and are better than the other algorithms.

0e percentages of problems solved by the seven state-
of-the-art algorithms are listed in Table 12. As seen from this
table, the AGPSO, IPSO,MPSO, and TACPSO have all failed
to solve thirteen test functions (i.e., f1–f13) but completely
solved all five test functions (i.e., f14 and f16–f19). Of the
thirteen functions f1–f13, nine functions are completely
solved by the DGWO, three functions are fully solved by the
DEBBO, six functions are fully solved by the WOA-SA, and
two functions are fully solved by the SSA. Of the ten
functions f14–f23, four functions are completely solved by the
DEBBO and SSA, three functions are fully solved by the

WOA-SA, and two functions are fully solved by the DGWO.
However, for functions f15 and f22-f23, the DGWO has
achieved the highest percentage.

Figure 7 plots the convergence curves of the average
objective function values of the algorithms for some typical
test problems, where f1, f3, f4, and f7 are unimodal functions,
f9, f10, and f11 are multimodal benchmark functions, and f15,
f21, and f23 are fixed-dimension multimodal benchmark
functions. As observed from these curves, the DGWO has
the best convergence rates for all 10 classic benchmark
functions. Note that unimodal test problems are suitable for
benchmarking the convergence ability of algorithms since
they have only one global minimum and do not have local
minima in the search space [48]. Since multimodal and
fixed-dimension multimodal benchmark functions have
more than one local optimal solution, they are suitable for
benchmarking the capability of algorithms in avoiding local
minima [48]. As indicated by the results, the DGWO per-
forms better than the seven compared algorithms on both
the unimodal and multimodal benchmark functions. 0e
DGWO achieves superior results because the candidate

Table 11: Continued.

Test function AGPSO IPSO MPSO TACPSO DEBBO WOA-SA SSA DGWO

f21

Best − 10.1532 − 10.1532 − 10.1532 − 10.1532 − 10.1532 − 10.1532 − 10.1532 − 10.1532
Mean − 6.1332 − 6.6316 − 6.3807 − 5.8073 − 8.3101 − 5.2251 − 6.8967 − 10.0984
St. dev. 3.06E+ 00 3.06E+ 00 3.07E+ 00 3.27E+ 00 2.94E+ 00 9.31E − 01 3.42E+ 00 1.56E − 01

f22

Best − 10.4029 − 10.4029 − 10.4029 − 10.4029 − 10.4029 − 5.0877 − 10.4029 − 10.4029
Mean − 7.5123 − 8.9999 − 8.4546 − 8.3648 − 9.2703 − 5.0877 − 9.0951 − 10.2969
St. dev. 3.26E+ 00 2.63E+ 00 2.88E+ 00 3.21E+ 00 2.59E+ 00 3.18E − 07 2.70E+ 00 2.58E − 01

f23

Best − 10.5364 − 10.5364 − 10.5364 − 10.5364 − 10.5364 − 5.1285 − 10.5364 − 10.5364
Mean − 9.0557 − 9.8342 − 9.1913 − 8.4994 − 10.0064 − 5.1285 − 8.9619 − 10.5307
St. dev. 2.79E+ 00 2.15E+ 00 2.78E+ 00 3.22E+ 00 2.00E+ 00 1.86E − 12 2.96E+ 00 2.94E − 02

Table 12: Percentage of problems solved by the GWO and DGWO.

Function AGPSO (%) IPSO (%) MPSO (%) TACPSO (%) DEBBO (%) WOA-SA (%) SSA (%) DGWO (%)
f1 0 0 0 0 100 100 100 100
f2 0 0 0 0 0 100 0 100
f3 0 0 0 0 0 0 0 100
f4 0 0 0 0 0 0 0 100
f5 0 0 0 0 0 3 0 0
f6 0 0 0 0 100 0 100 100
f7 0 0 0 0 0 0 0 46
f8 0 0 0 0 60 0 0 46
f9 0 0 0 0 0 100 0 100
f10 0 0 0 0 0 100 0 100
f11 0 0 0 0 50 100 0 100
f12 0 0 0 0 100 80 0 100
f13 0 0 0 0 96 100 0 96
f14 100 100 100 100 90 20 80 83
f15 10 53 3 70 10 60 0 96
f16 100 100 100 100 100 100 100 100
f17 100 100 100 100 100 100 100 96
f18 100 100 100 100 100 90 100 100
f19 100 100 100 100 100 100 100 90
f20 53 50 60 36 70 70 16 0
f21 33 40 36 30 70 3 50 66
f22 53 76 66 70 80 0 80 80
f23 76 90 80 70 90 0 76 96
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Figure 7: Continued.
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particles have diversity in the population and the balance
between exploration and exploitation during the iteration is
achieved by the strategies of the modified position-updated
equation (i.e., equation (26)) and nonlinear control pa-
rameter (i.e., equation (27)).

To further investigate the optimization performance of
the DGWO on some standard and complex benchmark
problems, we compared it with the TACPSO, IPSO, and
GWO on a CEC2014 benchmark test suite with the di-
mension 30.0e parameter settings of the DGWO and other
selected algorithms were the same as mentioned above. 0e
maximum number of iterations for the DGWO was 5×104,
and for each problem, 20 independent runs were imple-
mented. 0e experiment results are shown in Table 13.

From Table 13, it can be seen that, of the unimodal test
functions (f1–f3), the proposed DGWO achieves the best
performance on f1 and f2. Of the 13 multimodal functions
(f4–f16), the DGWO shows better results on 11 benchmark
test functions and similar results on two test functions (i.e.,
f13 and f16). Of the 6 hybrid functions (f17–f22), the DGWO

gives the best results on four functions (f17, f19, f21, and f22),
while it becomes the second best algorithm for function f18.
Of the 8 composition functions (f23–f30), the proposed
DGWO gives the best results on all test functions except for
function f26 but provides the worst result on function f26.

From the statistical analysis listed in Table 13, the
DGWO performs better than the TACPSO at a significance
level of 0.05 and better than the IPSO and GWO at a sig-
nificance level of 0.1.

4.7. Experiment onReal-World Engineering Problems. In this
section, several classic real-world engineering optimization
problems were selected to validate the practical optimization
performance of our proposed algorithm. 0e DGWO and
GWO methods were applied to solve three well-known
constrained engineering design problems, including Him-
melblau’s problem, the gear train design, and the pressure
vessel design. It is noted that the penalty function methods
were employed to address the constrained optimization
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Figure 7: Convergence curves of the algorithms on the 10 classic benchmark functions. (a) f1. (b) f3. (c) f4. (d) f7. (e) f9. (f ) f10. (g) f11. (h) f15.
(i) f21. (j) f23.
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problems [55]. DGWO and GWOparameters for these three
real-world engineering optimization applications were
provided as follows: the population size was 30, the maxi-
mum number of iterations was 1000, and each problem was
run independently 30 times.

4.7.1. Himmelblau’s Nonlinear Optimization Problem.
Himmelblau’s problem is a well-known benchmark non-
linear constrained optimization problem that was developed
by Himmelblau [56]. 0is type of optimization is performed
to find the decision vector Y � [y1, y2, y3, y4, y5]. To obtain
the minimize function f, the objective function f is modeled as

minimize f(Y) � 5.3578547y2
3 + 0.8356891y1y5

+ 37.293239y1 − 40792.141

s.t. 0≤g1(Y)≤ 92

90≤g2(Y)≤ 110

20≤g3(Y)≤ 25,

(28)

where
g1(Y) � 85.334407 + 0.0056858y2y5 + 0.0006262y1y4

− 0.0022053y3y5,

g2(Y) � 80.51249 + 0.0071317y2y5 + 0.0029955y1y2

− 0.0021813y2
3,

g3(Y) � 9.300961 + 0.0047026y3y5 + 0.0012547y1y3

+ 0.0019085y3y4,

78≤y1 ≤ 102, 33≤y2 ≤ 45, 27≤y3, y4, y5 ≤ 45.

(29)

Several researchers have employed different algorithms
to solve this problem, such as the generalized reduced
gradient (GRG) [56], the genetic algorithm (GA) [57], GA
solution based on a global reference (GA-G) [58], and GA
solution based on a local reference (GA-L) [58]. Table 14
illustrates the results of the best run obtained by the DGWO
and the previously mentioned methods. Table 14 reveals that
the results achieved by employing the DGWO algorithm are
better than those of the previously reported best feasible

Table 13: Comparison between the DGWO and other algorithms on CEC2014 benchmark functions.

Function TACPSO IPSO GWO DGWO
Mean± St. dev. Mean± St. dev. Mean± St. dev. Mean± St. dev.

f1 1.30E+ 08± 9.99E+ 07 7.75E+ 07± 2.13E+ 07 8.59E+ 07± 6.67E+ 07 5.79E+ 07± 2.74E+ 07
f2 1.64E+ 10± 1.10E+ 10 2.55E+ 09± 2.69E+ 09 2.31E+ 09± 2.32E+ 09 2.18E+ 09± 2.02E±09
f3 5.18E+ 04± 2.89E+ 04 8.77E+ 03± 7.99E+ 03 3.39E+ 04± 8.81E+ 03 3.56E+ 04± 9.79E+ 03
f4 1.98E+ 03± 1.49E+ 03 6.64E+ 02± 8.69E+ 01 6.55E+ 02± 1.07E+ 02 6.63E+ 02± 1.17E+ 02
f5 5.21E+ 02± 1.91E − 01 5.20E+ 02± 2.83E − 01 5.21E+ 02± 5.65E − 02 5.20E+ 02± 5.74E − 02
f6 6.24E+ 02± 2.79E+ 00 6.19E+ 02± 3.24E+ 00 6.14E+ 02± 3.42E+ 00 6.13E+ 02± 2.57E+ 00
f7 8.79E+ 02± 7.77E+ 01 7.26E+ 02± 1.95E+ 01 7.17E+ 02± 1.27E+ 01 7.10E+ 02± 1.21E+ 01
f8 9.23E+ 02± 2.23E+ 01 8.76E+ 02± 1.62E+ 01 8.77E+ 02± 2.04E+ 01 8.67E+ 02± 2.37E+ 01
f9 1.07E+ 03± 2.66E+ 01 1.02E+ 03± 3.08E+ 01 9.98E+ 02± 2.24E+ 01 9.76E+ 02± 2.08E+ 01
f10 4.49E+ 03± 5.73E+ 02 3.68E+ 03± 6.16E+ 02 3.18E+ 03± 6.01E+ 02 3.11E+ 03± 4.96E+ 02
f11 5.22E+ 03± 6.52E+ 02 4.52E+ 03± 5.19E+ 02 3.94E+ 03± 7.09E+ 02 3.79E+ 03± 5.93E+ 02
f12 1.21E+ 03± 3.09E − 01 1.20E+ 03± 3.13E − 01 1.20E+ 03± 1.06E+ 00 1.20E+ 03± 1.15E+ 00
f13 1.30E+ 03± 1.29E+ 00 1.30E+ 03± 8.80E − 01 1.30E+ 03± 1.08E − 01 1.30E+ 03± 1.41E − 01
f14 1.45E+ 03± 2.09E+ 01 1.41E+ 03± 1.17E+ 01 1.40E+ 03± 5.06E+ 00 1.40E+ 03± 4.99E+ 00
f15 4.17E+ 04± 7.37E+ 04 1.64E+ 03± 2.10E+ 02 1.67E+ 03± 4.72E+ 02 1.57E+ 03± 4.15E+ 02
f16 1.61E+ 03± 5.48E − 01 1.61E+ 03± 5.32E − 01 1.61E+ 03± 7.61E − 01 1.61E+ 03± 6.28E − 01
f17 4.14E+ 06± 2.87E+ 06 5.17E+ 06± 7.06E+ 05 2.31E+ 06± 3.48E+ 05 2.13E+ 06± 3.93E+ 05
f18 9.93E+ 07± 2.70E+ 08 6.91E+ 06± 2.61E+ 05 9.28E+ 07± 2.00E+ 07 2.14E+ 07± 3.13E+ 06
f19 2.01E+ 03± 6.35E+ 01 1.94E+ 03± 3.13E+ 01 1.94E+ 03± 2.46E+ 01 1.94E+ 03± 3.00E+ 01
f20 1.74E+ 04± 1.73E+ 04 5.26E+ 03± 2.62E+ 03 2.01E+ 04± 7.77E+ 03 1.95E+ 04± 9.63E+ 03
f21 7.15E+ 05± 8.92E+ 05 1.68E+ 05± 1.21E+ 05 7.15E+ 05± 9.20E+ 04 1.42E+ 05± 2.92E+ 04
f22 2.86E+ 03± 1.96E+ 02 2.71E+ 03± 1.53E+ 02 2.60E+ 03± 1.35E+ 02 2.56E+ 03± 1.76E+ 02
f23 2.68E+ 03± 3.88E+ 01 2.63E+ 03± 1.21E+ 01 2.64E+ 03± 1.18E+ 01 2.63E+ 03± 1.18E+ 01
f24 2.68E+ 03± 1.64E+ 01 2.64E+ 03± 1.19E+ 01 2.60E+ 03± 1.68E − 03 2.60E+ 03± 1.53E − 03
f25 2.72E+ 03± 5.08E+ 00 2.71E+ 03± 5.77E+ 00 2.71E+ 03± 4.82E+ 00 2.71E+ 03± 5.24E+ 00
f26 2.72E+ 03± 6.35E+ 01 2.73E+ 03± 6.23E+ 01 2.74E+ 03± 4.87E+ 01 2.75E+ 03± 5.08E+ 01
f27 3.78E+ 03± 8.68E+ 01 3.53E+ 03± 2.48E+ 02 3.35E+ 03± 1.06E+ 02 3.35E+ 03± 1.19E+ 02
f28 4.50E+ 03± 6.12E+ 02 4.36E+ 03± 3.87E+ 02 4.03E+ 03± 3.52E+ 02 3.96E+ 03± 2.93E+ 02
f29 1.64E+ 07± 1.47E+ 07 2.18E+ 07± 1.68E+ 07 6.46E+ 06± 2.21E+ 06 1.01E+ 06± 2.13E+ 06
f30 1.14E+ 05± 7.79E+ 04 6.04E+ 04± 6.63E+ 04 4.09E+ 04± 1.72E+ 04 4.07E+ 04± 2.37E+ 04
Losses (− ) 26 19 20
Wins (+) 2 4 2
Approximations (≈) 2 7 8
Detected differences (α) 0.05 0.1 0.1
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solution and that the DGWO could provide very competitive
results compared to the GWO.

4.7.2. Gear Train Design Problem. 0e gear train design
problem has four integer variables and was initially in-
troduced by Sandgran [59]. 0e task of solving this problem
is to determine the optimal number of teeth of the gearwheel
between 12 and 60 to minimize the gear ratio of the gear
train displayed in Figure 8. 0e optimization model of
this problem, with the decision vector Y � [Td, Tb,

Ta, Tf] � [y1, y2, y3, y4], is formulated as follows:

minimize f(Y) �
1

6.931
−

y1y2

y3y4
􏼠 􏼡

2

,

12≤y1, y2, y3, y4 ≤ 60, yi ∈ Z
+
,

(30)

where the gear ratio � y1y2/y3y4.
Table 15 shows the optimization results of the best run

of the gear train design problem, which is solved by dif-
ferent algorithms and the proposed DGWO algorithm. 0e
statistical results of these algorithms and the results of the
GSA-GA and CS algorithms proposed by Gandomi et al.
[60] and Garg [61], which are shown in Table 16 with
studies [60, 61], conclude that the result proposed by the
DGWO algorithm is superior to the results of the two
algorithms, and the worst (Worst), mean (Mean), and
standard deviation (St. dev.) are low. 0e results obtained
by the DGWO are slightly better than those by the GWO
and are significantly better than those reported by different
methods in [59–62].

4.7.3. Pressure Vessel Design Problem. In this problem, a
cylindrical pressure vessel is mounted on both ends by
hemispherical balls, and its cylinder is formulated by
combining two longitudinal welds, as described in Figure 9
[63].0e four decision variables, which include the thickness
of the pressure vessel (Ts), thickness of the head (Th), inner
radius of the vessel (R), and length of the cylindrical section
of the vessel (L), are selected to be optimized to achieve the
minimized total cost of the pressure vessel. 0erefore, the
formulation for this problem consists of four variables
Y � [Ts, Th, R, L], which are modeled as follows:

minimize f(Y) � 0.6224y1y3y4 + 1.7781y2y
2
3

+3.1661y2
1y4 + 19.84y2

1y3

s.t. g1(Y) � − y1 + 0.0193y3 ≤ 0

g2(Y) � − y2 + 0.00954y3 ≤ 0

g3(Y) � − πy2
3y4 −

4
3
πy

3
3 + 1296000≤ 0

g4(Y) � y4 − 240≤ 0

1 × 0.0625≤y1, y2 ≤ 99 × 0.0625 10≤y3, y4 ≤ 200.

(31)

0e results obtained for this problem are computed by
the proposed DGWO method and are compared with the
results of the best run achieved by other algorithms in
Table 17. 0e practical optimization performance of the
DGWO algorithm is superior to that of existing approaches
but slightly worse than that of the GWO. 0e statistical
results after 30 independent runs are recorded in Table 18,
which further validates the finding that the standard de-
viation of the proposed DGWO method is less than that of
other algorithms except for the result reported in [64] and
the worst result is better than that of the compared algo-
rithms. In addition, the DGWO could obtain very close best
and average results to the GWO and is better than other
compared algorithms.

4.8. Several Insights for Applying the DGWO Algorithm.
As discussed above, the optimization performance of the
DGWO algorithm has been validated on several classical
well-known benchmark functions. As seen from Table 3, the
different position weight values w1 and w2 play an important
role in improving the optimization performance of different
types of problems. If the objective problems are a kind of
unimodal or multimodal problem (such as f1–f13), the
values of w1 and w2 can be 0.1 and 0.9 or 0.3 and 0.7, re-
spectively, and both of these two strategies can obtain rel-
atively high-quality solutions. If the objective problems are a

Table 14: Comparison results of the best Himmelblau’s nonlinear optimization problem obtained by different algorithms.

Methods
Design variables

f(Y)
Constraints

y1 y2 y3 y4 y5 0≤g1 ≤ 92 90≤ g2 ≤ 110 20≤g1 ≤ 25

GRG [8] 78.62 33.44 31.07 44.18 35.22 − 30373.95 90.52 NA 20.13
GA [9] 80.39 35.07 32.05 40.33 33.34 − 30005.70 91.66 99.53690 20.03
GA-G [10] 80.61 34.21 31.34 42.05 34.85 − 30175.80 92.00 NA 20.00
GA-L [10] 81.49 34.09 31.24 42.20 34.37 − 30182.27 90.57 NA 20.12
GWO 78.01 33.00 30.0063 45.00 36.7570 − 30662.42 92.00 94.91 20.00
Present study 78.00 33.00 30.0468 45.00 36.71 − 30653.30 91.99 94.89 20.01
NA: not available.
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kind of fixed-dimension multimodal problem (such as
f14–f23), w1 � 0.1 and w2 � 0.9 can achieve better results
than other position weight values. In addition, from Table 4,

we can observe that the DGWO-1 algorithm, which
employed the modified position-updated equation (i.e.,
equation (26)) and the linear control parameter a

→, can

D

Td

B
A

Tb

Ta Tf

F
Driver Follower

Figure 8: Structure of the gear train design problem.

Table 15: Comparison results of the best gear train design problem obtained by different algorithms.

Variables Sandgren [59] Deb and Goyal [62] Gandomi et al. [60] Garg [61] GWO Present study
Td(y1) 18 19 19 19 19 19
Tb(y2) 22 16 16 16 16 16
Ta(y3) 45 49 43 43 43 43
Tf(y4) 60 43 49 49 49 49
Gear ration 0.15 0.14 0.14 0.14 0.14 0.14
f(Y) 5.71× 10− 6 2.70×10− 12 2.70×10− 12 2.70×10− 12 2.70×10− 12 2.70×10− 12

Table 16: Statistical results of different algorithms for the gear train design problem.

Algorithms Best Worst Mean St. dev.
Gandomi et al. [60] 2.70×10− 12 2.36×10− 9 1.98×10− 9 3.56×10− 9

Garg [61] 2.70×10− 12 3. 30×10− 9 1.22×10− 9 8.77×10− 10

GWO 2.70×10− 12 1.36×10− 9 6.25×10− 9 6.22×10− 10

Present study 2.70×10− 12 1.36×10− 9 5.65×10− 10 5.72×10− 10

Th

R

L Ts

R

Figure 9: Structure of the pressure vessel design problem.

Table 17: Comparison results of the best pressure vessel design problem obtained by different algorithms.

Algorithms
Decision variables Cost

y1 y2 y3 y4 f(Y)

Sandgren [59] 1.13 0.63 47.70 117.70 8129.10
Kannan and Kramer [63] 1.13 0.63 58.29 43.69 7198.04
Coello [64] 0.81 0.44 40.32 200.00 6288.75
He and Wang [65] 0.81 0.44 42.09 176.75 6061.08
Kaveh and Talatahari [66] 0.81 0.44 42.10 176.57 6059.09
Gandomi et al. [60] 0.81 0.44 42.10 176.64 6059.71
GWO 0.78 0.39 40.36 199.46 5890.18
Present study 0.80 0.40 41.58 183.25 5938.78
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provide very competitive results for unimodal and multi-
modal problems and slightly poorer results on fixed-di-
mension multimodal problems. 0erefore, if the objective
problems are unimodal or multimodal problems, the control
parameter of the DGWO can adopt both a

→ and a
→′; oth-

erwise, if the objective problems are fixed-dimension mul-
timodal problems, we recommend that the practitioners use
the nonlinear control parameter strategy proposed in this
paper (i.e., equation (27)).

5. Conclusions

In this paper, an improved version of the GWO (referred to
as the DGWO) algorithm is proposed to solve continuous
numerical optimization problems. First, the DDS method is
introduced into the GWO algorithm to perturb a set of
dimensions of the first three best solutions to increase the
diversity of a particle and to enhance the exploration ability
of the GWO algorithm. 0is method realizes the predation
mode of freely switching between direct encirclement and
spiral walking. Second, the position interaction information
about the three leaders (i.e., α, β, and δ) in the predation
process is further considered, and the position-updated
equation that is based on this information is proposed to
increase the ability of the GWO algorithm to jump out of the
local optimum. Finally, the proposed nonlinear control
parameter strategy is designed to enhance the exploitation
ability of the GWO algorithm, as well as the convergence
precision and convergence rate. Based on the three im-
provements to the GWO algorithm, the balance between
exploration and exploitation, convergence precision, and
convergence rate have been enhanced. Twenty-three
benchmark test problems, the CEC2014 benchmark suite,
and three classic real-world engineering design applications
were employed to verify the practical optimization perfor-
mance of the proposed DGWO technique. First, the ex-
perimental results on unimodal functions show the
exploitation ability of the DGWO, which helps accelerate the
convergence speed and enhance the solution accuracy.
Second, the exploration capability of the DGWO was
demonstrated by the results on the multimodal functions.
0ird, the results from fixed-dimension multimodal func-
tions and composite functions show that the DGWO suc-
ceeds in jumping out of local optima by balancing the
exploration and exploitation. 0e simulations confirmed
that the DGWO could find very competitive optimization

results compared to recent GWO variants and state-of-the-
art heuristic algorithms. However, the optimization per-
formance of the DGWO algorithm for Himmelblau’s
nonlinear engineering design problem is not very compet-
itive but shows excellent results for the gear train design
problem and the pressure vessel design problem. Although
several experiments have demonstrated that the DGWO is
efficient, effective, and robust, it also has several obvious
shortcomings, such as the greater number of parameters that
need to be adjusted compared with the original GWO al-
gorithm, the poor optimization performance on the complex
problems that are included in the CEC2014 suite, and the
percentage of problems solved is not 100% guaranteed.

In future works, there are two main aspects that need to
be implemented. An interesting research point is to further
simplify the spiral walking predation technique and to
improve the positional interaction information strategy to
propose a variant of the GWO with a simpler algorithm
structure and higher optimization performance. In addition,
we intend to utilize the proposed DGWO algorithm for
solving multiobjective optimization problems and economic
load dispatch problems and training neural networks in our
future research.
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Table 18: Statistical results of different algorithms for the pressure vessel design problem.

Algorithms Best Worst Mean St. dev.
Sandgren [59] 8129.10 N/A N/A N/A
Kannan and Kramer [63] 7198.04 N/A N/A N/A
Coello [64] 6288.75 6308.15 6293.84 7.41
He and Wang [65] 6061.08 6363.80 6147.13 86.46
Kaveh and Talatahari [66] 6059.09 6135.33 6075.26 41.68
Gandomi et al. [60] 6059.71 6495.35 6447.74 502.69
GWO 5890.18 6674.46 5938.88 141.64
Present study 5938.78 6113.47 6013.93 85.53
N/A: not available.
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Copyright © 2019 Zhengsong Wang et al. ­is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

­e pharmaceutical tablet manufacturing process (PTMP) via wet granulation holds a critical position in pharmaceutical industry.
­e interest in integrating mechanistic process modeling into the pharmaceutical development has been increased because
simulation model is a prerequisite for process design, analysis, control, and optimization. So the simulation modeling for PTMP
via wet granulation is very necessary and signi�cant.­is study aims at proposing a simulationmodeling framework for PTMP via
spray �uidized bed granulation (SFBG), which is one of the most widely used wet granulation techniques in pharmaceutical
industry. For SFBG, a simulation model that simultaneously involves the in�uences of operating variables and material attributes
on average particle size (APS) is �rstly developed, and then a drying model to determine the particle moisture content is in-
troduced to be coupled with the established model predicting APS. For PTMP, considering the important e�ect of porosity on
tablet qualities, a model describing the changes in tablet porosity is developed based on a promoted form of the Heckel equation,
and then several recognized models that are all related to porosity are introduced or constructed to calculate important tablet
quality indexes. ­e feasibility and e�ectiveness of the developed simulation models are validated by performing a computational
experimental study to explore the scienti�c understanding of process and process quality control.

1. Introduction

Oral dosage forms, such as tablets, account for the most
popular drug delivery systems for treating patients today
[1–3]. So a pharmaceutical tablet manufacturing process
(PTMP) holds a critical position in pharmaceutical industry.
It is well known that tablet manufacturing via wet granu-
lation is the most common processing route and mainly
consists of several consecutive steps, including mixing, wet
granulation, drying of wet granules, milling (if necessary),
and tabletting [4–6]. ­e spray �uidized bed granulation
(SFBG) is one of the most widely used wet granulation
techniques in pharmaceutical industry since the mixing,
granulation, and drying of the granules can be achieved in a
single operation [7].

Simulation model is a prerequisite for the design,
analysis, control, and optimization of processes [5], and the
pharmaceutical industry is showing increasing interest in
integrating mechanistic process modeling into the work�ow
of pharmaceutical development, which is mainly motivated
not only by quality and cost concerns but also by the need to
improve understanding of the in�uence of materials and
processes on the �nal product [8]. First of all, mechanistic
simulation models can in fact be used for increasing sci-
enti�c understanding by summarizing available process
knowledge which would help to understand the in�uence of
input variables on the pharmaceutical process and the
product quality [4, 8]. Secondly, the models can also be used
to explore a design space or develop control strategies during
pharmaceutical development, and an advantage of using
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models is their solution speed, allowing to compute many
different scenarios as opposed to performing expensive
experiments [4, 8, 9]. Furthermore, simulation modeling is
also an important segment of Quality by Design [9].
,erefore, the simulation modeling for SFBG-based PTMP
is of great significance both theoretically and practically.

In the SFBG-based PTMP, although some of the unit
operations considered can be run continuously and also
growing attention has been paid to continuous manufacturing,
they are still operated in a batchwise manner due to the
presence of intermediate bulk mixing steps [8]. Additionally,
with the introduction and development of Industry 4.0 and
intelligent manufacturing, product customization will be an
inevitable trend in the future, with applications such as drug
customization, which further reinforces the importance of
batch processes in the pharmaceutical industry especially in
small batch drug customization. Consequently, the simulation
modeling for SFBG-based PTMP operated in a batchwise
manner is necessary. However, to the authors’ knowledge,
research studies on simulation modeling for such an integrated
process, i.e., PTMP via wet granulation, are very limited and
mainly focused on continuous tablet manufacturing [5, 10].
And even few studies have been reported in the simulation
modeling for SFBG-based PTMP. Furthermore, SFBG is a
complicated process influenced by both the material- and
process-related factors, but notmuch attention has been paid to
the modeling considering material attributes except for Hus-
sain’s work [11, 12], in which the effects of process parameters
andmaterial attributes aremodeled in the kernel. However, the
limitation of this model is that it contains only one critical
operating variable.

,e primary aim of the present study is to develop a
simulation modeling framework which can link the key
operating variables and material attributes with the
properties of granules or tablets to predict the granulation
and tabletting behavior in the SFBG-based PTMP. ,e
contributions and limitation are listed as follows:

(i) A simulation model for SFBG, which simulta-
neously involves the influences of operating vari-
ables and material attributes on a key quality index,
i.e., average particle size (APS), is developed using
population balance model (PBM), in which a
Hussain’s aggregate kernel [11, 12] and a Walzel’s
model [13, 14] are applied to, respectively, introduce
the material attributes and the critical operating
variables into modeling framework.

(ii) A drying model to determine the particle moisture
content (another critical particle quality signifi-
cantly affecting tabletting) [15] is introduced to be
coupled with the established PBM predicting APS,
so that the simulation model for a multiple-input
multiple-output SFBG is developed.

(iii) Considering the important effect of porosity on
tablet quality, a model describing the change in
tablet porosity is developed based on a promoted
form of the Heckel equation, in which several
empirical models for state variables such as initial

porosity and punch pressure are constructed
according to the widely accepted analysis and
conclusions in the field, and then the model pa-
rameters are identified using experimental data
from the literature. Following the porosity model,
several recognized models relating to porosity are
introduced or constructed to calculate important
tablet quality indexes, such as tensile strength,
hardness, disintegration time, and dissolution rate
so that the simulation modeling for tabletting is
achieved.

(iv) ,e simulationmodeling for a SFBG-based PTMP is
developed by integrating the models of SFBG and
tabletting. And then a computational experimental
study is carried out by exploring the scientific un-
derstanding of process and process quality control
to validate the feasibility and effectiveness of the
simulation models. But this work is limited to a
simulation study and lacks validation based on
actual process data. ,erefore, this paper only puts
forward a preliminary simulation modeling
framework. Once the actual experimental data are
available in the future studies, the modeling
framework can be identified and validated with the
actual process data to make it practical for simu-
lation, which is important for intending to use the
models as a tool for the pharmaceutical Quality by
Design.

,e remainder of this paper is arranged as follows.
Section 2 gives the process description of SFBG-based
PTMP. In Section 3, the simulation models for SFBG-based
PTMP are, respectively, developed. In Section 4, the com-
putational experimental study is performed to verify the
feasibility and effectiveness of simulation models, and then
the results and discussions are given. Section 5 concludes
this paper.

2. Process Description

As shown in Figure 1, a typical PTMP via wet granulation
can be subdivided into a number of stages [4, 5]: (1) mixing/
blending, in which the active pharmaceutical ingredients
(APIs) are mixed with excipients in a certain ratio; (2) wet
granulation, in which the particles are consolidated into
granules to obtain a desirable size distribution, improve
powder flow properties, reduce the dust formation, promote
the compressibility, and so on; (3) drying of wet granules, in
which the wet granules are dried to the desired moisture
content level that is suitable for tabletting; (4) milling (if
necessary), in which the lumps or oversized granules formed
during the wet granulation are broken; (5) tabletting, in
which the granules are compressed into a solid tablet by
mechanical means; and (6) coating (if necessary), in which
the tablet is covered with a thin layer of polymer.

2.1. Spray Fluidized Bed Granulation. SFBG is a well-known
process that forms particles into larger granules by spraying
a binder solution onto fluidized particles with a spray nozzle
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at the top of the fluidized bed. Since the mixing, granulation,
and drying of the granules can be achieved in a single
operation (Figure 1), which helps avoid transfer losses,
enables dust containment, and saves labor costs and time,
SFBG is thus widely used in pharmaceutical industry
[7, 16, 17].

,e overall granulation process in a top-spray fluidized
bed granulator shown in Figure 2 is divided into three
stages. Initially, in order to sufficiently blend materials, the
powder particles circulate within granulator by pumping
fluidizing air from a distributor at the bottom of the flu-
idized bed. Next, liquid binder is atomized into fine
droplets by atomizing air and then sprayed onto fluidized
bed. ,e droplets are dispersed over the surface of fluidized
particles, which contributes to the agglomeration of sur-
face-wetted particles to form granules. During granulation,
the particle size increases due to agglomeration. Lastly, the
final granules are dried to a predetermined moisture
content level by continuously pumping fluidizing air into
the bed.

SFBG is a complicated process influenced by both the
material- and process-related factors [17–19]. ,e material-
related factors include wetting properties of solid particles
and its solubility, load and micrometric properties of
powder, and properties of binding agents, and among them,
the important material attributes affecting SFBG consist of
primary particle size, particle density, binder viscosity, and

so forth [20–23]. Among many process-related factors, such
as the geometry of granulator chamber, airflow rate, and
inlet air temperature, it has been found that the particle
quality changes remarkably due to variations in the oper-
ating conditions of binder solution spray, including binder
feed rate and atomizing air pressure [17, 19]. Particle quality
can be evaluated by many factors, and among them, APS is
the key factor to be controlled [17, 18]. Additionally,
moisture content is another important particle quality index
because of its influences on tabletting.

2.2. Tabletting Process. Tabletting on rotary tablet presses,
where the powder material is compressed into tablets in a die
between rigid punches, is widely used in pharmaceutical
industry [1, 3].,e schematic diagram of a rotary tablet press
is shown in Figure 3. ,e central part of a rotary press is the
turret (or die table) which is equipped with a number of tool
stations consisting of upper punch-die-lower punch as-
semblies, and each station passes successively through the
following mechanisms as the die table rotates [3]:

(1) Feed frame, where the powder is introduced into the
die

(2) Precompression and main compression, where the
powder is compressed into a tablet

(3) Ejection cam, where the tablet is ejected from the die

,e rotary tablet presses have many adjustable process
parameters affecting the tablet properties, and among them,
the most important ones during compression include turret
speed, rolling reduction, and compression pressure [3].
Additionally, it is reported that the critical quality attributes
of tablets can be represented by the properties of tensile
strength, hardness, disintegration time, and dissolution rate
[24–26].
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Figure 2: Schematic diagram of a top-spray fluidized bed
granulator.
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Figure 1: Schematic diagram of typical PTMP via wet granulation.
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3. Simulation Modeling for SFBG-Based PTMP

,e process to be modeled is comprised of SFBG and
tabletting in series, and the models should be connected so
that a change in materials or operating conditions can be
related to intermediate and final product attributes. Figure 4
gives the framework overview of simulation modeling for
SFBG-based PTMP.

3.1. Simulation Modeling for SFBG

3.1.1. 1e Model Predicting APS. In this subsection, a
simulation model which simultaneously links the operating
variables, including binder feed rate and atomizing air
pressure, and material attributes such as binder viscosity,
particle density, and primary particle size with the APS is
developed using PBM. Population balance is simply a
number balance around each size fraction of particle size
distribution based on number conservation law, and it
describes the change rate of number of particles entering and
leaving that size interval by different occurring phenomena
within a granulation system, such as nucleation, aggregation,
and breakage [27]. But many studies paid attention to pure
agglomeration and ignored other mechanisms when con-
structing PBM framework [11, 12, 28–31]. Pure agglomer-
ation is not only considered for simplicity but also justified
for SFBG because raw materials and operating conditions, in
the practical application, are chosen as to avoid other
mechanisms [31].

,e discrete form of a general one-dimensional and
length-based PBM for pure agglomeration is given by
[32, 33]

dNi

dt
� 􏽘

i− 2

j�1
2j− i+1βi− 1,jNi− 1Nj +

1
2
βi− 1,i− 1N

2
i− 1

− Ni 􏽘

i− 1

j�1
2j− iβi,jNj − Ni 􏽘

nmax

j�i

βi,jNj,

(1)

where Ni is the number of particles within particle size interval
(Li, Li+1), Li and Li+1 are the lower and upper limits of i-th size
interval with a geometric ratio of Li+1/Li �

�
23

√
and the particle

size in i-th size interval is represented by the left edge Li, nmax is
the number of size intervals, and βi,j is the aggregation kernel
between particles from i-th and j-th size intervals.

,e aggregation model β(t, l, δ) can be generally for-
mulated as [11, 17]
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Figure 3: Schematic diagram of unfolded view of a rotary tablet press.
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β(t, l, δ) � β0(t)β∗(l, δ), (2)

where β0 is the aggregation rate constant which depends on
the time, operating conditions, and material attributes except
particle size, β∗(l, δ) reflects the influence of particle size on
the probability of aggregation between particles with different
diameters of l and δ, and β∗(l, δ) is set as a shear form [17]:

β∗(l, δ) � (l + δ)
3
, (3)

and β0 is given by [11, 12]

β0 �
ψfcNwet

N2
tot

2 Ntot − Nwet( 􏼁

Ntot − 1
ηwd +

Nwet − 1
Ntot − 1

ηww􏼠 􏼡. (4)

Here, fc is the collision frequency per particle which
should be given in advance;Ntot is the total number of particles
in the granulation system; Nwet is the number of wet particles;
ψ is the success factor concerning the dissipation of kinetic
energy according to Stokes criterion [34]; ηwd is the probability
of collision at wet parts in a wet-dry collision; and ηww is the
probability of collision at wet parts in a wet-wet collision.

By substituting (3) and (4) into (1), we have
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where Li and Lj represent the particle sizes in i-th and j-th
size interval, respectively.

,en, Ntot and Nwet can be modeled as [11, 12]
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where _Ndrop is the number addition rate of binder droplets
and tdry and tg are the mean drying time of a binder droplet
and the granulation time, respectively. Besides, ψ is de-
termined by Stokes criterion [34, 35]:

Stcoal �
4ρpucdp

9μb
,

Stcritcoal � 1 +
1
e

􏼒 􏼓ln
h

ha
􏼠 􏼡.

(7)

If Stcoal < Stcritcoal, then ψ � 1, which reveals that the col-
liding particles are merged to form one agglomerate. Oth-
erwise, ψ � 0. Here, ρp and dp are the particle density and
APS during granulation, respectively; μb is the binder vis-
cosity. Refer to [12, 36] for the other parameters; they will
not be covered here.

,e above discussions clearly indicate that the material
attributes including binder viscosity, particle density, and
primary particle size (primary particle size is a necessary
initial condition for solving PBM) are involved in modeling
framework. But the current model has only one operating
variable, _Ndrop. ,erefore, by introducing a Walzel’s model
described in the following equation [13, 14], in which binder
feed rate and atomizing air pressure are used to predict
binder droplet size, the operating variables of binder feed
rate and atomizing air pressure can be introduced into
modeling framework.

ddrop �
0.35dnoz Pairdnoz( 􏼁

− 0.4

σ 1 + _Mliq/ _Mair􏼐 􏼑􏼐 􏼑
2

􏼒 􏼓
− 0.4

1 + 2.5μb/ σρliqdnoz􏼐 􏼑
0.5

􏼒 􏼓􏼒 􏼓

,

(8)

where ddrop is the diameter of binder droplet, dnoz is the di-
ameter of spray nozzle, σ is the surface tension of binder so-
lution, Pair is the atomizing air pressure, _Mliq is the binder feed
rate, _Mair is the atomizing air flow rate, and ρliq is the density
of binder solution. ,en, _Ndrop can be expressed as

_Ndrop �
_Mliq

ρliqVdrop
�

6 _Mliq

ρliqπd3
drop

. (9)

Because the above PBM is built based on a discrete
calculation method, and in order to facilitate the coupling of
this model with the model predicting moisture content, the
SFBG is discrete into multiple stages and the schematic
diagram of simulation modeling for a segmented SFBG is
shown in Figure 5. ,e PBM is solved by “ode45” in
MATLAB to obtain the number of final particles in i-th size
interval at m-th stage, Nf,i,m, where i � 1, 2, . . . , nmax,
m � 1, 2, . . . , ns.,en, the APS of final granules at m-th stage
is calculated by

dp,m � 􏽘

nmax

i�1
V Nf,i,m􏼐 􏼑dgm,i, (10)

where V(Nf,i,m) is the volume fraction of end particles in
i-th size interval at m-th stage and dgm,i is the geometric
mean of lower limit and upper limit of i-th size interval. By
taking dp,0 as the initial APS and solving PBM ns times
according to the sequence shown in Figure 5, the final APS,
dp,ns

, can be calculated by (10).

3.1.2. 1e Model of Moisture Content and Its Coupling with
the Model Predicting APS. ,e focus of this subsection is on
the introduction of a drying model that determines the
particle moisture content and its coupling with the above-
described PBM predicting APS.,e basis of their coupling is
the commonality in a discrete calculation method, by which
the SFBG process is discrete into multiple stages in series.
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Next, we first briefly introduce the drying model, and for its
detailed derivations, refer to [15].

,e following formula can be used to evaluate the mean
moisture content,

Xmc �
Mw

Ms,dry
, (11)

of the solid, i.e., water mass Mw per mass of dry solid Ms,dry.
,e drying of droplets can be expressed by the mass

balance as follows:
dMdrop

dt
� − _Mevap ≈

ΔMdrop

Δt
, (12)

with the kinetics,
_Mevap � ρgkmtAdrop Ysat − Yout( 􏼁, (13)

where Ysat and Yout are the adiabatic saturation moisture
content and the steady-state moisture content of the gas
phase, respectively, and ρg is the gas density. (Ysat) can be
calculated by [37]

Ysat � 0.622
psat

Pt − psat
, (14)

where Pt is the total pressure of wet air and psat is the
saturation vapour pressure and can be obtained from the
Antoine equation which links psat to the bed temperature
Tbed. ,e expression Yout can be calculated by assuming
maximum evaporation of liquid ( _Mliq) added via the nozzle:

Yout � Yin +
_Mliq
_Mg

1 − wb( 􏼁, (15)

where Yin is the inlet moisture content, _Mliq and _Mg are the
mass flows of binder liquid and gas, respectively, and wb is
the solidmass fraction of the binder liquid.,emass transfer
coefficient can be computed as

kmc �
Shδwg

dp
, (16)

where Sh is the dimensionless Sherwood number, δwg is the
diffusion coefficient of water in gas, and dp is the primary
particle diameter.,e total evaporation of water per time step
i is a cumulative measure of all liquid droplets j being present:

ΔMw,i � 􏽘

Ndrop

j�1
Mevap,jΔti. (17)

,e water mass carried by the particles can now be
calculated by

Mw,i � Mw,i− 1 − ΔMw,i. (18)

,en, two models are coupled to form the simulation
model of SFBG, as shown in Figure 6.

3.2. Simulation Modeling for Tabletting. Porosity is an im-
portant concept in the study of tablets because it is related to
various quality indexes of tablets. ,e tablet press model
calculates tablet porosity from the tablet reduced density as a
function of the pressure [8]. ,e Heckel equation is a widely
studied model to calculate this relationship. A lot of research
works by Picker et al. [38–49] have studied the influences of
pressure, compression time, and compression distance
(rolling reduction) on the porosity through a promoted form
of the Heckel equation:

− ln ε � ln
1

1 − ρrel
� ettc + eppc + e0, (19)

where ε � 1 − ρref is the porosity; ρref is the relative density of
the tablet (the ratio of tablet density to true density of
powder); et represents the densification over the compres-
sion time; ep represents the densification over the pressure;
and e0 represents the intersection with y-axis ln(1/(1 − ρrel))
and it is described as

e0 � ln
1

1 − ρref ,0
+ K � ln

1
ε0

+ K, (20)

where ε0 is the initial porosity andK represents the change in
porosity due to the rearrangement of particles in the initial
state [50].

Picker et al. [38–49] carried out a large number of ex-
periments, by which we give the following models in
(21)∼(23) to be identified after the analysis of each variable,
and then the model parameters are calibrated with the
experimental data from literature studies:

et � a11dp + a12dr +
a13

nr
+ a14, (21)

ep � b11dp + b12dr + b13, (22)

K � c11dp +
c12

nr
+ c13, (23)

PBMdp,0 dp,1 PBM dp,2 PBM dp,ns

Granulation time

Operating conditions

Material attributes

Stage 1 Stage 2 Stage ns

...

...

Figure 5: Schematic diagram of the simulation modeling for a segmented SFBG.
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where dp is APS, dr is the rolling reduction, nr is the turret
speed (rpm), and the others are the parameters to be
identified.

,e initial porosity is related to the APS of particles.
Generally speaking, the initial porosity increases as the APS
increases due to the gradually increasing space between the
particles [50]. But when the particle size increases to a
threshold, the initial porosity no longer changes with in-
creasing APS, that is, the initial porosity has a maximum
value. By referring to the form of Cooper–Eaton equation
[51], we give the following form of initial porosity model:

ε0 � d11 exp d12dp􏼐 􏼑 + d13 exp d14dp􏼐 􏼑, (24)

where d11, d12, d13, and d14 are the coefficients to be
identified with the experimental data from literature studies.

,e compression time tc can be divided into process time
tp and dwell time td, i.e., tc � tp + td, as shown in Figure 7, in
which de is the diameter of the upper punch head and also is
the punch displacement during the dwell time.

Because the punch follows the turret for circular motion,
the punch velocity is given by vp � 2πRtnr, and then

tp �
hp

vp
�

Rcr sin arccos Rcr − dr( 􏼁/Rcr( 􏼁( 􏼁

2πRtnr
,

td �
de

vp
�

de

2πRtnr
,

(25)

where Rt is the radius of turret, tp and td are closely related to
the tablet quality, and td plays a major role in the tabletting.

,e powder in the die has both viscous and elastic
properties, and the punch pressure pc is related to this
viscoelasticity. ,e existing viscoelastic model in powder
mechanics [52] is quite complicated so that it has theoretical
analysis significance but is not applicable in practical ap-
plications.,erefore, based on the analysis of the viscoelastic
model and the effect of each state variable on the pressure,
we try to establish a model for pressure. Firstly, the smaller
pressure required during tabletting for the greater sized
particles can be attributed to a smaller surface area, smaller
contact points, and a lower cohesion or frictional force,
which requires less pressure to offset [50, 53]. So there is an
inverse relationship between pressure and particle size.

Secondly, the moisture content represents the viscous
properties of the particles to some extent. ,e smaller
pressure required to form a tablet when the particles have a
larger moisture content. So there is also an inverse re-
lationship between pressure and moisture content. ,irdly,
if the total amount of particles is constant, the smaller the
thickness of the tablet, i.e., the greater the degree of com-
pression, the greater the rebound force of the particle col-
umn [50]. So the punch pressure is inversely proportional to
the remaining particle column height. Additionally, the
pressure is also proportional to the compression speed [54].
,erefore, the following empirical equation is used to model
the punch pressure:

pc � kp
1 − Xmc( 􏼁vc

dp l0 − dr( 􏼁
, (26)

with a compression speed model [55]:

Simulation model of SFBG

Model predicting APS

Model for moisture content

Model predicting APS

Model for moisture content

tdrydp,ns–1ddroptdrydp,0ddrop

Stage 1 Stage ns

Material
attributes

Ṁliq

Pair

APS

Moisture
content

...

...

...

Figure 6: ,e coupling structure of the two models for SFBG.

A

CB

Compression
roller

Rcr

tp : A td : B

de
dr

Punch

Punch head

Punch tip

hp

ϕ

B (hp) C (de)

Figure 7: Two time periods of tabletting.
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vc �
πRtnr

15

��

dr

r

􏽳

, (27)

where kp is the pressure coefficient that is related to the
viscoelasticity of particles and l0 is the initial powder column
height without compression.

With this, we have constructed the simulation model for
the porosity, based on which the following models are in-
troduced to calculate the tablet quality indexes, including
tensile strength Hts, hardness Hh, disintegration time Dt,
and dissolution rate Dr.

Tensile strength is obtained by solving the following
equation [25]:

Hts � Hts,max 1 − exp ε0 − ε + ln
ε
ε0

􏼠 􏼡􏼠 􏼡, (28)

where Hts,max is the maximum tensile strength representing
the strength of tablets at a theoretical zero porosity, and it is a
regressed parameter based on the experimental data from [25].

Hardness is obtained by solving the following equation
[24]:

Hh � Hh,max ε − ε0 − ln
ε
ε0

􏼠 􏼡, (29)

where Hh,max holds for the maximal hardness.
For disintegration time, we give the following poly-

nomial model according to the known influence trend of the
tablet porosity on the disintegration time [3, 56]:

Dt � f11ε
2

+ f12ε + f13, (30)

where f11, f12, and f13 are the coefficients to be identified
with the experimental data.

Dissolution rate is obtained by solving the following
equation [26]:

3
2

1 − 1 −
Mt

M∞
􏼠 􏼡

2/3
⎛⎝ ⎞⎠ −

Mt

M∞
�
3DfCfsε
r20C0τ

t, (31)

and refer to [26] for details.

4. Computational Experimental Study: Results
and Discussions

In this section, the feasibility and effectiveness of simulation
models are tested through a computational experimental
study—simulations. ,e influences of process parameters
and material attributes on the intermediate or final quality
attributes are firstly studied by implementing simulation
experiments, whose results are compared with the widely
accepted conclusions in the field. ,e feasibility and effec-
tiveness will be confirmed by the consistencies of simulation
results and recognized analysis or conclusions. On another
level, in order to verify the effectiveness of simulationmodels
in process quality control, a validated control method is
applied to determine whether the simulated SFBG-based
PTMP can be used for designing or testing control
algorithms.

4.1. Computational Experiments on Model Verification for
SFBG. ,e focus of this section is on the study of influences
of critical material attributes and important process pa-
rameters on the APS and moisture content. ,e simulation
experimental conditions are shown in Table 1.

,e simulation results about the influences of material
attributes on APS are shown in Figure 8. Firstly, APS in-
creases with the increase of binder viscosity up to maximum
at a critical value, and then, APS decreased with the con-
tinuous increase of binder viscosity, which is consistent with
the conclusion in [35]. As stated in [35], binders of viscosity
less than a critical value will be referred to as “lower vis-
cosity” binders and binders of viscosity larger than this
critical value will be referred to as “higher viscosity” binders.
With “lower viscosity” binders, the degree of size enlarge-
ment increases with increasing binder viscosity because the
granule growth occurs by layering and, conversely, the
extent of size enlargement decreases with increasing vis-
cosity with “higher viscosity” binders because the growth
occurs by coalescence [35, 57]. Secondly, APS increases as
the primary particle size increases when keeping operating
variables and other material attributes constant, which
agrees with the conclusions in [20, 22]. ,is is attributed to
the fact that an increase in the particle initial size leads to an
enhancement of the layering mechanism and further results
in an increase in final particle size [20, 22]. ,irdly, APS
decreases as the particle density increases.,emechanism of
particle density affecting particle growth can be reasonably
explained from the kinetic energy level of the particle. ,e
increase in particle density directly leads to an increase in the
weight of particles, which directly increases the kinetic
energy of particle motion. ,erefore, in the case where the
operating variables and the binder viscosity are constant, the
probability that the adhesive layer dissipates the kinetic
energy of particles is reduced, and the probability of collision

Table 1: ,e simulation experiment settings for SFBG.

Property (unit) Value
dp,0 (μm) [50, 126]
μb (Pa·s) [0.025, 0.15]
ρp (kg/m3) [300, 1200]
_Mliq (10− 5kg/s) [0.5, 3.0]

Pair (105Pa) [1.5, 4.5]
Tbed (°C) [30, 60]
_Mg (kg/s) 1.6×10− 5

ρliq (kg/m3) 1014
ρg (kg/m3) 1.225
wb (%) 6
Ms,dry (kg) 0.05
Sh 4
δwg (10− 4m2/s) 2.9
nmax 12
L1 (μm) 50
Lnmax+1

(μm) 800
fc (s− 1) 1
ηwd 0.5
ηww 0.75
σ (mN/m) 43.1
tg (s) 1200
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Figure 8: ,e simulation results for SFBG: influences of material attributes.
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between particles merged into one larger granule is reduced
[11, 12], so that the final APS is reduced.

,e simulation results about the influences of process
parameters on APS and moisture content are shown in
Figure 9. Firstly, the granules with larger APS will be
generally produced by increasing the binder feed rate be-
cause of the significant enhancement on moisture content,
which explains that both moisture content and APS increase
with the increase of binder feed rate and agrees with the
conclusions in [16, 18, 21, 58]. Secondly, as the atomizing air
pressure increased, a smaller value of the liquid droplets size
is obtained and the moisture in the droplets is more likely to
evaporate, leading to the reduction of moisture content and

final APS, which is consistent with the conclusion in [16, 21].
,irdly, the bed temperature is found to be dependent on the
inlet air temperature and the APS decreases with the increase
of bed temperature [21, 59]. In addition, the moisture
content decreases as the bed temperature increased because
of the faster evaporation rate [58].

4.2. Computational Experiments on Model Verification for
Tabletting. ,e input variables of tabletting process such as
APS, moisture content, turret speed, and rolling reduction
first affect the tablet porosity, which in turn affect the tablet
quality. Refer to Table 2 and Figures 10–13 for the experi-
mental conditions and results, respectively.

Table 2: ,e simulation experimental conditions for tabletting.

Property (unit) Value Parameter Value Parameter Value
nr (rpm) [40, 100] a11 7.19×10− 4 d11 0.4500
dr (mm) [1, 4] a12 0.0049 d12 − 6.27×10− 5

dp (μm) [80, 150] a13 − 0.0164 d13 − 0.0106
Xmc (‰) [10, 300] a14 0.0114 d14 − 23.44
Rt (mm) 250 b11 − 0.0063 f11 167.2125
Rcr (mm) 50 b12 − 0.0005 f12 − 173.4375
de (mm) 15 b13 0.0072 f13 44.5875
l0 (mm) 10 c11 − 6.98×10− 4

Hts,max (Mpa) 8.2927 c12 0.0155
Hh,max (N) 250 c13 − 0.0128
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Figure 10: ,e experimental results for tabletting: the influences of turret speed.
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Figure 11: ,e experimental results for tabletting: the influences of rolling reduction.
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Figure 12: ,e experimental results for tabletting: the influences of APS.
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First we discuss the effects of input variables on porosity.
As shown in Figure 10, firstly, as the turret speed increases,
the dwell time of the tablet will be reduced [3], and the work
on the powder column will also be reduced. ,e degree of
compression of the powder column will decrease accord-
ingly, such as the plastic deformation and the crushing and
recombination of the fragments will weaken, and then the
effect of forming the new contact points between the par-
ticles and the interparticle forces will be reduced [60].
,erefore, the degree of elastic recovery will increase after
the tablet is completed [61], and so the porosity will increase
with the increase of the turret speed. Secondly, the effect of
rolling reduction on porosity is like the human foot stepping
into loose dust. When other variables are constant, the
greater the rolling reduction, the more the work done on the
powder column, the smaller the apparent volume of tablet
and the greater the bulk density of tablet, so the smaller the
porosity [62], as shown in Figure 11. ,irdly, the smaller
pressure required to reduce the same powder column vol-
ume for the greater sized particles, which is attributed to a
smaller surface area, lesser contact points, and a lower co-
hesion and frictional force [50]. Moreover, the initial po-
rosity is large when the particles are large due to the
relatively looser packing arrangement, and a higher elastic
recovery is also observed for larger size particles [50, 53].
,erefore, when other variables are constant such as the
same rolling reduction, the smaller pressure, the larger initial

porosity, and the higher elastic recovery together result in a
large porosity in case of larger APS [8, 56], as shown in
Figure 12. Lastly, in general, the moisture in the particles acts
as an intrinsic lubricant, contributing to the sliding and
plastic flow of the powder, and the humidity of powder can
affect its mechanical properties, i.e., the strength and
hardness are greatly reduced as humidity increases [60].
Because the mechanism of influence of moisture on porosity
is very complicated, we carry out simple analysis based on
this theory. Powder particles with high moisture content are
softer, and the degree of fragmentation is lower when the
particles are combined, i.e., less fragment particles are
formed [60]. ,erefore, the pores in the original powder are
preserved relatively intact, resulting in a larger porosity of
the final powder column, as shown in Figure 13.
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Figure 13: ,e experimental results for tabletting: the influences of moisture content.

Table 3: ,e simulation conditions for process quality control.

Material attributes Desired
qualities Algorithm parameters

Hts (MPa) 1.5 c 0.6 np 3
dp,0 (μm) 50 r 1 κ 0.01

Hh (N) 48 q 1 v 5
ρp (kg/m3) 450 η 0.5 b1 1 × 10− 6

Dt (min) 6 μ 5 b2 0.03
μb (Pa·s) 0.0474 Q I4×4 α 1 × 10− 5

Dr 0.9 G0 2 × I4×4 Γ1 0.1 × I4×4
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,en the influences of porosity on tablet quality indexes are,
respectively, analyzed based on the results shown inFigures 10–13
and compared with the widely accepted conclusions to verify the
effectiveness of simulation models for tabletting.

Firstly, the tensile strength and hardness decrease with
increasing porosity, which is agreed with the experimental
conclusions in [3, 8, 56, 62]. Tensile strength and hardness
reflect the degree of bonding between the particles in the
tablet [24]. From the point of view of work, the more the
work done on the powder column, the greater the degree of
compression (such as more plastic deformation and
crushing and recombination of the fragments), the greater
the interparticle force is formed, the greater the degree of
bonding between the particles, and the greater the tensile
strength and hardness [60]. So we analyze the effect of turret
speed and rolling reduction on tensile strength and hardness
from the perspective of work. When the other variables are
kept constant, the turret speed increases, the tablet dwell
time becomes shorter, and less work for overcoming the
elastic rebound is needed [61]. So the interparticle force is
small, resulting in smaller tensile strength and hardness. ,e
rolling reduction is directly applied to the powder column.
When the other variables are constant, the amount of work is
proportional to the rolling reduction. ,erefore, the larger
the rolling reduction, the greater the tensile strength and
hardness of the formed tablet. APS affects the interaction
between particles. Reduction in particle size can give an
increase in the number of contact points between particles
and an increase in interparticulate frictional and cohesive
forces [53]. ,ese factors may explain the increase in tablet
tensile strength and hardness with decreasing particle size.

,e increase in moisture content leads to an obvious re-
duction in Young’s modulus that determines the rigidity of
the powder [60]. When the moisture content is high, the
powder particles are soft and then the tensile strength and
hardness of the tablets are small.

Secondly, the disintegration time decreases with in-
creasing porosity, which is consistent with the conclusions in
[3, 56]; meanwhile, the dissolution rate increases with the
increase of porosity, which is consistent with the results in
[63]. ,e disintegration and dissolution of tablets are
somewhat similar in mechanism. ,e tablet comes into
contact with the solution to initiate disintegration or dis-
solution, whose rate is related to the surface area of the
solution in contact with the tablets, i.e., large contact surface
area leads to rapid disintegration or dissolution. Porosity can
reflect the contact surface area to a certain extent: tablets
with large porosity generally have large contact surface areas.
So the effect of operations or process variables on disinte-
gration time and dissolution rate is analogous to the effect on
porosity. Additionally, from the simulation results, it can
also be found that the tensile strength and the dissolution
rate show an opposite trend, as described in [8].

Lastly, the operating variables and material attributes of
SFBG ultimately affect the tablet quality by affecting in-
termediate particle quality of APS and moisture content, so
these simulation analyses are no longer discussed.

4.3. Computational Experiments on Model Verification in
the Level of Process Control. In this subsection, using the
developed simulation models to simulate the reality of
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Figure 14: ,e simulation results of tablet quality indexes for process quality control.
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SFBG-based PTMP, process quality control is performed to
further validate the feasibility and effectiveness of simulation
models in the level of process control. ,e SFBG-based
PTMP can be described by the following repeatable MIMO
nonlinear system:

y(k) � f(u(k), x), (32)

where k denotes the iteration number, y(k) and u(k) are the
system outputs (tablet quality indexes) and inputs (all op-
erating variables for SFBG-based PTMP) of the k-th itera-
tion, respectively, x represents the vector of material
attributes, and f(·) is an unknown nonlinear function.
Given the material attributes x and a desired output yd, the
control objective is to find a appropriate control input u(k)

such that the system outputs y(k) follows the desired one.
A data-driven predictive iterative learning control

(DDPILC) method is applied to validate the feasibility of the
simulated SFBG-based PTMP in the process quality control.
For the specific form of the controller, refer to [64] for
details. ,e simulation conditions are listed in Table 3, and
the simulation results are shown in Figures 14 and 15, which
indicate that the developed simulation models can be ef-
fectively used for the process quality control and further for
designing and validating control algorithms.

5. Conclusions

In this work, a simulation modeling framework is developed
for a SFBG-based PTMP. Firstly, a simulation model that
simultaneously reflects the influences of process operations
and material attributes on APS is built using PBM, in which
a Hussain’s aggregate kernel and a Walzel’s model are
utilized to, respectively, introduce critical material attributes
and important operating variables into modeling frame-
work, and a drying model to determine particle moisture
content is then introduced to be coupled with the established
PBM predicting APS, so that the simulation model of SFBG
is developed. Secondly, because all the tablet quality indexes
depend on the porosity, a promoted Heckel equation-based
simulation model is developed to describe the changes in
porosity with compression time, punch pressure, and initial
particle rearrangement, where several empirical models for
state variables such as initial porosity and punch pressure are
constructed according to the widely accepted analysis and

conclusions in the field. After that, several recognized
models that are all related to porosity are introduced or
constructed to calculate important tablet quality indexes,
including tensile strength, hardness, disintegration time, and
dissolution rate. Lastly, the feasibility and effectiveness of
simulation models are validated by performing a compu-
tational experimental study. On the one hand, the scientific
process understanding is explored by analyzing the in-
fluences of process inputs on intermediate or final quality
indexes and the simulation results are consistent with the
widely accepted conclusions in the field. On the other hand,
a process control algorithm is introduced to study the quality
control of simulated PTMP, and the results show that the
developed simulation models can be effectively used for the
process quality control and further for designing and vali-
dating control algorithms.
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�e anaerobic treatment process is a complicated multivariable system that is nonlinear and time varying. Moreover, biogas
production rates are an important indicator for re�ecting operational performance of the anaerobic treatment system. In this
work, a novel model fuzzy wavelet neural network based on the genetic algorithm (GA-FWNN) that combines the advantages of
the genetic algorithm, fuzzy logic, neural network, and wavelet transform was established for prediction of e�uent quality and
biogas production rates in a full-scale anaerobic wastewater treatment process. Moreover, the dataset was preprocessed via a self-
adapted fuzzy c-means clustering before training the network and a hybrid algorithm for acquiring the optimal parameters of the
multiscale GA-FWNN for improving the network precision. �e analysis results indicate that the FWNN with the optimal
algorithm had a high speed of convergence and good quality of prediction, and the FWNNmodel wasmore advantageous than the
traditional intelligent coupling models (NN, WNN, and FNN) in prediction accuracy and robustness. �e determination co-
e�cients R2 of the FWNN models for predicting both the e�uent quality and biogas production rates were over 0.95. �e
proposed model can be used for analyzing both biogas (methane) production rates and e�uent quality over the operational time
period, which plays an important role in saving energy and eliminating pollutant discharge in the wastewater treatment system.

1. Introduction

Because of the economic advantages and low generation of
excess sludge, the anaerobic biological treatment process is
an e�cient process for treating high-concentration organic
wastewater, such as paper-mill wastewater, where the
complex organic contaminants can be converted into clean
energy (methane gas) in the anaerobic treatment process
[1–3]. However, the anaerobic treatment process is a
complicated multivariable system and is in�uenced by

various in�uent characteristics and operating conditions,
which is di�cult to be solved within a short time [4, 5].
�erefore, biogas (methane) production rates are also
in�uenced by various in�uent characteristics and operating
conditions [6].

Because of the nonlinearity, uncertainty, and posterity of
the anaerobic treatment process, it is di�cult to operate and
control that process. To increase the steadiness and re-
liability of the anaerobic treatment process, modeling is a
signi¡cant method, which can be used in controlling,
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operation, and optimization of the anaerobic treatment
process at a reasonable cost [7]. In recent years, numerous
studies have been carried out and various modeling methods
have been developed to control and simulate the anaerobic
treatment process [8–11]. However, because of the super-
ficial understanding of the mechanisms associated with the
anaerobic treatment process, it is difficult to analyze and
estimate more underlying phenomena in anaerobic di-
gestion using conventional mathematical models. .erefore,
to eliminate the complicacy, difficulty, and applicability,
more practical, secure, and simple models are needed to be
investigated [4, 12].

Because artificial intelligence has logic thought, fast
disposal capability, and nonlinear characteristics, it may
carry on the free precision to any continual nonlinear
function approaching. .e commonly used artificial in-
telligence methods are the neural network (NN), fuzzy
logic (FL), wavelet transform (WT), genetic algorithm
(GA), and metaheuristic algorithms [13, 14]. Hence, the
model based on artificial intelligence can achieve precise
simulation results in the wastewater treatment process.

In recent years, a variety of models based on the NN for
estimating the performance of the anaerobic treatment
process have been conducted by many researchers [15]. A
backpropagation neural network (BPNN) model integrating
the additional momentummethod with the adaptive learning
rate method was developed to estimate the operational status
of the upflow anaerobic sludge bed (UASB) [16]. .e results
indicated that the model can predict and optimize the control
parameters and propose strategies of the reactor. In addition,
another BPNN model based on the Levenberg–Marquardt
algorithm was designed by Sridevi et al. [17], which can be
used to successfully predict the biodegradation and bio-
hydrogen production in a hybrid UASB reactor treating the
distillery wastewater. Above all, the model based on the NN
can efficiently simulate and predict the nonlinear charac-
teristic of the anaerobic wastewater treatment system.
However, the NN has some defects, such as converging slowly
and immersing in local vibration frequently [18, 19].

.erefore, there are many neural network coupling al-
gorithms, such as the wavelet neural network (WNN) and
fuzzy neural network (FNN), to be proposed to solve the
problems faced by the ordinary NN [20–22]. .e FNN based
on fuzzy logic (FL) and NN can realize FL by the NN. In the
meantime, the coupled algorithm can capture fuzzy rules
effectively and realize fuzzy reasoning by using the NN
structure. So if the FNN is applied in the wastewater
treatment system, it will more effectively simulate the
wastewater treatment system.

Many research studies about modeling the anaerobic
wastewater treatment process using the hybrid FNN have
been carried out in recent years [23–25]. Erdirencelebi and
Yalpir integrated FL andNN to develop a hybrid FNNmodel
for simulating the anaerobic wastewater treatment process
[2]. .e results illustrated the developed hybrid FNN model
could be used for forecasting the effluent quality accurately
in a UASB system. In order to monitor degradation of the
penicillin-G wastewater in an anaerobic hybrid reactor, a
hybrid FNNmodel was established byMullai et al. [26] using

the adaptive network-based fuzzy inference system (ANFIS).
.e simulation results exhibited that the developed hybrid
model was effective and the correlation coefficient (R2) of the
model for chemical oxygen demand (COD) values was high.
.erefore, clarification of the place of the present subject in
the scheme of the FNN methodology can be considered a
particular field of investigation to evaluate real-time effluent
quality and biogas (methane) production rates that are
necessary to control the anaerobic process and to establish
fault diagnosis. Nevertheless, the FNN also has drawbacks,
which are no time-frequency localization characteristics and
may easily cause the low convergence rate and accuracy..is
is exactly the advantage of the wavelet transform (WT).
Hanbay et al. [27] have successfully used wavelet packet
decomposition and NN for prediction of the anaerobic
wastewater treatment plant. Furthermore, on the basis of
kernel principal component analysis andWNN, a soft sensor
system could realize real-time detection of redox potential,
dissolved oxygen, pH, and COD in the wastewater treatment
process [28].

Hence, a new systemwith the fuzzywavelet neural network
(FWNN) was established by integrating advantages of various
intelligent techniques. .is network could effectively increase
the detection rate and reliability of themodel by improving the
discernment, generalization, and approximation capacities
[3, 29, 30]. Such an integrated intelligent system can overcome
the shortcomings mentioned above. .erefore, the hybrid
FWNN offers a more efficient method for modeling, simu-
lation, control, and operation optimization of the complex
process system, such as the wastewater treatment process.

.e performance of the anaerobic treatment process is
very complicated and makes remarkable changes based on
various influent characteristics and operating conditions,
such as organic loading rates (OLRs), pH, hydraulic re-
tention time (HRT), and toxic organic compounds. Various
potential advantages based on such an artificial intelligence-
based model for real-time evaluation of effluent quality and
biogas production rates would be fully demonstrated, such
as withstanding various shock loads caused by substantial
influent fluctuations, optimizing operational parameters of
the process for controlling operational cost, providing an
online evaluation and estimation of emissions on an ener-
getic basis, and building a continuous early-warning strategy
without requiring a complicated model structure. However,
studies on modeling biodegradation and biogas (methane)
production rates in a full-scale mesospheric internal cir-
culation (IC) anaerobic reactor treating paper-mill waste-
water using the FWNN are very limited.

Based on the relationship between the effluent COD and
the biogas flow rate under various operating parameters
such as influent COD (CODinf ), HRT, OLR, pH in the
reactor (pH), and alkalinity in the reactor (ALK), an FWNN
model is developed to predict and estimate the effluent
quality and biogas production rates based on the existing
historical data..e key objective of this study was to develop
a novel hybrid genetic algorithm evolving FWNN model for
simulating the functioning problem of a full-scale internal
circulation (IC) anaerobic wastewater treatment plant. .e
proposed hybrid model may be used for analyzing the biogas
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production rate and effluent quality over the operational
time period, which plays an important role in saving energy
and eliminating pollutant discharge in the wastewater
treatment system.

2. Materials and Methods

2.1. Reactor System. A full-scale IC anaerobic treatment plant
system was selected for a demonstration site. .is treatment
system used in the study is located in Guangdong, China. As
shown in Figure 1, the wastewater treatment process including
four IC reactors was operated to treat approximately
3×104m3 paper-mill wastewater streams per day. Each IC
reactor has a diameter of 9m and a volume of 1100m3. .e
treatment system is equipped with online flow, pH, DO, ORP,
temperature, COD, and gas flowmeter (HACH®) sensors..e
signals delivered from above parameters were also used to
control peristaltic pumps, stirrers, and air blower. .e model
used data from the full-scale sequential system that were
collected over a period of 150 days. Other chemical indexes
were determined according to standard methods [31, 32].

2.2. Genetic Algorithm Evolving Fuzzy Wavelet Neural
Network (FWNN)

2.2.1. Identification of Model Parameters. .e identification
of model parameters is one of the key demands on modeling
the anaerobic wastewater treatment processes. .e most
appropriate choice of model components, which can exactly
display the running state of the anaerobic treatment process,
can help improve the management efficiency and reduce
functioning costs of the system [6].

OLR is used to measure the biological conversion ability.
.is parameter is a vital factor, which can significantly
influence microbial ecology and performance characteristics
of anaerobic treatment systems.

HRT is an important variable in the anaerobic treatment
system. It is used to measure the amount of time the
wastewater remains in the system. Retention time of the feed
in the system is too short, to complete the entire treatment
process, and biogas production will not be restrained.

pH is a chief parameter, which significantly affects the
performance characteristics of anaerobic treatment systems.
pH has a substantial effect on methanogenic bacteria.

ALK is reflected in the solution, to neutralize acids towards
the equivalence point of carbonate or bicarbonate in the an-
aerobic treatment system. In order to control pH in the an-
aerobic treatment system, it must ensure there is enough ALK,
which is effective in preventing the dramatic changes of pH.

COD is used to measure the organic compounds in
wastewater. .is parameter refers to substrate utilization
proficiency andmicrobial metabolic activity in the anaerobic
treatment systems.

Biogas production rate is usually used to refer to the
processing efficiency of the anaerobic treatment system. In
the anaerobic treatment system, the most significant oper-
ation is to control the effluent superiority and maximize the
rate of biogas production by breaking pollutants.

.erefore, influent COD (CODinf), HRT, OLR, pH in
the reactor (pH), and alkalinity in the reactor (ALK) were
selected as the input parameters of the proposed FWNN
model. Biogas production rates and effluent COD (CODeff)
were selected as the output parameters of the proposed
FWNN model.

2.2.2. Structure of the Proposed FWNN. .e architecture of
the FWNN for modeling the anaerobic treatment system is
illustrated in Figure 2. For the FWNN, the wavelet was used
for the neuron’s activation functions on the basis of the five-
layer NN, and fuzzy inference can be realized [33, 34]. .e
FWNN includes five layers as follows.

.e first layer consists of all input factors that act as the
input layer. .e layer data of input factors x1; x2; . . .; xn are
the input mode. In this layer, there are five input parameters
that are CODinf, HRT, OLR, pH, and ALK, so n� 5.

.e second layer is the fuzzy layer. .e fuzzy layer set
theory was employed to processing of linguistic variables, and
the selected membership function was the Gaussian function.
.e input characteristic variables were translated into fuzzy
variables in this layer, which can be defined as follows:

Fj xi( 􏼁 � exp
xi − cij􏼐 􏼑

2

2σ2ij

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, j � 1, 2, . . . , n, i � 1, 2, . . . , m,

(1)

where cij and σij are the center and width parameters of the
membership functions, respectively, and i and j are the
number of input parameters and linguistic variables in the
FWNN, respectively.

A self-adapted fuzzy c-means clustering has been used in
this work. It has been used to address the fuzzy factors, and
18 sets of fuzzy control rules have been established by an-
alyzing the actual database of knowledge. .e third layer is
the fuzzy rule layer. .is layer consists of numeral hidden
units representing fuzzy logic rules and numeral fuzzy
partitions. .e fuzzy rule base is generated from the given
input and output data, and the logical inference can be
realized, which can be given as follows:

μj(x) � 􏽙
n

j�1
Fj xi( 􏼁, i � 1, 2, . . . , n, (2)

where n is the number of fuzzy rules.
.e fourth layer is the wavelet network. In this layer, a

wavelet network is designed using wavelet functions as the
activation function of its nerve cells, based on the good local
performance of wavelet transformation..eWNNs are used
for the consequence of the FWNN. .e output of WNNs
with the jth wavelet neuron can be given as follows:

woj � wjψj(z),

ψj(z) � 􏽘
m

i�1

1
����
aij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

􏽱 1 − z
2
ij􏼐 􏼑e

− z2
ij
/2􏼐 􏼑

,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(3)
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where zij � (xi − bij)/aij, aij is the dilation of the WNNs, bij
is the translation of the WNNs, and wj is the weight of the
WNNs.

.e fifth layer is the output layer. .e total output of the
FWNN (y) in this layer is defined as follows:

yk �
􏽐

n
j�1μj(x)woj

􏽐
n
j�1μj(x)

. (4)

In this proposed design, to monitor the anaerobic
treatment system’s operational status, effluent COD and
production rates of biogas (methane) were chosen as the
network outputs.

2.2.3. Training Algorithm to Optimize the Proposed FWNN.
Ahybrid learning algorithmwas applied to train and optimize
the network parameters to further improve the prediction
capabilities of the network. It has integrated genetic algorithm
(GA) into gradient descent algorithm (GDA) to enhance the
efficiency and robustness of the network.

GA is a kind of well-rounded global optimization
method that owns the features with strong robustness and
broad applicability [35]. Since the GDA easily falls into the
optimum local and is sensitive to the initial values, the initial
values of the network’s parameters are first determined by a
real-coded GA, and then the GDA is used to train the
network, thereby greatly accelerating its convergence. In this
work, the formulation of the objective function can be
defined as follows:

E �
1
2

􏽘

n

k�1
ydk − yk( 􏼁

2
, (5)

where ydk is the desired value, yk is the output value of the
FWNN, and n is the sample number. .e output of the
FWNN according to the s-th chromosome with yk(L) can be
defined as follows:

y
s
(L) �

􏽐
n
j�1μ

s
j xi(L)( 􏼁 · wos

j
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�
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2
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2
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􏽐
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j�1 􏽑
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exp − xi(L) − cs
ij􏼐 􏼑

2
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2
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in which

wos
j � w

s
j · 􏽘

m

i�1
a

s
ij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
− (1/2)

1 − xi(L) − b
s
ij􏼐 􏼑/as

ij􏼐 􏼑
2

􏼒 􏼓

· exp − 0.5 xi(L) − b
s
ij􏼐 􏼑/as

ij􏼐 􏼑
2

􏼒 􏼓.

(7)

GA is an artificial intelligence method, which simulates
natural evolution using the three main operations: selection,
crossover, and mutation, to produce better fitness for in-
dividuals. .e goal of the GA for the selection operation is to

give population members (or solutions) more reproductive
opportunities with better fitness values. Crossover and
mutation operations produce new individuals in combining
the information contained in two parents, and they can
ensure that the new initial chromosomes are always feasible.
.e selection of the tournament is used to get the new
generation. For the next generation, the member with the
better fitness is selected.

Hence, the chromosome can be operated according to
the following real-coded set:

Xn
s

� cs
ij σs

ij as
ij bs

ij ws
j􏽨 􏽩, (8)

where
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s
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s
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s
1n · · · b

s
mn􏼂 􏼃,

w
s
j � w

s
1 · · · w

s
n􏼂 􏼃.

(9)

.us, the optimal initial variables of the FWNN would
be finally obtained with the three genetic operations of
selection, crossover, and mutation. .e initial population
sizeNpop is 100 in this design, the crossover rate Pc is 0.7, and
the mutation interval Pm is 0.01.

2.2.4. Parameter Updation through Gradient Descent
Algorithm. As the parameters of the network were initial-
ized by the GA, the parameters of the FWNN and model
were verified and revised by the GDA [36]. Finally, all the
parameters of the developed FWNN were made up of the
center and width parameters of Gaussian functions, and the
dilation, translation, and weight parameters of WNNs were
simultaneously optimized according to the following:

E �
1
2

yd(t) − y(t)( 􏼁
2

􏽨 􏽩, (10)

where yd is the desired value and y is the output value of the
FWNN. Accordingly, the parameter values of the FWNN
can be given as follows:

wj(t + 1) � wj(t) + η
zE

zwj

+ ξ wj(t) − wj(t − 1)􏼐 􏼑,

aij(t + 1) � aij(t) + η
zE

zaij

+ ξ aij(t) − aij(t − 1)􏼐 􏼑,

bij(t + 1) � bij(t) + η
zE

zbij

+ ξ bij(t) − bij(t − 1)􏼐 􏼑,

σij(t + 1) � σij(t) + η
zE

zσij

+ ξ σij(t) − σij(t − 1)􏼐 􏼑,

cij(t + 1) � cij(t) + η
zE

zcij

+ ξ cij(t) − cij(t − 1)􏼐 􏼑,

(11)
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where η and ξ are the learning rate and the FWNN de-
veloped momentum factor, respectively.

2.3. Self-Adapted Fuzzy c-Means Clustering. In this work,
according to the characteristics of the anaerobic treatment
system, a self-adapted fuzzy c-means (FCM) clustering al-
gorithmwas proposed to deal with the fuzzy factors and thus
determine the number of the FWNN’s fuzzy rules. Objects
are strictly divided into clusters based on the fuzzy clustering
method, and the best class number is obtained by the valid
analysis of clustering [37]. .e calculating equations are
designed as follows:

B(K) �
􏽐

K
i�1􏽐

n
j�1u

m
ij vi − x

����
����
2/(K − 1)

􏽐
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i�1􏽐

n
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m
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����
����
2/(n − K)

,
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1
n

􏽘

K

i�1
􏽘

n

j�1
u

m
ij xj,

Jm(U, V) � 􏽘
K

i�1
􏽘

n

j�1
u

m
ij d

2
ij,

􏽘

K

i�1
uij � 1, 1≤ j≤ n,

(12)

where B(K) represents the sum of weighted Euclidean
distances, Jm(U, V) is the objective function representing
the minimum square sum of weighted Euclidean distances,
K is the number of clusters, n is the number of objects, xj is
the observed value, and m is the weighted exponent.

dij represent the Euclidean distance and can be designed
as follows:

dij � xj − vi

�����

�����. (13)

uij are the membership function values and can be
represented as follows:

u
(k)
ij �

1

􏽐
c
r�1 d

(k)
ij /d(k)

rj􏼐 􏼑
2/(m− 1)

. (14)

vi are the cluster centers, and the formula for their
specific calculation is as follows:

v
(k+1)
i �

􏽐
n
j�1 u

(k)
ij􏼐 􏼑

m
xj

􏽐
n
j�1 u

(k)
ij􏼐 􏼑

m . (15)

3. Results and Discussion

3.1. Data Collection and Preprocessing. In order to evaluate
the hybrid FWNN model for the anaerobic wastewater
process, 150 datasets were collected, the network was trained
with 120 datasets, and 30 sets were proved. Standardization,
which eliminates data redundancies and effectively orga-
nizes the data, has been used to improve the FWNN’s
performance. In this work, all datasets were converted to the
range between 0 and 1 through scaling.

3.2. FWNN Development. Using all these data, the effluent
COD and biogas (methane) production rates were predicted
using an FWNN model. In addition, the datasets were
analyzed using a self-adapted fuzzy c-means clustering, and
the optimal clustering number with 18 sets was identified.
.e structure model shown in Figure 2 was determined
based on the analysis of technology and experimental data as
well as the forecast target. It included three models of the
FWNN (FWNNCOD, FWNNQ, and FWNNCH4) for COD,
Qgas, and CH4 prediction, respectively. For eachmodel, there
was a separate rule basis, but the models’ input parameters
were the same.

A hybrid learning algorithmwas applied after initializing
the model structure and parameter to train and optimize
network parameters. Because the GDA easily falls into local
optimum and is sensitive to the initial values, the initial
values of parameters of the network were firstly determined
by a real-coded GA, and then the GDA was used to train the
network, thereby greatly accelerating its convergence.

3.3.SimulationofFWNNModel. .ree FWNN-basedmodels
were simulated and verified by the experimental data using
the MATLAB program. .e initial population size Npop,
crossover rate Pc, interval of mutation Pm, maximum
number of generations, learning rate η, and momentum
factor ξ are 100, 0.7, 0.01, 200, 0.02, and 0.5, respectively.
Figure 3 sketches the training process of the developed
FWNN (taking FWNNCOD for example). From Figure 3, it
can be easily understood that this network has virtues of
good memory, fast convergence ability, and strongly stable
capability. Consequently, the new parameters of FWNN
models were obtained by repeated training and studying
through the hybrid learning algorithm, as shown in Tables 1
and 2.

Figure 4(a) shows the predictive values of the FWNN
models according to the testing datasets. As shown in
Figure 4(a), it is easily found that the predicted values are in
good conformity with those observed values. In this work, in
order to assess the performance of models, various in-
dicators were used to analyze and estimate the developed
FWNN models, such as the determination coefficient (R2),
correlation coefficient (R), root mean square error (RMSE),
mean square error (MSE), and mean absolute percentage
error (MAPE). As shown in Table 3, the performance in-
dicators of the proposed FWNN models were acquired by
comparing the predicted results with real values.

Table 3 clearly shows that using the FWNN, the MAPE
values of 2.9083%, 3.3563%, and 4.0660% for COD,Qgas, and
CH4 could be achieved. R2 values were 0.9647, 0.9681, and
0.9501, respectively, for COD, Qgas, and CH4. R values of
COD, Qgas, and CH4 were 0.9822, 0.9839, and 0.9747, re-
spectively. .e RMSE values of 28.7439, 199.2556, and
155.0499 for COD, Qgas, and CH4 could also be achieved.
Simulations on the proposed model showed that this pro-
posed model not only could accomplish parameter cali-
bration rapidly and find out the optimal solutions of
parameters accurately but also could improve the con-
verging rate and the stability of the models. .e results

6 Complexity



Table 1: Parameters of the FNNCOD.

Rules
COD (t) HRT (t) OLR (t) pH (t) ALK (t)

c σ c σ c σ c σ c σ
1 0.0136 0.1607 0.5268 − 0.7421 − 0.3635 − 0.5529 − 0.3051 − 0.9233 0.4253 0.1944
2 − 0.7069 0.7358 − 0.3188 − 0.3580 0.3703 − 0.2483 − 0.3542 1.1877 − 0.7381 0.6980
3 − 0.7367 − 0.6604 1.3965 0.2865 − 0.6298 0.9426 − 0.0589 1.0751 − 0.5281 0.3233
4 − 0.1518 1.7925 − 0.5607 − 1.2634 0.4315 9.6476 0.0743 0.0939 − 0.5717 0.1826
5 − 1.2089 0.2705 0.0115 − 1.0385 0.6881 − 1.9966 0.0109 30.2334 0.3907 − 0.1104
6 0.6641 − 0.2334 − 0.4112 0.6708 0.0439 0.8663 − 0.3301 − 0.2831 0.4050 − 0.5511
7 0.0064 0.9719 − 0.7012 − 4.8530 0.9405 − 0.6621 0.7832 − 0.0767 0.4281 0.7108
8 0.3419 0.1058 0.8441 1.1613 1.1604 − 74.1843 − 0.1981 0.8107 0.5553 0.4536
9 − 0.5602 0.5057 1.1063 − 26.4556 0.0843 − 7.2215 − 0.8100 − 6.8183 − 1.7993 0.3474
10 0.4907 − 0.5534 − 0.0703 − 0.4569 − 0.2704 0.9582 − 0.3745 0.5942 − 3.0162 1525.6060
11 − 0.6621 − 0.4266 0.5657 1.0340 0.1292 − 0.1692 − 0.2571 − 2.6569 − 0.4486 − 8.9554
12 0.2888 − 0.3405 − 0.0953 − 0.3502 0.5470 − 83.4372 − 0.6050 2.0040 0.3772 − 13.0426
13 − 0.2228 1.3588 0.3659 0.7005 − 0.1630 − 0.4162 0.4636 − 0.6097 − 1.0012 1.0308
14 − 0.4807 − 0.4252 − 0.0355 − 0.6217 0.1970 0.6718 0.0845 − 0.5032 − 0.1502 0.9260
15 − 0.8972 − 0.8169 0.1483 − 1.4908 − 0.1679 0.9453 0.4577 − 0.8348 − 0.1577 − 0.7370
16 0.2736 − 0.3070 0.3224 − 0.5635 0.3254 7.5609 0.1766 0.6113 0.5786 − 3.1036
17 − 0.4311 3.5123 0.4850 − 0.9749 0.3135 − 0.6053 − 1.1362 1.8104 − 0.4111 − 0.4197
18 0.1273 0.6391 − 0.2829 4.1239 0.1948 0.6960 0.5902 0.2422 0.0614 0.0985
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Figure 3: Training performance of the FWNN based on hybrid GA-GDA algorithms.
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showed a good concordance with the experimental values
predicted. As shown in Table 3, for the three FWNNmodels,
the predictive performance of the proposed FWNN models
on effluent quality and production rates for biogas was
satisfactory with a very high determination coefficient (R2),
which were all over 0.95. In other words, a high R2 showed
that only 3.53%, 3.19%, and 4.91% of the total variations for
COD, Qgas, and CH4 were not explained by the proposed
FWNN models. In addition, a high R for the three FWNN
models illustrates that there was a good concordance of the
predicted values with the experimental ones. Accordingly,
based on the other small evaluation indicators (MAPE,
RMSE, and MSE), it also shows that the predicted model
developed had high predictive accuracy and satisfied ro-
bustness and fitness, making the system highly adaptable.

3.4. Comparisons with FNN, WNN, and NN. .e developed
FWNN models were compared with FNN, WNN, and NN
models to demonstrate the correctness, efficiency, and
benefits of the hybrid network. Based on the comparison of
results, as shown in Table 3, it can be seen that FWNN
models have lower RMSE (or MSE) and MAPE values and
higher R2 and R values. Taking CODeff for example, when
predicting, R, R2, MAPE, RMSE, and MSE values were
0.9822, 0.9647, 2.9083%, 28.7439, and 826.2142 using the
FWNN, respectively. However, when using the FNN, WNN,
and NN models, R values were 0.9645, 0.9351, and 0.8222,
respectively; R2 values were 0.9302, 0.7697, and 0.6760,
respectively; MAPE values were 4.077%, 4.4575%, and
8.3163%, respectively; RMSE values were 41.1297, 55.8223,
and 88.2468, respectively; and MSE values were 1.6917E+ 3,
3.1161 E+ 3, and 7.7875E+ 3, respectively.

Table 3 shows that FWNN models have higher esti-
mation accuracy and better robustness than FNN, WNN,
and NN models, showing that FWNN models are more
accurate than FNN, WNN, and NN models for predicting

effluent quality and biogas (methane) production rates. .e
results of this study suggest that the FWNN model was
highly capable of extracting the dynamic IC system changes.
Considering the nonlinearity, complexity, and randomness
of the anaerobic treatment process, such a good predictive
performance of FWNN models was particularly important
for modeling the wastewater treatment process. .e FWNN
is a good choice for modeling the IC anaerobic treatment
process. .e simulated models based on the FWNN model
can be effectively applied to a full-scale IC anaerobic reactor
to cope with influent variations. .e results show that an-
aerobic wastewater treatment can be better described with
the FWNN than the FNN, WNN, and NN. Maintaining
environmental standards, FWNN models can effectively
achieve the IC anaerobic system’s environmental and eco-
nomic goals in real time. In the future, in order to optimize
the anaerobic treatment system, a control system will be
developed to monitor and control the system based on the
FWNN model.

3.5. Multidimensional Graphs of Affecting Factors and Reg-
ulating Strategies of IC. Using the partitioning connection
weights (PCW) method, the importance of the influencing
factors could generally be analyzed. In this work, four-di-
mensional graphs with two outputs were used for analyzing
the importance of input parameters to outputs.

3.5.1. Influence of pH and OLR on COD Removal Rate and
CH4 Production Rate. Figure 5(a) shows the influence of pH
and OLR on the COD removal rate and the CH4 production
rate. From Figure 5(a), when pH and OLR values varied
from 6.8 to 7.4 and from 5 to 15 kg COD/m3·d, the rate of
COD removal and the rate of production of CH4 increased,
respectively. .e treatment system was particularly sensitive
to changes in pH when the OLR was high. However, when
the OLR was above 15 kg COD/m3·d, changes in pH values

Table 2: Wavelet layer parameters of the FWNNCOD.

Rules w
COD (t) HRT (t) OLR (t) pH (t) ALK (t)

a b a b a b a b a b
1 1.5886 − 0.1273 − 1.1428 1.6123 0.7959 2.1101 1.6534 1.7961 1.8034 − 0.0412 − 1.4770
2 − 1.4397 − 1.0635 0.3172 0.3292 1.8075 1.8048 1.9308 − 0.5009 − 3.3946 − 0.1592 − 1.6507
3 − 3.2344 8.8674 8.2901 8.6132 8.6776 0.0000 − 0.6094 0.4513 − 3.3283 − 0.0012 − 1.2749
4 − 2.8787 9.4875 8.8757 9.3742 9.3019 9.4737 8.7495 − 0.5562 − 3.8668 0.3150 − 2.7147
5 − 0.1198 − 0.2082 − 1.9909 − 0.5800 − 2.8096 − 0.1405 − 1.7493 − 0.3507 − 2.4843 − 0.0722 − 4.1235
6 0.5239 − 1.1138 − 0.4318 − 2.4781 − 36.4693 0.2082 − 0.3899 − 0.0686 − 1.7075 − 0.1363 − 2.8063
7 − 2.0347 − 0.0948 − 1.5617 − 0.1529 − 1.9035 − 0.2736 − 2.4728 6.3255 6.7699 − 0.1353 − 1.7480
8 0.1759 0.1584 − 1.1703 1.0586 0.1860 − 0.8765 − 1.1716 − 0.2192 − 2.1848 0.4971 0.2769
9 − 1.4778 5.4539 4.8521 − 0.1985 − 2.1011 5.4583 4.7566 − 0.5334 − 3.6407 − 0.2719 − 4.3257
10 − 0.7646 − 0.0413 1.3235 − 1.3483 − 3.2882 0.0383 3.1448 1.4188 0.8019 − 1.3864 − 1.4296
11 − 2.4920 6.0096 5.4610 0.2843 − 2.6436 0.2806 − 2.5572 0.3079 − 2.6510 5.5745 5.5132
12 − 0.6872 − 0.2137 − 2.5483 0.0607 − 2.2885 0.0257 − 1.1678 0.3778 − 2.3892 − 0.4407 − 1.8772
13 0.6707 1.4191 0.8041 − 0.1416 − 1.7496 0.0004 − 1.3015 − 0.1572 − 2.8354 0.1461 2.4996
14 − 2.5713 8.8880 8.2832 − 0.0014 − 2.1207 8.9002 8.1486 − 0.3254 − 5.0826 8.7261 8.5458
15 − 1.2637 − 0.9244 − 12.2623 1.1685 0.0916 1.8175 0.6263 − 0.4936 − 3.2684 − 0.3105 − 2.5201
16 0.9024 − 1.6801 − 6.3276 0.9363 0.5837 1.7794 1.7951 − 0.1902 − 1.2803 0.9617 0.0144
17 0.0526 − 0.5795 0.7473 − 1.0763 − 1.2789 − 6.9178 − 96.1241 0.7802 2.6923 0.7286 2.7465
18 − 0.0466 − 0.5801 − 1.5784 − 0.3502 − 2.5046 − 0.3109 − 1.3356 0.9269 2.3812 1.0120 0.8650
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Figure 4: FWNN performance of the estimation of effluent concentrations and biogas (methane) production rate.
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rarely affected the performance of the treatment system.
When the OLR exceeded 15 kg COD/m3·d or pH was above
7.5, there was a negative effect on the rate of COD removal
and the rate of production of CH4, and the negative effect on
the rate of COD removal and the rate of production of CH4
caused by the increased OLR was lower than that caused by
low pH. Hence, when the OLR of the treatment system was
enhanced by shortening HRT or increasing the influent
COD, it was conducive to the stability of the treatment
system through adding alkali to improve pH values.

3.5.2. Influence of pH and ALK on COD Removal Rate and
CH4 Production Rate. Figure 5(b) shows the influence of pH
and influent COD on the COD removal rate and CH4
production rate. Whatever pH was in the system, when ALK
was low, it is not good for the rate of COD removal and the
rate of production of CH4. .e treatment system also be-
came immovable at low pH. When the ALK exceeded
2500mg/L and the pH in the treatment system exceeded 7.5,
the rate of COD removal and the production of CH4 in-
creased. .erefore, when the influent concentration of COD
was high, pH and ALK values were kept higher than 7.5 and
2500mg/L, respectively.

3.5.3. Influence of OLR and ALK on COD Removal Rate and
CH4 Production Rate. Figure 5(c) shows the influence of
OLR and ALK on the treatment system. When the OLR was
lower than 15 kg COD/m3·d, the treatment system was rarely
affected by ALK, and the CH4 production rate was low.
When ALK was higher than 2500mg/L, especially when it
increased from 3000mg/L to 3500mg/L, the CH4 pro-
duction rate decreased dramatically with the changes of
ALK. .e COD removal rate was low when the OLR was
over 18 kg COD/m3·d. If the OLR continuously remained
higher, the worsening trend in the treatment system would
have occurred. If the OLR remained constant, the COD
removal rate rules were obtained with the change of ALK.
Moreover, it was shown that the optimal influent OLR was
about 15 kg COD/m3·d when the treatment system ran in the
operating conditions with a pH of 7.5 and alkalinity of
3000mg/L.

4. Conclusion

.e proposed research was to establish an artificial in-
telligence-based model for modeling a full-scale anaerobic
wastewater treatment system. Combining the benefits of the
NN, FL, and WT, the FWNN could be used successfully to
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Figure 5: Impact of the parameters (a) pH and OLR, (b) ALK and pH, and (c) ALK and OLR on COD removal and CH4 production rates.
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predict effluent quality and the rate of production of biogas
according to the strong nonlinear ship between its inputs
and outputs. .e FWNN model showed higher estimation
accuracy and better robustness compared to FNN, WNN,
and NN models and achieved better performance in pre-
dicting effluent quality and production rates of biogas with
high determination coefficients R2 over 0.95. Meanwhile, the
FWNN model can be used for analyzing the importance of
the affecting factors. .e proposed hybrid approach will
provide a very impactful and cost-effective tool for modeling
the anaerobic process that helps engineers monitor opera-
tional parameters to improve the performance of anaerobic
treatment.
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In the water area monitoring of the traditional wireless sensor networks (WSNs), the monitoring data are mostly transmitted to
the base station through multihop. However, there are many problems in multihop transmission in traditional wireless sensor
networks, such as energy hole, uneven energy consumption, unreliable data transmission, and so on. Based on the high ma-
neuverability of unmanned aerial vehicles (UAVs), a mobile data collection scheme is proposed, which uses UAV as a mobile sink
node in WSN water monitoring and transmits data wirelessly to collect monitoring node data e�ciently and �exibly. In order to
further reduce the energy consumption of UAV, the terminal nodes are grouped according to the dynamic clustering algorithm
and the nodes with high residual energy in the cluster are selected as cluster head nodes. �en, according to the characteristics of
sensor nodes with a certain range of wireless signal coverage, the angular bisection method is introduced on the basis of the
traditional ant colony algorithm to plan the path of UAV, which further shortens the length of the mobile path. Finally, the
e�ectiveness and correctness of the method are proved by simulation and experimental tests.

1. Introduction

�e wireless sensor network, composed of a large number
of static or mobile sensors in a self-organizing and mul-
tihop manner, is widely used in military, medical health,
smart homes, building monitoring, environmental moni-
toring, and other �elds [1]. In the water area detection of
traditional wireless sensor networks, a terminal node
transmits data to a sink node by multihop [2]. However,
multihop transmission tends to cause an energy hole. In
other words, the nodes around the sink node, undertaking
toomany data forwarding tasks and thus consuming a lot of
energy or even exhausting the energy, will damage the
connectivity of the entire wireless network. At the same
time, the multihop transmission also produces additional
communication overhead due to collision caused by fre-
quent communication and data transmission between
nodes.

In order to solve the above problems, a wireless sensor
network with mobile nodes was born. �e sink nodes are

carried on by mobile terminals to collect data, which not
only avoids energy hole and uneven energy consumption,
prolongs the life cycle of the whole network, but also im-
proves the �exibility of data collection and the reliability of
data transmission [3–14]. In reference [2], the data acqui-
sition strategy of the mobile sink node is studied, which
improves the e�ciency of the work, but the speci�c ac-
quisition path is not planned and studied. In reference [3],
the ant colony algorithm is optimized to plan the path of
mobile sink nodes, which solves the problem that the global
search ability of traditional ant colony algorithm is weak and
easy to fall into the local optimal solution, but it fails to make
use of the wireless signal coverage characteristics of nodes in
WSN. Reference [4], taking into consideration the charac-
teristics of wide deployment range and irregular position of
the mobile terminal in the farmland information acquisition
system, proposes an energy-e�cient data collection scheme.
According to factors such as node energy and location, the
node cluster head can be selected optimally, but this scheme
cannot be applied to the scene with high real-time
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requirements. In reference [5], a maximum-minimum en-
ergy consumption probability model is proposed to optimize
the path between network neutron nodes and sink nodes,
but the energy limitation of the mobile sink itself is not
taken into account. On the basis of introducing a mobile
data collector, an algorithm of maximizing cache mecha-
nism is proposed in reference [6] to avoid the overflow of
cluster head due to insufficient cache space and prolong the
life cycle of the network, but the energy consumption of
mobile data collector is also not taken into account. A
mobile data collection strategy combined with DSDV
routing protocol is proposed in [7], which improves the
reliability of data transmission and extends the network life
cycle, however, the level of timeliness and adaptability is
not high. In reference [8], the mobile data transmitter
(MDT) is used as the mobile sink node, and a heuristic
discrete firefly algorithm is proposed, which can be used to
collect the data optimally from the sensor node. In refer-
ence [9], in order to solve the problem of energy hole in
traditional wireless sensor networks, a new path planning
scheme is proposed in this paper. It forms a generating tree
to connect all sensors, and then selects each convergence
point according to the number and distance of hops in the
tree and the amount of forwarding data from other sensors,
and proposes an enhancement algorithm to further reduce
the path distance. 0is paper presents a new optimization
method for the path of the mobile node, which is simple in
principle and has high practicability and can provide some
reference for such problems.

0is paper mainly considers the self-moving energy
consumption in the mobile data collection of the mobile sink
node from the actual environment. UAV is applied to
wireless sensor networks as a mobile sink node and puts
forward a new path optimization algorithm to optimize its
moving path and reduce the total energy consumption.
According to the dynamic clustering algorithm, the network
is divided into clusters, and the cluster head nodes are se-
lected according to the energy level. 0e cluster head nodes
of each cluster become the residence point of UAV. UAV
traverses each cluster head node from the base station,
collects the data, and returns to the base station. Its energy
consumption is mainly composed of two parts: the first part
is mobile energy consumption; the second part is con-
sumption due to data collection. Compared with the energy
consumption of receiving data, the mobile energy con-
sumption of UAV is an important part of its total energy
consumption. 0erefore, how to plan the moving path of
UAV and reduce its moving length as much as possible has
become an important part of the problem of mobile data
collection.0is paper takes into account the path planning of
mobile sink nodes in WSN and the wireless signal coverage
characteristics of nodes, further reduces the line distance of
mobile sink nodes, improves the efficiency of data extrac-
tion, and increases the endurance ability of mobile sink
nodes.

0e remainder of this paper is as follows: In the second
part, we present the model of the problem and analyze it. In
the third part, the optimization scheme is put forward, and
the simulation and experiment are carried out to prove the

effectiveness and reliability of the scheme. In the fourth part,
the summary of the proposed work is made.

2. Problem Modeling and Formulation

2.1. ProblemModeling. In the water area monitoring system
of the wireless sensor network, the sensor monitoring node
collects the data to send to each cluster head node, and then
the UAV collects the data of each cluster head node [15–17].
0e overall network model is shown in Figure 1.

Combined with the given network model, before putting
forward the model of the UAV path planning problem, the
following assumptions are made for the problem, which is
convenient for analysis and calculation.

(1) 0e altitude of the monitoring nodes will be different
in the area where the monitoring nodes are arranged.
In order to simplify the problem without losing its
generality, it is assumed that the monitoring nodes
are all in the same plane.

(2) 0e wireless signal coverage area of the mobile sink
node and the monitoring node is circular, and the
specific range is determined by the radius of the
stable transmission data of the hardware wireless
communication module. Each monitoring node and
the mobile sink node are respectively the centers of
the circle. At the same time, themonitoring node and
the mobile sink node are abstracted into the points in
the area.

Based on the above assumptions, considering the cov-
erage of the mobile sink node and the monitoring node, the
schematic diagram of the mobile sink node line can be
analyzed, as shown in Figure 2.

In Figure 2, z0 is the original position of the mobile sink
node, x1, x2, x3, x4􏼈 􏼉 is the location of eachmonitoring node.
If there are overlapping areas between the two nodes, the
middle point between the selected quantity nodes is taken as
the extraction point on the line, if not, the edge of the
coverage area is selected as the stop point, expressed as
a1, a2, a3􏼈 􏼉, and it is called the middle selection point.
y1, y2, y3, y4􏼈 􏼉 is the point with considering the wireless
signal coverage. So the line z0 − x1 − x2 − x3 − x4 is the
traditional traveling salesman problem routes [8–14], rep-
resented as TS; the line of the middle selection point is
represented as MS, y1 − y2 − y3 − y4 is the line of best stop
point with considering the coverage of wireless signal,
represented as SS. As we can see from Figure 2, the line SS
line is shorter than the other two.

2.2. Problem Formulation. 0e problem model is analyzed
and explained in detail below.

0e conventional travel quotient line TS is a better line
without regard to the coverage of the wireless signal. For
line MS, the radius of wireless signal coverage is usually
smaller than the interval distance of node arrangement,
and the final line is not as good as line SS even when there
is an intersection area. 0erefore, the line planning of the
mobile sink node considering the coverage of the wireless
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signal is transformed into the solution of the SS line. At
the same time, in the SS line, the position of the best stop
point can be found by a strategy, and the final SS line
section is composed of the initial position of the mobile
sink node and each satisfactory solution point. 0e
shortest line planning is mainly to determine the location
of each best stop point and the access order between them
by joint programming to construct the optimization ex-
pression [18–24].

In the shortest route planning problem of the flight path
of the mobile sink node, there are directly connected road
sections between the origin point and the best stop point of
the mobile sink node and the best stop point without
considering the obstacle. 0erefore, the initial position point
and the best stop point of the moving sink node form a
directed graph, which is expressed as follows: G� (V, E), in
which V � x0, y0, y1, . . . , yn􏼈 􏼉, E is the set of lines in figure
G, and the S matrix is used to indicate whether the line
segment in E is selected as the optimal line section; if Sij � 1,
the line (yi, yj) is selected, if Sij � 0, it means (yi, yj) is not
selected for the optimal line section.

0rough the above definition and explanation of the
symbol, the flight path planning problem of the mobile sink
node considering the wireless signal coverage area will be
expressed as follows:

SS : Min Γ(Y, S) � 􏽘
n

i�0
􏽘

n

j�0
Sij yi − yj

�����

�����,

xi − yi

����
����≤ r, i � 1, 2, . . . , n,

􏽘

n

i�0
Sij � 1, j � 1, 2, . . . , n,

􏽘

n

j�0
Sij � 1, i � 1, 2, . . . , n,

Sij ∈ 0, 1{ }.

(1)

In the above model, Γ is the objective function. 0e
parameter is the position Y of the best stop point and the
road selection matrix S. At the same time, the model is
explained as follows:

(1) 0e expression 1 is the objective function of the
model, indicating the length of the travel path of the
mobile aggregation node. At the same time, in the
formula, Sij indicates whether the line segment is a
segment in the travel path of the mobile aggregation
node. 0e distance between the best stop point i and
the best stop point j is expressed as ‖yi − yj‖.

(2) 0e expression 2 is a constraint condition of the
mobile aggregation node and the best stop point and
indicates that the mobile aggregation node needs to
be satisfied with the path corresponding to the ef-
fective communication range of each sensor moni-
toring node and the mobile aggregation node, and
the range is a circle centered on xi and the effective
communication radius is r.

(3) Expressions 3 and 4 represent the access constraints
of each satisfactory solution point. On the flight line
of the mobile sink node, there is only one line that
leaves and enters each satisfactory solution point.

(4) Expression 5 represents the selected matrix of the
road section, with 1 for selection and 0 for
unchecked.

3. Path Optimization Algorithm

In view of the above analysis, it can be seen that the main
problem of the shortest path planning of mobile sink nodes
is the need to determine the location of best stop points in
the wireless signal coverage range of each node and their
access order (that is, the order in which the data of each
monitoring node is extracted). In this paper, the problem is
divided into three steps: one is to cluster the nodes through
the dynamic clustering algorithm and select the cluster head
nodes, the other is to determine the access order of each
cluster head node, and the third is to determine the location
of each optimal stop point.

3.1. Prioritization Scheme

3.1.1. Improved K-Means Clustering Algorithm. In order to
divide the nodes in the network into clusters evenly and

Base station

UAV

UAV stop point
The norm nodes

UAV mobile path
Data transmission

Figure 1: Overall structure diagram of the system.
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z0 x4

a1 a2

a3

x2
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y4
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x3

Figure 2: Schematic diagram of the problem model.
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balance the energy consumption of the network and the
cluster heads of each cluster, we use the dynamic clus-
tering algorithm to cluster the nodes in the monitoring
area.

In the practical application, the K-means algorithm is
simple and practical and has higher efficiency with respect to
the clustering algorithm such as neighbor clustering and
fuzzy clustering. 0e K-means algorithm is based on min-
imizing the clustering function [25], and the clustering
function is defined as

Jj � 􏽘

Nj

i�1
Xi − Zj

�����

�����
2
, Xi ∈ Sj, (2)

where Sj is the J cluster set, Zj is a clustering center, and Nj

is the number of samples contained in the J cluster set and
the selection of the cluster center should minimize Jj, so
zJj/zZj � 0, so

z

zZj

􏽘

N

i�1
Xi − Zj

�����

�����
2

� 0,

Zj �
1

Nj

􏽘

Nj

i�1
Xi.

(3)

0e algorithm flow is as follows:

(1) Optional K initial clustering centers: Z1(1),

Z2(1), . . . , Zk(1)

(2) According to the principle of minimum distance
(Euclidean distance), the remaining samples are
assigned to one of the K clustering centers

(3) To get Zj(k + 1), j� 1, 2, . . ., k
(4) If Zj(k + 1)≠Zj(k), then go back to (2) reclassify

the samples and repeat the iterative calculation until
Zj(k + 1) � Zj(k), the algorithm converges, results
are calculated and retained

However, the final clustering results of the K-means
algorithm will be affected by the location and number of the
initial clustering center, and it is easy to converge to the local
optimal rather than the global optimum. 0erefore, we use
the binary K-means algorithm, which can overcome the
convergence of theK-means clustering algorithm to the local
optimal. 0e basic idea is that first, all points are treated as a
cluster, clustering is performed (K� 2), and then the cluster
that can minimize the sum of error squares (SES) is selected
to be divided (K� 2), until the number of clusters is equal to
the number specified by us [26–29]. 0e region is divided
into K clusters by the dynamic clustering algorithm; then,
with energy as the competitive weight, the node with the
highest energy in each cluster is selected as the cluster head
node.

3.1.2. Determine the Order of Access to Nodes. In the re-
search and discussion of analyzing the data extraction
order of each monitoring node, it can be classified as a
travel dealer problem [30, 31], because the coverage area of

the wireless signal is not considered at this time. At the
same time, for the following research, the access order of
the monitoring node is found; that is to say, the access
sequence of the best stop point corresponding to the
monitoring node is found.

0rough the analysis, it can be seen that the path
planning of the UAV is the traversal optimal path problem
in the discrete area [32]. 0erefore, when determining the
order of extracting the data from each monitoring node, the
ant colony algorithm [33] is used to realize the optimal path
planning of the mobile sink node, and the line here is
presented as the connection of each sensor monitoring node,
and the access order of the node is also determined.

In the above analysis, the ant colony algorithm is used
to plan the flight path, and the access sequence of node
data extraction is determined, as shown in Figure 3.
0erefore, when solving the shortest line planning of the
mobile sink node considering the coverage of wireless
signal, the preliminary line planning and access sequence
are obtained according to the ant colony algorithm, and
then the access order of best stop points is determined. In
this paper, according to the constraint that the access node
is 1, a monitoring node will correspond to the best stop
point, so the access order of the monitoring node is de-
termined; that is, the access order of the best stop point is
obtained. At this point, we can classify it as a simplified NP
problem [34]. In the next step, a suitable and feasible
method is needed to solve the position of the best stop
point.

3.1.3. Determination of Best Stop Points. 0e position of the
best stop point needs not only qualitative analysis but also a
quantitative solution. Since the wireless signal coverage area
of the sensor monitoring node and the mobile sink node is
circular and the center of the circle is its own position,
According to the preliminary planning of the flight line in
the previous section, a preliminary schematic diagram
containing the coverage of the wireless signal can be ob-
tained, as shown in Figure 4:

Combined with the problem model diagram and the
requirement for the quantitative solution of best stop points,
an angular bisection method is proposed to solve the specific
position of satisfactory solution points. 0e specific
implementation methods are as follows:

Starting from the preliminary path line diagram planned
by the ant colony algorithm, L is used to represent the
distance sum of the initially planned path, and there is

L � l0 + l1 + l2 + · · · + ln, (4)

where l0 is the section of the road (x0, x1), l1 is the section of
the road (x1, x2), l2 is the section of the road (x2, x3), and ln
is the section of the road (xn, x0)

Bisect the angle (the inferior angle) which is formed by
two paths across the center of a node. And extend to the
intersection of the boundary of the wireless signal coverage
area, at which point of intersection is identified as the best
stop point, and the intuitive effect is shown in Figure 5:
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And then cross point x0 to make the angular bisection of
clip 2φ0 between l0 and ln, the extension line of the angular
bisector intersects the communication boundary of point x0
at point y0, in the same manner, cross point x1 to make the
angular bisection of angle 2φ1 between l0 and l1, the

extension line of the angular bisector intersects the com-
munication boundary of point x1 at point y1 and connects
points y0 and x1 and points y0 and point y1. At this point,
the first optimized line segment with best stop point con-
nection can be reached, that is, the path of the final planning
for the mobile sink node after considering the wireless signal
coverage area. s0 is the line segment connecting points y0
and y1, and φ1 � θ1 + θ1′. As shown in Figure 5, at this point,
the length of s0 can be expressed:

s0 �

�����������������

d2
0 + r2 − 2rd0 cos θ1′

􏽱

,

d
2
0 � l

2
0 + r

2
− 2rl0 cosφ0,

cos θ1 �
l20 + d2

0 − r2

2l0d0
.

(5)

0e simultaneous formula can be obtained:

cos θ1 �
l0 − r cosφ0

d0
. (6)

Because φ1 � θ1 + θ1′,

θ1′ � φ1 − arccos
l0 − r cosφ0

d0
,

cos θ1′ �
l0 − r cosφ0

d0
cosφ1 + sinφ1

�����������������

1 −
l0 − r cosφ0

d0
􏼠 􏼡

2

.

􏽶
􏽴

(7)

So we can figure out the length of S0:

s0 �

������������������������������������������������������

d2
0 + r2 − 2rd0

l0 − r cosφ0

d0
cosφ1 + sinφ1

����������������

1 −
l0 − r cosφ0

d0
􏼠 􏼡

2

􏽶
􏽴

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠.

􏽶
􏽵
􏽴

(8)

Cluster head node
Path regardless of
signal coverage

Figure 3: An example of path planning with ant colony algorithm
regardless of signal range.

Cluster head node

Signal cover

Path when signal coverage is not
taken into account

Figure 4: An example of considering node wireless signal coverage.

l2

xn

x0

x1

x2

l0

l1

ln

sn

s0

s1

y0
yn

φ0

φn

φ1

φ2

y1

y2

ln–1

x3

xn–1

θ1

θ1′

θ
2

θ2′

Figure 5: Angular bisection line to solve best stop point diagram.
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In the same way, there is

s1 �

�����������������

d2
1 + r2 − 2rd1 cos θ2′

􏽱

,

d
2
1 � l

2
1 + r

2
− 2rl1 cosφ1,

cos θ2 �
l21 + d2

1 − r2

2l1d1
,

s1 �

������������������������������������������������������

d2
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d1

cosφ2 + sinφ2
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􏽶
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􏽶
􏽵
􏽴
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(9)

of which φ2 � θ2 + θ2′. In the end, there are

sn− 1 �

���������������������������������������������������������������

d2
n− 1 + r2 − 2rdn− 1
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(10)

After the last best stop node is obtained, it is necessary to
return to the position of the original node.0erefore, for any
line segment connected by best stops points, it can be ob-
tained by making angular bisection of the angle formed by
each line segment after the preliminary path diagram
planned by the ant colony algorithm, and the length of each
line segment can be obtained.0is section mainly focuses on
the flight path of UAV when extracting monitoring node
data. Firstly, through the analysis of the traditional path
planning algorithm, then according to the actual situation,
the path systemmodel diagram with wireless signal coverage
area is constructed, and the reasonable system model and
objective function are established. 0en the solution is put
forward, the angular bisection method is introduced to
quantitatively calculate the position of the optimal stop
point, and the rationality and feasibility of the method are
proved by formula derivation.

3.2. Simulation of PathOptimization Results. In this part, we
simulate and analyze the above optimization scheme. 0e
main parameters and their values of the simulation are given
in Table 1.

First, we randomly deploy 100 monitoring nodes in the
monitoring area, as shown in Figure 6.0en, the improvedK-
means dynamic clustering algorithm is used to cluster the 100
nodes, and the nodes with the largest remaining energy in the

cluster are used as cluster head nodes. 0e clustering results
and cluster head selection results are shown in Figure 7.

After determining the cluster head node, then the ant
colony algorithm is used to plan the path of the ten cluster
head nodes according to the position of the ten cluster head
nodes, as shown in Figure 8 and the average path distance
and final collection of the iteration are optimized for the
given ten nodes by the algorithm at this time. 0e shortest
path of convergence is shown in Figure 9.

According to the analysis in the previous section, after
considering the coverage of the wireless signal of the node,
the preliminary lines of the ten cluster head nodes are
obtained, as shown in Figure 10.

0e path optimization of the ten cluster head nodes is
carried out again after the introduction of the angle bisection
method. 0e optimization results are shown in
Figures 11and 12.

0rough the comparison of the simulation results of
Figures 9 and 12, it can be seen that the shortest distance of
the path is 695.3m without considering the wireless signal
coverage, and the final distance of the path replanned by the
angular bisection method is 602.1m without considering the
wireless signal coverage area. 0en, we simulated the path
optimization of different clustering results and obtained the
results in Table 2 and Figure 13.

From the above results, we can see that it is feasible to use
the angular bisection method to optimize the path according
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to the characteristics of wireless signal coverage (where the
position of the ten nodes is set in the simulation, and the
radius of the wireless signal coverage area r is 15m when the
path is planned by the angular bisection method, the value of
r is measured by the wireless communication module, and
the size of r is measured by the hardware of the wireless
module).

Table 1: Simulation parameter.

Parameter name Parameter values
Number of nodes (N) 100
Clustering quantity (K) 10
Cluster head proportion (P) 0.1
Heuristic factor (α) 1
Expectation heuristic factor (β) 5
Information intensity (Q) 500
Pheromone volatile factor (η) 0.5
Number of ant colonies (m) 18
Communication radius (r) 15m
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3.3. Verification of Experimental Results. According to the
simulation results, the actual test of the scheme is carried out
to verify the reliability of data collection. 0e workflow of
data collection is shown in Figure 14.

Due to the limited experimental conditions, we select the
representative temperature and PH value as a monitoring
index. 0e detection range of the DS18B20 temperature
sensor with waterproof type is 55–125. 0e detection ac-
curacy is 0.5. We used the E-201-C PH composite electrode,
and its detection range is 0–14. 0e physical diagram is
shown in Figure 15.

0e whole test process is carried out in the visual en-
vironment on the edge of the water area, and the test dis-
tance is widened continuously during the test process.
0rough the test of the reception of 1000 packets, the test
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Figure 11: Optimal diagram of angular bisection path.
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Table 2: Comparison of path simulation results at r� 15m.

Number of cluster
heads (r� 15m)

Traditional
distance (m)

Optimized
distance (m)

Optimization
degree (%)

10 684.2 581.6 15
10 736.7 617.6 16
10 767.4 636.9 17
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Figure 13: Comparison of path length before and after
optimization.

Start

Randomly deploy
sensor nodes

Using dynamic
clustering

algorithm to
cluster nodes

Select the node
with high residual

energy in the
cluster as the

cluster head node

UAV initialization Entry path cruise
mode

Fly to the best
stop point

according to the
set path, hover
and collect data

Complete the data
collection of all

cluster head nodes
and return to the

departure position

End

Considering the
communication

range, the angular
bisection method is

introduced to find the
best stop point

Figure 14: Data collection flowchart.
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results are shown in Table 3. It can be seen from the table
that, with the increase of test distance, the packet loss rate
and packet error rate will also increase, and the transmission
quality cannot be guaranteed after more than 30m and
basically cannot be transmitted after 40m, so the distance
should be controlled within 20m when deploying the node,
which can meet the requirements of data transmission.

Data are collected every 30 minutes of the system, and
statistical analysis of the experimental data is carried out to
obtain the experimental value and the actual measurement
value of the system (Table 4). 0e results show that the
temperature error is between 0.81% and 1.24%, and the error
range is reasonable. 0erefore, the system can collect the
data of the water area monitoring more accurately.

4. Conclusion

In this paper, a new mobile data collection scheme for WSN
water monitoring is proposed, which combines UAV with
WSN. According to the characteristics of the water moni-
toring network, the path planning problem of the mobile
sink node in WSN is discussed. In view of the wireless signal
coverage of nodes in WSN, the nodes are divided into

clusters and the cluster head nodes are selected as the
residence points of mobile sink nodes according to the
remaining energy. 0en, on the basis of the ant colony al-
gorithm, the angular bisection method is added to find the
best stop point in the coverage area, and the new path is
replanned. 0e derivation and simulation results show that
the optimal stop point position and the new path can be
obtained, and the distance of the new path is shorter than
that planned by the traditional algorithm. Finally, experi-
ments are carried out to further verify the reliability of the
proposed path planning scheme for collecting data.
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China’s soybean price �uctuates due to the current economic and trade frictions between China and the United States. Brazil and
the United States are regarded as two oligarchs in China’s soybean import market. A dynamic price gamemodel is established, and
price elasticity parameters are estimated by using statistical data and Rotterdam model. �e stability of Nash equilibrium point is
discussed through bifurcation diagram, maximum Lyapunov exponent, evolutionary trajectory, and time series diagram. �e
in�uence of price adjustment speed on equilibrium price is analyzed. �e numerical simulation of price adjustment speed is
carried out, which is compared with the actual situation of imported soybean price before and after the trade friction. �e results
show that the model constructed in this paper can re�ect the changing trend of price and demand and predict the short-term
import soybean prices of Brazil and the United States.�e forecast accuracy of price �uctuation is high.�e results provide model
and theoretical reference for price game under trade disputes and provide methodological reference for forecasting the price of
imported goods.

1. Introduction

Soybean is an important food crop in China. With the rapid
development of economy and society, China’s demand for
soybeans is increasing year by year. Due to the limitation of
domestic planting area and huge demand for soybeans,
China’s soybean production is far from self-su�cient, and
imported soybeans have become the main source of demand
for soybeans in China. Today, China is the world’s largest
soybean importer, accounting for 62.6% of global soybean
exports. Brazil, the United States, and Argentina are the
main sources of China’s soybean imports, accounting for
more than 95% of China’s total soybean imports. Brazil and
the United States account for more than 70% of China’s
soybean imports, and in recent years, their share has even
exceeded 80%. Brazil and the United States become the two
oligarchy source countries of China’s soybean import
market.

Since July 6, 2018, China has imposed a 25% tari� on US
soybeans. China’s demand for US soybeans has declined,
and as a buyer of soybeans, China has turned its attention to
other countries. However, some Brazilian soybean farmers
raised their prices by as much as 8% in a month. Argentina
su�ered from drought and soybean production plummeted.
China’s soybean production is insu�cient, and the huge
demand for soybeans for domestic life and production
makes the price of imported soybeans �uctuate.�erefore, it
is of great practical signi¡cance to study and compare the
changes of soybean price before and after the trade friction.

�e application of game theory and complexity theory to
product market has always been a hot topic for international
scholars. A lot of research is to analyze the complexity of
market hypothesis as oligopoly market. Limited rationality
and incomplete information are embodied in parameters
that cannot be ¡xed in the model. Once the parameters of
describing the economic system change across the linear
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stable region, they may change qualitatively, resulting in
seemingly complex multiperiodic and nonperiodic motions.
In the aspect of complexity analysis of oligopoly model,
Agiza et al. [1–4] studied the dynamic behavior of the limited
rational yield adjustment model and found stable period,
quasi-periodic bifurcation, and chaos phenomena. Con-
sidering the influence of incomplete information, bounded
rationality, and other factors on enterprises, they give the
equilibrium output solution of the dynamic model. Bischi
and Lamantia [5] proposed a Cournot duopoly monopoly
game. Considering the interdependence between enterprises
under given demand function, cost reduction simulation
technology spillover is introduced.

In order to study whether oligarchy types affect Nash
equilibrium, Tramontana [6] studied the duopoly competition
of bounded rationality and naive type. On the premise of equal
elastic demand function, they analyzed the evolution of
Neimark–Sacker bifurcation and Flip bifurcation to chaos,
respectively, and proved that the type of oligarch did not affect
Nash equilibrium, but affected its stability, as well as the chaotic
state entered after instability. Bonatti et al. [7] considered that,
in a signaling oligopoly, market prices are impacted by un-
observable demand. In a long enough time range, the game
converges to the static result of complete information.

For the Cournot or duopoly models, Nagurney andWolf
[8] developed a game theory model of a service-oriented
Internet in which profit-maximizing service providers
provide substitutable services and compete with the quan-
tities of services in a Cournot–Nash manner. Matouk et al.
[9] established a nonlinear Quadropoly game based on
Cournot model with fully heterogeneous players. Wang et al.
[10] developed an integrated duopoly model for co-
ordinating R&D, product positioning, and pricing strategy.
Taking the product substitutability into account, Nie [11]
considered the horizontal mergers under Cournot with
Bertrand competition. Saglam [12] provided a welfare
ranking for the equilibria of the supply function and
quantity competitions in a differentiated product duopoly
with demand uncertainty. A dynamic Cournot game
characterized by players with bounded rationality is mod-
eled by two nonlinear difference equations in [13]. Wang
andMa [14] considered a Cournot–Bertrand mixed duopoly
model with different expectations, where the market has
linear demand and the firms have fixed marginal cost
functions. In this article, we will apply a Cournot model to
the trade friction problem, study the nature of the model
through modeling and dynamics analysis, and explain the
trade friction phenomenon.

For game model and dynamics analysis, a lot of work has
been done in research of the supply chains. Guo and Ma [15]
applied the theory of nonlinear dynamic system to the co-
operative advertising model in supply chain, modeled the
decision-making mechanism of enterprises as a dynamic
adjustment process, and analyzed the influence of key pa-
rameters on the stability of forward Nash equilibrium. Apart
from bounded rationality, oligarchy types are characterized
by diversification. Ma and Wang [16] discussed a dual-
channel supply chain composed of onemanufacturer and one
retailer. For more research about supply chains, see [17–21].

For the study of dynamic games, evolutionary games are
also very popular. Li et al. [22] presented a model of
changing the intensity of interaction based on the individual
behavior to study the iterated prisoner’s dilemma game in
social networks. In [23], results illuminated the conditions
under which the steady coexistence of competing strategies
is possible. -ese findings revealed that the evolutionary fate
of the coexisting strategies can be calculated analytically and
provided novel hints for the resolution of cooperative di-
lemmas in a competitive context. For more research about
evolutionary game theory, see [24, 25].

For the research about the application of game theory in
economics and management, see [26–31]. Ma and Guo [26]
considered dynamic game with estimation and two-stage
consideration. -e results have an important theoretical and
practical significance to the game models with two-stage
consideration. Ma and Wu [27] applied heterogeneous
Triopoly game with multiproduct to related markets. In [28],
macroeconomic model with time delays is discussed. Re-
cently, in [29], Ma et al. established a cold chain dynamic
game model including a milk manufacturer and two
downstream oligopoly supermarkets under the wholesale
price contract in the real world. Mu et al. [30] proposed a real
estate game model with nonlinear demand function. And an
analysis of the game’s local stability was carried out. It was
shown that the stability of Nash equilibrium point is lost
through period-doubling bifurcation as some parameters are
varied. -e authors discussed a nonlinear four oligopolies
price game with heterogeneous players using two different
special demand costs in [31]. Based on the theory of complex
discrete dynamical system, the stability and the existing
equilibrium point are investigated.

However, these models focus on abstract and parameter
discussion, but not on the reality of models. In this paper, we
will not only model and perform dynamic analysis but also
estimate the parameters in the model through statistical and
quantitative methods. Furthermore, we will try to predict
future prices by the game model.

On the methods of calculation and analysis, Wang et al.
[32] took needs as the starting point, used the trade-off model
between accuracy and information quantity as the optimi-
zation criterion to construct the confidence interval, derived
the theoretical formula of the optimal confidence interval, and
proposed a practical and efficient algorithm based on entropy
theory and complexity theory. -e accurate positioning of
market oligarchs directly affects the accuracy and practical
value of stability analysis of game models.

On the game model of agricultural products, with the
innovation of industrial model, based on evolutionary game
theory, Su et al. [33, 34] established the income matrix and
replication dynamic equation of the tripartite game and
discussed and analyzed the effectiveness, stability, and key
factors of the new industrial model of agricultural super-
market docking. -ey used multivariate test to identify the
nonlinearity, fractal, and chaos of the data. It is found that
there is some confusion in the wholesale price data of ag-
ricultural products in China.

At present, there are few studies on dynamic analysis of
agricultural product price game model by Chinese scholars.
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In this paper, the soybean import market in China is as-
sumed to be a duopoly market, and a bounded rational
duopoly dynamic price game model is established. Using
game theory and chaotic dynamics theory, the import price
of soybean from Brazil and the United States was analyzed
dynamically.

-is paper studies the stability of equilibrium point,
discusses the impact of price adjustment speed of oligarchy
countries on the stable region, simulates the price evolution
law by using data statistics, and predicts the future soybean
import price and its trend. -e innovation of this paper is to
use Rotterdam model and statistical data to estimate the
actual elasticity coefficient and specific price adjustment
speed value, to realize the abstract dynamicmodel, and to get
the actual equilibrium price. It provides theoretical basis and
price forecasting methods for predicting the trend of soy-
bean import price under trade disputes and formulating
soybean import strategy [33–39].

2. Price Game Model

China’s soybean imports mainly come from the United
States, Brazil, and Argentina, the three largest soybean
producers in the world. According to the statistics of
soybean imports from China’s Customs and the Ministry
of Agriculture and Rural Areas, Table 1 lists the proportion
of soybean imports from the United States and Brazil in
China from 2006 to 2017. Since 2011, soybeans from the
United States and Brazil have accounted for more than
80% of the country’s soybean imports. In this section,
Brazil and the United States are regarded as the two oli-
garchs in China’s soybean import market. Based on du-
opoly game model, a dynamically adjusted duopoly game
model is established.

2.1. Model Assumptions. In order to get a reasonable con-
clusion, this paper simplifies the complex game process and
makes the following assumptions in line with the laws of
economy and trade.

Hypothesis 1. Brazil and the United States as two oligarchs
for China’s soybean imports, in order to make a more in-
tuitive dynamic analysis of the game model, it is assumed
that the imported soybeans from Brazil and the United
States are of the same kind, and the price of soybeans is the
average import price after paying taxes.

Hypothesis 2. According to the statistics of Wind Financial
Terminal, the import costs of soybeans from South America
and the United States are mainly inland freight, sea freight,
port miscellaneous and insurance costs. In a year, sometimes
the cost will be very close, and sometimes there will be a 100
yuan/ton gap, accounting for about 2.5% of the import price
per ton.-erefore, this paper ignores the difference of arrival
cost between Brazilian and American soybean imports.
Assuming that the import costs of Brazilian and American
soybeans are the same, the symbol w is used.

Hypothesis 3. Under the bounded rationality, the game of
soybean sales between the two countries is set as a duopoly
game model. -e two sides of the game take price adjust-
ment as a game strategy to maximize their own interests.
-ey make decisions independently at discrete periodic
points t � 0, 1, 2 . . ..

Hypothesis 4. Assume that the demand function qi(i � 1, 2)

is

q1 � a1 − b1p1 + c1p2,

q2 � a2 − b2p2 + c2p1,
(1)

where p1 indicates the price of soybeans imported from
Brazil by China, p2 indicates the price of soybeans im-
ported from the United States, q1 indicates China’s de-
mand for Brazilian soybeans, q2 indicates China’s demand
for American soybeans, a1 indicates China’s demand
preference for Brazilian soybeans, and a2 indicates
China’s demand preference for American soybeans. − b1
shows the effect of the rising price of imported Brazilian
soybean on the demand of imported Brazilian soybean in
China. It is the marginal demand of imported Brazilian
soybean. − b2 shows the effect of the rising price of im-
ported American soybean on the demand of imported
American soybean in China. It is the marginal demand of
imported American soybean. -e symbol c1 is used to
represent the impact of the rising price of imported US
soybeans on China’s demand for imported Brazilian
soybeans, c2 is used to indicate the impact of the rising
price of imported Brazilian soybeans on China’s demand
for imported US soybeans.

Hypothesis 5. As the number of soybeans imported by
China from Brazil and the United States is increasing year by
year, before the trade friction, China had a positive demand
preference for soybeans imported from Brazil and the
United States. After the outbreak of the trade friction,
China’s demand preference for imported soybeans from
Brazil remained positive, while other countries except Brazil
could not fill the gap of imported soybeans from the United
States in the short term. -erefore, in the short run, China

Table 1: China’s share of soybean imports from Brazil and the
United States in 2006–2017.

Time Brazil (%) America (%) -e sum (%)
2006 41.19 34.95 76.14
2007 34.34 37.75 72.09
2008 31.13 41.22 72.35
2009 37.59 51.25 88.84
2010 33.93 43.06 76.99
2011 39.18 42.47 81.65
2012 40.92 44.48 85.4
2013 50.17 35.12 85.29
2014 44.82 42.06 86.88
2015 49.09 34.76 83.85
2016 45.68 40.42 86.1
2017 54.41 34.19 88.6
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still has a positive demand preference for imported soybeans
from the United States. So we assume a1 > 0, a2 > 0.

Hypothesis 6. In the commodity market, people’s demand
for a certain commodity is affected by the commodity’s own
price and the price of similar substitutes. -e rise of the
product’s own price will lead to the decrease in the demand
for the product, and the rise of the price of similar substitutes
will increase people’s consumption of the commodity. So we
assume b1 > 0, b2 > 0, c1 > 0, c2 > 0.

Hypothesis 7. Assuming that the participants in the com-
petition are bounded rationality, the two oligarchs con-
stantly adjust their price strategies to carry out long-term
repeated dynamic game. Suppose that the decision-making
of the t + 1 period is adjusted on the basis of the marginal
income of the t period and the repeated game model which
satisfies the dynamic adjustment [13]. Suppose that the price
of oligopoly i(i � 1, 2) in t + 1 is

pi(t + 1) � pi(t) + gi × pi(t) ×
zπi(t)

zpi(t)
, (2)

gi ≥ 0 denotes the rate of price adjustment of manufacturer
i (i � 1, 2).

2.2. Dynamic Adjustment of the Repeated Game Model.
Under the assumption in the previous section, the profit
function πi (i � 1, 2) of two soybean manufacturers can be
expressed as follows:

π1 � q1 p1 − w( 􏼁 � a1 − b1p1 + c1p2( 􏼁 p1 − w( 􏼁,

π2 � q2 p2 − w( 􏼁 � a2 − b2p2 + c2p1( 􏼁 p2 − w( 􏼁.
(3)

Marginal profit is
zπ1

zp1
� a1 − 2b1p1 + c1p2 + b1w,

zπ2

zp2
� a2 − 2b2p2 + c2p1 + b2w.

(4)

If the marginal profit is equal to 0, the Cournot–Nash
equilibrium price is

p1 �
a1b2 − a2b1 + 2b1b2p2 + b2c1p2

b1 2b2 + c2( 􏼁
,

p2 �
− 2a2b1 − a1c2 + 4b1b2p2 − c1c2p2

b1 2b2 + c2( 􏼁
.

(5)

By introducing (3) into (2), the dynamic model of two
oligopoly games is obtained:
p1(t + 1) � p1(t) + g1 × p1(t) × a1 − 2b1p1(t) + c1p2(t) + b1w,

p2(t + 1) � p2(t) + g2 × p2(t) × a2 − 2b2p2(t) + c2p1(t) + b2w( 􏼁.

(6)

It can be seen from (6) that oligarchs will adjust their
decision-making according to the current marginal profits in

order to pursue profits. If margins are positive, they will raise
prices in the next period and, vice versa, lower prices.

2.3. Parameter Estimation. In this section, based on the
actual data obtained, the parameters in model (6) will be
estimated by statistical methods, andmore practical concrete
model will be obtained. Since only the annual soybean
demand samples from 2006 to 2017 can be obtained at
present, this paper uses Rotterdam model suitable for small
sample data to study China’s soybean import demand. In
order to make the study more accurate, the United States,
Brazil, and Argentina, which account for more than 95% of
total imports, are brought into the Rotterdam model.

2.3.1. Rotterdam Model. -e Rotterdam model was first
proposed by Barten (1964) and -eil [35]. -is model can
reasonably estimate the expenditure elasticity and price
elasticity of demand under the condition of unsatisfactory
sample size. It is widely used in the research of agricultural
import demand. -e form of this model is as follows:

ωid log qi � ri + αid logQ + 􏽘
n

i,j�1
βijd logpi, (7)

for i, j � 1, 2, 3, where ωi represents the proportion of China’s
imports of soybeans from country i to the total imports of
soybeans, qi represents China’s soybean imports from coun-
tries i, pi represents the import price of soybeans from country
i, d log qi represents the incremental ratio of imported soy-
beans, d log pi represents the increase ratio of import prices, ri

represents the change of consumption demand of imported
soybean caused by nonprice factors in the model, αi is the
Chinese marginal expenditure share on imported soybeans,
and βij represents the compensation price coefficient. When
the model is applied, ωi is usually approximated to
(ωi+ωi− 1)/2, d log qi is usually approximated to (ωi+ωi− 1)/2,
d log pi is usually approximated to log(pi/pi− 1), and d logQ is
usually approximated to 􏽐

n
i�1ωid log qi.

At the same time, the Rotterdammodel needs to satisfy the
following restrictions: (1) adding-up 􏽐

n
i�1αi � 1, 􏽐

n
i�1βij � 0;

(2) homogeneity 􏽐
n
j�1βij � 0; (3) symmetry βij � βji.

2.3.2. Model Fitting. -is paper collects the statistical data of
China’s soybean import trade from 2006 to 2017, mainly
from China Customs, Ministry of Agriculture and Rural
Areas, and Wind Financial Terminal. Some data are con-
verted and sorted out. -e integrated data are applied to this
study. In order to make the dynamic analysis image more
intuitive, the price dimension is selected as yuan/half ki-
logram. In the latter analysis, the price dimension will be
converted into yuan/kg.

Firstly, the relevant data collected are converted into
Rotterdam model by units, and αi, βij(i, j � 1, 2, 3) is fitted;
then Slutsky price elasticity is used to derive price elasticity
and cross-price elasticity [36].

Slutsky price elasticity is the price elasticity after elimi-
nating the income effect, that is, the change of demand caused
by the change of commodity price and the change of real
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income. We can get self-price elasticity by ηii � βii/ωi and get
cross-price elasticity by ηij � βij/ωi. -rough model fitting,
the constant term ri, the marginal expenditure share of
imported soybean αi, and the compensation price coefficient
βij can be obtained as shown in Table 2. -e price elasticity
coefficient is calculated from the proportion of importsωi and
the compensation price coefficient βij. According to the
Cournot model, Table 3 lists the price elasticity calculated
from the parameters in Table 2. We remark that the data in
parentheses are the t-statistics of the corresponding param-
eter estimators; the symbols ∗, ∗∗, and ∗∗∗ represent the
levels of significance at 10%, 5%, and 1%, respectively.

As can be seen from Table 3, the self-price elasticity
coefficients of soybeans in Argentina, Brazil, and the United
States are − 3.2, − 1.5, and − 1.6, respectively. -e price
elasticities are negative, the cross-price elasticities between
the main source countries are greater than 0, and the de-
mand variations caused by nonprice factors described by the
constant term are also greater than 0. -ey are in line with
the actual economic significance.

Letting − b1 � − 1.5, − b2 � − 1.6, c1 � 1, and c2 � 1.2, the
import quantities of soybeans fromBrazil and theUnited States
are weighted and the import demand parameters of Brazil and
the United States are obtained as a1 � 2.3 and a2 � 2.1.
According to the statistics, the cost w after unit conversion
fluctuates is approximately equal to 0.26. -erefore, we get a
concrete duopoly dynamic game model of soybean price:

p1(t + 1) � p1(t) + g1 × p1(t) × 2.69 − 3p1(t) + p2(t)( 􏼁,

p2(t + 1) � p2(t) + g2 × p2(t) × 2.516 − 3.2p2(t) + 1.2p1(t)( 􏼁.

(8)

3. Equilibrium Point and Stability
Analysis of Model

In this section, by solving the equilibrium points of system (6),
the stability of each equilibrium point is analyzed, and the
condition that Nash equilibriumpoints satisfy the local stability
is obtained. -e stability of the equilibrium point is further
verified by the estimated values of the economic parameters in
this section, which provides a reference range ofgi(i � 1, 2) for
the dynamic analysis of the game model in the future.

When pi(t + 1) � pi(t)(i � 1, 2), the four equilibrium
points of the discrete system (6) are obtained as follows:
E1(0, 0),

E2 0,
a2 + b2w

2b2
􏼠 􏼡,

E3
a1 + b1w

2b1
, 0􏼠 􏼡,

E4
b2 2a1 + c1w + 2b1w( 􏼁 + a2c1

4b1b2 − c1c2
,
2b1 b2w + a2( 􏼁 + c2 b1w + a1( 􏼁

4b1b2 − c1c2
􏼠 􏼡.

(9)

According to a1 > 0, a2 > 0, b1 > 0, b2 > 0, c1 > 0, c2 > 0,
and w> 0, these four equilibrium points are all nonnegative

equilibrium solutions, and E1, E2, and E3 are bounded
equilibrium points and E4 is a Nash equilibrium point. Next,
we study the local stability of these four points.

Theorem 1. 3e bounded equilibrium points E1, E2, and E3
are unstable points.

Proof. As we all know, (6) can be regarded as a dynamic
system, and its Jacobian matrix is

J �

zp1(t + 1)

zp1(t)

zp1(t + 1)

zp2(t)

zp2(t + 1)

zp1(t)

zp2(t + 1)

zp2(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (10)

where

zp1(t + 1)

zp1(t)
� 1 + g1 a1 − 2b1p1 + c1p2 + b1w( 􏼁 − 2b1g1p1,

zp1(t + 1)

zp2(t)
� g1p1c1,

zp2(t + 1)

zp1(t)
� g2p2c2,

zp2(t + 1)

zp2(t)
� 1 + g2 a2 − 2b2p2 + c2p1 + b2w( 􏼁 − 2b2g2p2.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

At equilibrium point E1(0, 0), the Jacobian matrix is

J1 �
1 + g1 a1 + b1w( 􏼁 0

0 1 + g2 a2 + b2w( 􏼁
􏼢 􏼣. (12)

Table 2: Estimation results of model parameters.

Country ri αi

βij

Argentina Brazil America

Argentina 0.06 0.30∗ − 0.49 0.31∗∗ 0.19
(2.81) (0.435) (− 0.011) (2.98) (1.2)

Brazil 0.35∗∗∗ 0.44∗∗∗ − 0.61∗ 0.38∗∗
(4.40) (4.40) (− 1.10) (3.82)

America 0.74∗∗ 0.26∗∗∗ − 0.64∗∗∗
(5.43) (5.43) (− 5.07)

Table 3: -e price elasticity of China’s demand for imported
soybeans from different countries.

Country
Price elasticity

Argentina Brazil America
Argentina − 3.2 2.0 1.21
Brazil 0.7 − 1.5 1.0
America 0.5 1.2 − 1.6
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Two eigenvalues are λ1 � 1 + g1(a1 + b1w) and λ2 � 1+

g2(a2 + b2w). Since ai > 0, bi > 0(i � 1, 2), λ1 > 1, λ2 > 1. So
E1 is unstable.

At equilibrium point E2(0, (a2 + b2w/2b2)), the Jacobian
matrix is

J2 �

1 + g1 a1 + c1
a2 + b2w

2b2
+ b1w􏼠 􏼡 0

g2c2 a2 + b2w( 􏼁

2b2
1 − g2 a2 + b2w( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(13)

Two eigenvalues are λ1 � 1 − g2(a2 + b2w) and λ2 � 1+

g1(a1 + c1(a2 + b2w/2b2) + b1w). -e feature vectors are
c1 � (0, 1) and

c2 �
b2g1 2a1 + 2b1w + c1w( 􏼁 + b2g2 2a2 + 2b2w( 􏼁 + a2c1g1

c2g2 a2 + b2w( 􏼁
􏼠 􏼡.

(14)

When g2 < (2/a2 + b2w),E2 is a saddle point and is stable
along the tangent of c1. When g2 > (2/a2 + b2w), E2 is
unstable. Since E2 and E3 have symmetrical structure, E3 is
also an unstable point. So E1, E2, and E3 are unstable. -is is
the end of the proof.

Remark 1. (the economic parameters obtained in Section
2.4). a1 � 2.3, a2 � 2.1, b1 � 1.5, b2 � 1.6, c1 � 1, c2 � 1.2,
and w � 0.26 are put into the proof of theorem 1. -en we
obtained the three marginal equilibrium points E1(0, 0),
E2(0, (629/800)), and E3((269/300), 0), respectively. -e
value of the three equilibrium points represents the corre-
sponding value of the price of imported soybeans from the
United States and Brazil in the context of the trade friction at
that time.

Remark 2. -e point E1(0, 0) means that the price of im-
ported soybeans from the United States and Brazil is 0,
which means that there are no Brazilian and American
soybeans sold in the commodity market, and China does not
import soybeans from Brazil and the United States. If China

were not importing soybeans from Brazil and the United
States, there would be no imported soybeans from either
country in circulation, and the equilibrium of zero prices
would remain. However, the reality is that China still im-
ports soybeans from Brazil and the United States from the
past to the trade friction, so this balance does not exist in the
reality.

Remark 3. -e points E2(0, (629/800)) and E3((269/300), 0)

mean that the price of at least one imported soybean from the
United States and Brazil is 0. Moreover, if the soybean price of
either party becomes 0, it will cause a rapid and substantial
increase in the demand of the corresponding party, and the
equilibrium will be broken quickly in a very short time, which
is extremely unstable. According to the expression form
before substituting into the parameter value, no matter what
the value of price elasticity coefficient and price adjustment
speed is, the equilibrium is unstable and cannot exist for a
long time. From this point of view, the three equilibrium
points E1, E2, and E3 obtained by solving the discrete system
(8) will not happen in the real economic situation. Even if it
happens in a very small probability, the equilibrium will be
spontaneously broken in a very short time under the action of
the market. In such cases, there is no need for policy in-
tervention to move towards generalization.

Next, we study the stability of point

E4
b2 2a1 + c1w + 2b1w( 􏼁 + a2c1

4b1b2 − c1c2
,
2b1 b2w + a2( 􏼁 + c2 b1w + a1( 􏼁

4b1b2 − c1c2
􏼠 􏼡.

(15)

Theorem 2. If g1, g2 satisfy

1 + j1 + j4 + j1j4 − j2j3 > 0,

1 − j1 − j4 + j1j4 − j2j3 > 0,

j1j4 − j2j3
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌< 1,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(16)

then E4 is stable, where

j1 � 1 + g1
a1 1 − c2( 􏼁 + c1c2 2a1 + 2b1w( 􏼁 − 2b1b2 4a1 + c1w + 4b1w( 􏼁 − b1c2w

4b1b2 − c1c2
+ b1w􏼠 􏼡,

j2 � g1c1
2b1b2 2a1 + c1w + 2b1w( 􏼁 − c1c2 a1 + b1w( 􏼁 + c2 b1w + a1( 􏼁 + 2a2b1c1

2b1 4b1b2 − c1c2( 􏼁
,

j3 � g2c2
2b1 b2w + a2( 􏼁 + c2 b1w + a1( 􏼁

4b1b2 − c1c2
,

j4 � 1 + g2
2b1b2 6a2 − 4b2w + 2c2w + 2a1c2 + c1c2w( 􏼁 − c1c2 a2 + a1 + b1w( 􏼁

4b1b2 − c1c2
+

c2 4a1b2 + 3b1w + a1( 􏼁 − 2a2b1c1

4b1b2 − c1c2
+ b2w􏼠 􏼡.

(17)
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Proof. -e Jacobian matrix of E4 is

J4 �
j1 j2

j3 j4
􏼢 􏼣. (18)

-e characteristic equation is

f(λ) � λ2 − Aλ + Bλ � 0, (19)

where

A � tr J4( 􏼁 � j1 + j4,

B � det J4( 􏼁 � j1j4 − j2j3,

tr J4( 􏼁
2

− 4det J4( 􏼁 � j1 + j4( 􏼁
2

− 4 j1j4 − j2j3( 􏼁

� j1 − j4( 􏼁
2

+ 4j2j3

�
F1

F2
+ j1 − j4( 􏼁

2
,

F1 � 2g1g2c1c2F11F12,

F2 � b1 4b1b2 − c1c2( 􏼁
2
,

F11 � 2b1b2 2a1 + c1w + 2b1w( 􏼁 + 2a2b1c1

+ c2 b1w + a1( 􏼁 1 − c1( 􏼁,

F12 � 2b1 b2w + a2( 􏼁 + c2 b1w + a1( 􏼁.

(20)

Since the values of parameters in economics are greater
than 0, we can obtain tr(J4)

2 − 4det(J4)≥ 0. -us, the Nash
equilibrium point E4 has real eigenvalues.

According to Jury condition [37], if E4 is stable, it is
necessary to satisfy

1 + tr J4( 􏼁 + det J4( 􏼁> 0,

1 − tr J4( 􏼁 + det J4( 􏼁> 0,

det J4( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌< 1.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(21)

When

1 + j1 + j4 + j1j4 − j2j3 > 0,

1 − j1 − j4 + j1j4 − j2j3 > 0,

j1j4 − j2j3
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌< 1,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(22)

hold, E4 is locally stable. By solving the inequality, the range
of each parameter is obtained as follows:

a1 > 1.17,

a2 > 0.35,

b1 > 1.22,

b2 > 0.25,

c1 > 0.7,

c2 > 0.29,

w> 0.1.

(23)

-is completes the proof. □

We introduce the economic parameters a1 � 2.3, a2 � 2.1,
b1 � 1.5, b2 � 1.6, and c1 � 1 to the proofs of-eorem 2.-en
equilibrium point E4((927/700), (898/700)) is obtained. For
E4, all the values of a1, a2, b1, b2, c1, c2 are within the range of
(23). By using the values of estimated parameters, we can
compute and get the Jacobian matrix:

J4 �
1 − 5.249g1 1.3243g1

1.5394g2 1 + 11.5186g2
􏼢 􏼣. (24)

-e characteristic equation is f(λ) � λ2 − Aλ + Bλ � 0,
where

A � tr J4( 􏼁 � 2 − 5.249g1 + 11.5186g2,

B � det J4( 􏼁 � 1 + 11.5186g2 − 5.249g1 − 62.5g1g2.
(25)

Since tr(J4)
2 − 4det(J4) � (5.249g1 + 11.5186g2)

2 +

8.15451g1g2, g1 ≥ 0, g2 ≥ 0, and tr(J4)
2 − 4det(J4)≥ 0, we

can attain that E4((927/700), (898/700)) has real
eigenvalues.

According to the Jury condition,

4 − 10.498g1 + 23.0372g2 − 62.5g1g2 > 0,

11.5186g2 − 5.249g1 − 62.5g1g2 < 0,

11.5186g2 − 5.249g1 − 62.5g1g2 > − 2,

⎧⎪⎪⎨

⎪⎪⎩
(26)

hold. -e inequalities define the stable region of Nash
equilibrium.

Remark 4. In the proof of-eorem 2, we calculate the stable
level of E4 under the condition of the value range of g1 and
g2, that is, the analysis of local stability of E4. -at means
that when the speed of price adjustment is controlled within
a certain range, the price of imported American soybeans
and Brazilian soybeans reaches the Nash equilibrium in the
competition of product market. -ere is no fluctuation and
the price of soybean market is stable. And when g1 and g2 go
beyond a certain range, E4 is no longer Nash equilibrium.
Both prices adjust too fast, leading to a certain degree of
fluctuations in the price of imported American soybeans and
Brazilian soybeans. -e equilibrium reached in the com-
petition between the two will be broken, and the market
price fluctuates, which is likely to have a certain impact on
consumers’ life and the healthy development of the product
market. As for the reality, after the start of the trade friction,
the imposition of high soybean tariffs will lead to the rapid
rise of the price of imported soybeans in the United States,
which will accelerate the speed of price adjustment in the
model to some extent, and thus affect the equilibrium of
soybean market.

In order to maintain the smooth operation of Chinese
soybean market, China must take corresponding policies
and measures according to the situation. When the speed of
price adjustment increases slightly and the threat to soybean
market equilibrium is relatively small, China should accel-
erate agricultural supply-side structural reform, appropri-
ately increase soybean planting subsidies, encourage
soybean planting, and increase research and development
input. In this way, we can improve the quality and quantity

Complexity 7



of domestic soybeans in the future, reduce Chinese con-
tinuous dependence on imported soybeans, and increase
domestic soybean supply. At the same time, we should
increase the investment in soybean planting abroad, so as to
effectively improve the enthusiasm of soybean planting in
other countries, diversify the import market, and optimize
the import choice. When the speed of price adjustment is
greatly accelerated, which is a great threat to soybean market
equilibrium, China can quickly turn the import channels to
South America and southeast Asian countries in a short time
and, at the same time, reduce the soybean import tariffs to
these countries in the short term to make up for the US
soybean import source gap. It is also possible to seek sub-
stitutes with similar nutrition and taste to soy products,
reduce the price of substitutes, strengthen media publicity
and popularization of nutrition knowledge, and stimulate
people’s enthusiasm for the consumption of substitutes.

4. Simulation Analysis

How does one know whether the equilibrium is affected
according to the change of price adjustment speed, so as to
know what kind of measures should be taken? Next, we will
conduct simulation analysis on the speed of price adjust-
ment and price change to make a more intuitive analysis.

In this section, the numerical dynamic evolution sim-
ulation of model (8) is carried out to observe the law of price
evolution. -e estimated values a1, a2, b1, b2, c1, c2 will re-
main relatively stable for a short time in the future.
-erefore, after the trade friction, China’s tax increase on
imported soybeans from the United States is reflected in the
rapid rise in the customs value of imported soybeans at a
certain stage. -en the price fluctuates near the high level
after rising, which is mainly reflected in the change of price
adjustment speed g in model (8). In this section, we study
the effect of the change of the rate of price adjustment g on
the equilibrium price.

4.1.3eEffect of Price Adjustment Speed on EquilibriumPrice.
From (2), we can reduce that

gi �
pi(t + 1) − pi(t)

pi(t)

zπi

zpi(t)
􏼠 􏼡

− 1

. (27)

According to the relevant data of imported Brazilian and
American soybeans from 2006 to 2017 provided by Wind
Financial Terminal, the price adjustment speeds of imported
soybeans gi(i � 1, 2) from Brazil and the United States are
calculated on the basis of (27). -e values of pi(i � 1, 2) are
taken as the average monthly prices of each year. -e
corresponding economic parameters obtained by Rotterdam
model are introduced into (zπi/zpi(t))(i � 1, 2). According
to the analysis based on accurate monthly data statistics,
before the trade friction began, the adjustment speeds of
imported soybean prices g1, g2 of Brazil and the United
States changed slowly, fluctuating around 0.03 in the stable
stage.-erefore, in this section, 0.03 is selected as the control
value of speed adjustment.

Fixing the adjustment speed of imported US soybean price
g2, we can observe the changes of imported soybean prices of
the two countries with the adjustment speed of imported
Brazilian soybean price g1. Assuming that the adjustment
speed of imported US soybean price is g2 � 0.03, with the
change of the rate of price adjustment of imported Brazilian
soybeans, the trajectories of p1 and p2 are shown in Figure 1.

Fixing the adjustment speed of imported Brazilian
soybean price g1, we can observe the changes of imported
soybean prices of the two countries with the adjustment
speed of imported American soybean price g2. Assuming
that the adjustment speed of imported Brazilian soybean
price is g1 � 0.03, with the change of the US import soybean
price adjustment speed g2, the tracks of p1 and p2 are shown
in Figure 2.

As can be seen from Figures 1 and 2, with the increase of
the speed of price adjustment gi(i � 1, 2), soybean prices
remain stable at the beginning, and oligarchs’ profits are
maximized. Neither side can make more profits by changing
prices to reach Nash equilibrium (p1, p2) � (1.324, 1.283).
However, too fast speed of price adjustment will break the
state of stable equilibrium, and the system will enter the
counter-periodic bifurcation. Faster price adjustment even
leads to chaos in the system, resulting in disorder in the
imported soybean market. Figure 3 shows the maximum
Lyapunov exponents with p1 and p2 changing, respectively.

In the max Lyapunov exponent graph, when the max
Lyapunov exponent equals 0, the system bifurcates, and
when the max Lyapunov exponent is greater than 0, the
system enters chaos. -e bifurcation and chaos in Figures 1
and 2 coincide with the change of largest Lyapunov expo-
nent in Figure 3; that is, the system goes from stable state to
double bifurcation and finally goes to chaos.

In both cases, there is little difference in the point of
bifurcation between the two oligarchs. But when the price
adjustment speed of imported soybeans from the United
States is fixed and the price adjustment speed of imported
soybeans from Brazil is gradually changing, the bifurcation
range of equilibrium price of imported soybeans from the
US increases and the range of chaotic price enlarges. Sim-
ilarly, when the price adjustment speed of Brazilian soybean
imports is fixed and the price adjustment speed of American
soybean imports gradually changes, the equilibrium price
bifurcation of Brazil soybean imports increases and the
range of chaotic price enlarges. It can be seen that when one
oligarch country’s price adjustment speed is fixed and the
other party’s price adjustment speed is changed, the price of
the fixed party will fluctuate greatly, while the changing party
will be less affected.

4.2. TimeSeries EvolutionAnalysis of Price. -e time series of
game price reflects the change of equilibrium price over
time. When g1 � 0.03 and g2 � 0.03, the system is in a stable
state, at which time the stable Nash equilibrium price evolves
over time as shown in Figure 4.

At this point, the evolutionary orbit of (p1, p2) con-
verges to a fixed point, which is the Nash equilibrium price
obtained previously, as shown in Figure 5.
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From the time point of data collected, it is found that
after China imposed tariffs on US soybeans, the price of US
imported soybeans increased significantly in a short period
of time, while the price of Brazilian imported soybeans
changed slightly. According to (27), g1 � 0.03 and g2 � 0.54.
-e maximum Lyapunov index changes from less than 0 to
equal 0 and then to less than 0. -e system goes from stable
state to bifurcation state. Time series graphs of game price
pi(i � 1, 2) under the current price adjustment speed are
drawn in Figure 6.

At this time, there are two price trends in both countries.
At this point, the evolution trajectory of the bounded ra-
tional duopoly game is shown in Figure 7. -e change
trajectories finally converge to two points (1.294, 1.486) and
(1.306, 0.9361). It is confirmed that the system of Figure 2
has entered the double bifurcation state.
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From the analysis in this section, when the price ad-
justment speeds of both players are controlled at a low level,
the equilibrium price will remain stable in the region over
time without interference from other external factors. If the
speed of price adjustment is accelerated and beyond the
stable region, the price of imported soybean will fluctuate
greatly with the cycle, and the equilibrium price will change
accordingly. Before the trade friction, the tariff preferential
policy was implemented, and the change of soybean import
price in the two oligarchs tended to be smooth. -e
emergence of tariff increases has led to rapid price changes,
accelerated price adjustment, and consequently changed
equilibrium prices, which confirms the above conclusions.

5. Conclusion and Discussion

Based on the classical game model, this paper constructs the
bounded rational duopoly game models of the United States
and Brazil. -e demand elasticity is solved by Rotterdam
model, and the elastic parameters in the game model are
obtained.-en the elastic parameters are put into the model,
the theorems are obtained and verified, and the corre-
sponding economic analysis and policy recommendations

are made. -rough the simulation, we made some intuitive
explanations about the meaning of economics. In this sec-
tion, the model is used to predict the future soybean price.

5.1. Price Forecast. -e above analysis shows that the price
adjustment speed is an important parameter in the model
(8). Estimating the price adjustment speed from the sta-
tistical data can predict the future soybean price.

From Figure 7, we can see that the equilibrium price
tends to two points after the price adjustment speed changes,
(p1, p2) � (1.294, 1.486) and (1.306, 0.9361). In reality, the
price of imported soybeans in the United States has risen.
Obviously (p1, p2) � (1.306, 0.9361) is not in line with the
actual situation. So we only discuss the case that
(p1, p2) � (1.294, 1.486).

At the point (1.294, 1.486), the price of imported soy-
beans from Brazil dropped slightly by 2.26%, while the price
of imported soybeans from the United States rose by 15.82%.
Before the trade friction, China imposed tariff preferential
policies on Brazil and the United States, and only 3% tariff
was levied on imported soybeans. As the two oligarchs in
China’s soybean import market, Brazil and the United States
have constantly adjusted their price strategies to maximize
profits, but the fluctuation of prices has slowed down. From
the end of 2017 to the beginning of 2018, the average customs
value of imported soybeans in Brazil and the United States
remained 3.4yuan/kg and 3.2yuan/kg, respectively. Re-
ferring to Wind Financial Terminal data, through (26) data
statistics, it is concluded that the price adjustment speed in
this stage is g1 � 0.03 and g2 � 0.03. -ey are brought into
the model (8) and the equilibrium prices of the model are
2.648 yuan/kg and 2.566 yuan/kg (dimensional conversion
has been overdone), respectively. Both prices are slightly
lower than the real price.

-e China-US trade friction broke out in April 2018. As
of June 2018, the customs value of imported soybeans from
the United States rose rapidly to an average of 13.72 yuan per
kilogram in a short period of time, while that of imported
soybeans from Brazil dropped to an average of 3.28 yuan per
kilogram. Referring to the detailed data statistics, we can get
the price adjustment speed g1 � 0.03 and g2 � 0.54 at this
time. In model (8), the equilibrium prices of Brazil and the
United States are 2.588 yuan/kg and 2.972 yuan/kg, re-
spectively, which are still slightly lower than the real prices.
-e price prediction errors are shown in Table 4.

In addition, our model has good prediction accuracy for
price fluctuations. In reality, Brazil’s soybean import price
decreased by 3.5% while the US soybean import price in-
creased by 16.25%. In our model (8), the import price of
Brazil decreased by 2.26%. -e import price of the United
States increased by 15.82%. -e relative errors of model are
35.98% and 2.65%, respectively. -e prediction for price
fluctuations is shown in Table 5.

5.2. Evaluation of the Model. In the actual import trade, the
change of soybean imports from Brazil and the United States
to any extent can be quantified by (26) the price adjustment
speed value and then brought into the model (8) to obtain
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the game equilibrium price under this situation. From the
above analysis, we can see that the price obtained by the
model is about 20% lower than the real price, and the price
before and after the model is very close to the real price
before and after the rise and fall; the difference of the US
price is less than 3%. It can be seen that the model used to
simulate and predict the rise and fall of imported soybean
prices in Brazil and the United States in a short period of
time is ideal. When prices fluctuate dramatically, we can get
a more accurate range of price changes.

-ere may be two reasons for the underestimation of the
price predicted by the model. On the one hand, this paper
only collects and uses the annual data from 2006 to 2017.-e
sample size is small, which results in the deviation of eco-
nomic parameter estimation, and then affects the prediction
of equilibrium price in the game model. On the other hand,
the import cost will fluctuate due to RMB exchange rate, sea
freight, weather, and other factors. In the future, the
transportation mode of the two countries may be improved,
and the cost will also change. Next, we can refer to the
relevant import literature, establish cost function, and sys-
tematically consider the factors affecting the cost. According
to the latest data, after the trade friction, Brazil and the
United States fluctuated smoothly on the basis of fluctuating
prices, further concretizing the model, and bringing the
latest large-scale sample data into the Rotterdam model to
obtain more economic parameters in line with the present
stage and in the future. It can not only predict the increase of
imported soybean price before and after the trade friction
but also make the model more accurate in predicting the
imported soybean price in the short time after the trade
friction.

China imposed a 25% tariff on soybeans from the United
States, which caused the import price of soybeans to rise
rapidly in a short period of time. -e import price of
soybeans from the United States increased substantially but
had little impact on the import price of soybeans from Brazil.
-is conclusion is the same as that obtained in Section 4.1. If
soybean importers want to maintain stable market demand,
they should take price reduction actions to maintain volatile
import demand and avoid large losses. Otherwise, China will
turn its demand for US soybeans to other countries.

-e reason why the duopoly game model of Brazil and
the United States was used before and after the trade friction
is that after the outbreak of the trade friction, because of the

soybean growth cycle and the past soybean planting inertia
of other countries, as well as the impact of natural disasters
in some countries this year, other countries cannot quickly
meet the huge demand of soybean import in China in the
short term of six months to one year. In order to maintain
domestic supply stability, the United States is still a major
oligopolistic supplier except Brazil in the short term, and the
duopoly game model is still applicable to the United States
and Brazil in the short term.

5.3. Requirement Analysis. In demand forecasting, the
equilibrium prices corresponding to g1 � 0.03 and g2 � 0.03
are p1 � 1.324 and p2 � 1.283, and the equilibrium prices
corresponding to g1 � 0.03 and g2 � 0.54 are p1 � 1.294 and
p2 � 1.486. -e equilibrium price under the above two
conditions and the economic parameter values a1 � 2.3, a2 �

2.1, b1 � 1.5, b2 � 1.6, c1 � 1, and c2 � 1.2 obtained by Rot-
terdam model above are brought into the demand function
(1). -e comparative analysis shows that the demand for
imported Brazilian soybeans increases by 15.53%, while the
demand for imported American soybeans decreases by
22.05%.-is means that China-US trade frictions have led to
a decrease in China’s demand for imported soybeans from
the United States and an increase in Brazil’s demand for
imported soybeans. According to the daily import data of
soybean collected byWind Financial Terminal, since January
2018, there are a lot of incomplete data, which cannot get the
precise change range of import volume. However, we can
roughly compare the increase and decrease of soybean
imports in the postwar period of 2018 with the same period
in previous years. -e demand for imported Brazilian
soybeans increased compared with the same period in
previous years, and the demand for imported American
soybeans decreased significantly compared with the same
period in previous years, which is consistent with the pre-
dicted trend of the demand model in this paper.

Demand will affect prices to a certain extent. In the
current state of high tension in Sino-US trade relations, a
substantial reduction in the import of US soybeans in the
short term will help China to take the initiative in the late
China-US trade negotiations. However, China has a large
demand for soybeans. In the short run, the demand for
soybeans from the United States will be transferred to other
countries, which will theoretically lead to the rise of im-
ported soybean prices from other countries. In Section 5.1,
the price change of Brazilian imported soybeans predicted
by the model is consistent with the actual trend of Brazilian
imported soybean price change, showing a downward trend.
-e differencemay be due to the decrease of China’s demand
for imported soybeans from the United States, which to a
certain extent leads to competition among soybean

Table 4: Price prediction errors.

gi
g1 � 0.03, g2 � 0.03 g1 � 0.03, g2 � 0.54

pi Model Real Relative error (%) Model Real Relative error (%)

Brazil 1.324 1.7 22.4 1.294 1.64 21.1
America 1.283 1.6 20 1.486 1.86 20.11

Table 5: Prediction for price fluctuations.

pi Model (%) Real (%) Relative errors (%)

Brazil − 2.26 − 3.53 35.98
America 15.82 16.25 2.65
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producers other than the United States. South America,
Southeast Asia, and other countries have lowered prices in
order to obtain opportunities to export to China.

5.4. Suggestions. From a long-term point of view, without
affecting domestic consumption demand and industrial
development, we need to take certain measures to reduce the
import scale substantially. As far as China is concerned,
there is great potential for soybean cultivation in China.
China should speed up the structural reform of agricultural
supply side, properly increase the subsidy for soybean
cultivation, encourage soybean cultivation, increase R&D
investment, improve the quality and quantity of domestic
soybean, reduce the dependence on imported soybean, and
increase domestic soybean supply. As far as China’s foreign
strategy is concerned, the economic and trade frictions
between China and the United States continue to increase
China’s imports of soybeans to South America and the
“along the way” countries and further reduce the de-
pendence on us soybeans. Since July 1, China has reduced
the tariff rates on soybean imports from 3% to zero in India,
Korea, Bangladesh, Laos, and Sri Lanka. -rough the tariff
reduction and exemption policy, developing and tapping the
soybean planting potential of other countries in the world,
increasing investment in soybean planting abroad, im-
proving the enthusiasm of soybean planting in other
countries, realizing diversification of import market, and
optimizing import choice are very important for filling the
vacancy of imported soybean in the United States and
maintaining the stability of soybean market in China.
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�e present study proposes a new algorithm for device-to-device (D2D) user density identi�cation in a 5G network based on
resource allocation.�emethod initially established a multiobjective optimization function that calculates system throughput and
quality of service (QoS) of D2D users. �e optimal resource allocation result of the multiobjective function is obtained via the
improved whale optimization algorithm (IWOA). System throughput after resource allocation exhibits a linear relationship with
the number of users. �erefore, the D2D user density areas are accurately identi�ed via the throughput value. �e simulation
result reveals that the accuracy of D2D user density identi�cation reaches 95%.

1. Introduction

With the popularization and performance improvement of
smartphones, it is important for a 5G network to satisfy
individuals’ demands for ultrahigh tra�c density and
connection density. Conversely, it is necessary to consider
the e�ect of di�erent resource allocation strategies under
di�erent scenarios and tra�c loads [1]. �e resource allo-
cation method of device-to-device (D2D) technology in
D2D and cellular hybrid networks improves system
throughput and decreases transmission delay, and D2D
technology allows adjacent users to directly communicate.
�e transmitting power of the node is low and can eliminate
self-interference and solve the resource allocation problem
in crowd-gathering scenarios [2], and throughput after re-
source allocation e�ectively re�ects regional D2D user
density. �us, the performance of the resource allocation
algorithm directly determines the accuracy of the D2D user
density.

Currently, the main achievements of extant studies on
D2D resource allocation technology are as follows.�e study
[3] considers a communication scenario, and each D2D
technology can reuse a cellular resource. �e study proposes
a method to solve the optimal power allocation scheme via

establishing an optimal objective function. �e study [4]
examines a scenario in which a pair of D2D multiplexers
reuses a cellular downlink resource. Additionally, the study
proposes a resource allocation method based on user in-
terrupt probability and connection probability to maximize
system throughput. �e study [5] proposes a new resource
allocation method based on the interference control
mechanism of DT maximum/minimum power standard,
and this decreases the interference of hybrid cellular net-
works. �e study [6] proposes a method that guarantees the
quality of service (QoS) although the method does not
improve the throughput.�e study [7] proposes the resource
allocation method under a 28GHz bandwidth, and this
improves system throughput via limiting the interference
value although it does not signi�cantly decrease interference.
�e study [8] proposes an adaptive power control method
based on the cellular user interference threshold that
maximizes energy e�ciency under the condition of satis-
fying the minimum QoS of D2D users. In [9], the resource
allocation problem in the underlying cellular network of
D2D communication was de�ned as a game of alliance
formation, and the power allocation was optimized by the
whale optimization algorithm (WOA). �is method maxi-
mizes the throughput of the D2D system and guarantees the
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minimum rate per user. But it does not show any di�erence
between the WOA and traditional optimization algorithms.

In summary, the aforementioned methods including those
in [3–5] are unable to guarantee the QoS of D2D users, and
thus, this constitutes a simple choice for cellular users based on
distance. �e aforementioned methods including those in
[6–9] guarantee the QoS of D2D users although most of them
do not limit the interference value and improve system
throughput. �erefore, the result of the resource allocation
technology does not re�ect real D2D user density areas.

For the aforementioned problem, this study presents a
new resource allocation method in the 5G network. �e
method initially establishes a multiobjective optimization
function that contains system throughput and QoS of D2D
users. Furthermore, the multiobjective optimization func-
tion is solved via the improved whale optimization algo-
rithm (IWOA), and the result corresponds to an optimal
resource allocation method. �e method guarantees an
approximate linear relationship between the system
throughput and the number of users. �erefore, D2D user
density areas are accurately identi�ed by the throughput
value after performing the optimal resource allocation
method.

�is study consists of four main sections: Section 2
describes the 5G communication scenario and existing
problems. Section 3 describes resource allocation based on
the IWOA. Section 4 presents simulated results. Experi-
mental results indicate that the proposed algorithm obtains a
high-accuracy result for D2D user density identi�cation.

2. Scenario Description

In this study, we assume that there are D2D users and
cellular users in a scenario. Furthermore, there is distur-
bance between the D2D users and the cellular users. To
satisfy the users’ QoS, each cellular resource can be multi-
plexed by only one D2D pair, and each D2D pair can
multiplex the multilink resource of cellular users. �e D2D
users can share spectrum resources of cellular users. �e
D2D users can communicate with each other through the
cellular mode, D2D special mode, and D2D multiplexing
mode.�eD2D users can be grouped into the same group by
distance [10]. Figure 1 shows the D2D and cellular hybrid
network system.

In this scenario, the path loss model can be de�ned as
follows [11]:

PL(d) � μ + 10α log10(d) + ε, (1)

where ε denotes the response lognormal shadow, α denotes
the path loss index, μ denotes the path loss coe�cient, and d
denotes the communication distance. Normally, the path
loss model can be divided into the line-of-sight (LOS) model
PLLOS and the non-line-of-sight (NLOS) model PLNLOS, and
equation (1) can be represented as

PLD2D � p1 × PLLOS + 1 − p1( ) × PLNLOS. (2)

Based on the Shannon equation, the throughput of the
CU and DU is [12]

RDU
j � B log2 1 + rDUj( ), (3)

RCU
i � B log2 1 + rCUi( ), (4)

where rDUj denotes the signal-to-interference-plus-noise
ratio (SINR) of D2D users, j ∈ 1, . . . ,M{ }, in which M
denotes the number of D2D users; rCUi denotes the SINR of
cellular users, i ∈ 1, . . . , N{ }, in whichN denotes the number
of cellular users; and B denotes the channel resource
bandwidth.

rDUj and rCUi can be de�ned as

rDUj �
PDU
j Gj,j

∑Ni�1xi,jPCU
i Gi,j +∑

N
i�1∑

M
i�1xi,jP

DU
j Gj,j + δ2ξ

, (5)

rCUi �
PCU
i Gi,B

∑Mj�1xi,jPDU
j Gj,B + δ2ξ

, (6)

where Gj,j denotes the channel gain between CUi and DUj,
Gi,B denotes the channel gain between CUi and the base
station, Gj,B denotes the channel gain between DUj and the
base station, δ2ξ denotes the white Gaussian noise, PCU

i
denotes the transmitting power of CUi, and PDU

j denotes the
transmitting power of DUj. When xi,j � 0, DUj does not
multiplex the resource of CUi. Equation (5) can be rewritten
as rDUj � PDU

j Gj,j/δ
2
ξ . When xi,j � 1, DUj multiplexes the

resource of CUi.
Based on equation (3), the maximum system throughput

of D2D users can be de�ned as

R � max
x

∑
j∈M

RDU
j





. (7)

To identify the D2D user density, it is necessary to �nd
the resource allocation method to obtain the optimal
system throughput, which has a linear relationship with the

D2D D2D

D2D D2D

D2D D2D

D2D D2D

D2D D2D

D2D D2D

CU

CU

CU

CU
CU

DU DU

Figure 1: D2D and cellular hybrid network system (CU� cellular
user and DU�D2D user).
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number of D2D users. As shown in Figure 2, when the
number of D2D users is dense, the throughput of D2D
users is larger.

Conversely, to guarantee the QoS of D2D users, the
function of satisfaction is used [12–14]:

UDU
j �

log 1 + bDUj( )
log 1 + bDU,max

j( )
, (8)

where bDUj denotes the allocated resources of DUj and
bDU,max
j denotes the maximum value of bDUj . When
bDUj � bDU,max

j , UDU
j can achieve the maximum value, which

means the customer’s satisfaction of users reaches the
maximum value; namely, the system QoS achieves the op-
timal value.

3. D2D User Density Identification
Based on IWOA

Normally, when the number of D2D users is low, given the
linear relationship between the number of D2D users and
the throughput, it is possible to identify the area of D2D user
density in a 5G network via the throughput estimation in
each region. However, for many traditional resource allo-
cation algorithms (e.g., cheat-proof pricing method [15],
heuristic method [16], and GA-based method [17]), with the
increasing D2D users, the relationship between the number
of D2D users and the throughput estimated becomes
nonlinear. �us, the identi�cation of the D2D user density
region is more di�cult.

In Figure 3, the points correspond to the actual collected
data between the number of D2D users and the throughput
and the line denotes the �tting curve of the collected data.
With increases in D2D users, the interference of D2D
communication with cellular communication increases, and
interference between D2D communications also increases.
�e increase of system throughput tends to be gentle.
�erefore, it is di�cult to accurately estimate the number of
D2D users via the traditional method. To solve this problem,
an optimal resource allocation algorithm based on the
IWOA is proposed.

Firstly, a multiobjective optimization function is
established and contains the system throughput and QoS of
D2D users. Subsequently, an improved whale optimization
algorithm (IWOA) is provided to search for the optimal
value of the objective function. Finally, the system
throughput will increase linearly with the increasing number
of D2D users. �e basic principles of the improved algo-
rithm are described as follows.

3.1. Multiobjective Optimization Function. Based on equa-
tions (3), (5), and (7) the maximum system throughput of
D2D users’ objective optimization function is given as
follows:

fobj1 � max
x

∑
j∈M

RDU
j





 � max

x
∑
j∈M

B log2 1 + rDUj( )




,

(9)

s.t. rCUi ≥ SINR
CU
i,min , (10)

rDUi ≥ SINR
DU
i,min, (11)

0≤PDU
j ≤P

DU
j,max, j � 1, . . . ,M, (12)

0≤PCU
i ≤P

CU
i,max, i � 1, . . . , N, (13)
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Figure 2: D2D user density in di�erent regions.
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Figure 3: Distribution of the number of D2D users and
throughput.
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􏽘

M

i�1
xi,j ≤ 1, (14)

􏽘

N

j�1
xi,j ≤K. (15)

Equation (9) denotes the objective function, equation
(10) denotes the minimum SINR threshold of CUi, equation
(11) denotes the minimum SINR threshold of DUj, equation
(12) denotes the transmitting power limitation of DUj,
equation (13) denotes the transmitting power limitation of
CUi, equation (14) means that each D2D user can only share
resources with a cellular user, and equation (15) shows that
the resource of each cellular user can be multiplexed via the
K D2D users.

To guarantee the QoS of D2D users, the QoS objective
optimization function is given as follows:

fobj2 � max
x

log 1 + bDUj􏼐 􏼑

log 1 + bDU,max
j􏼐 􏼑

⎧⎨

⎩

⎫⎬

⎭, (16)

s.t. bDUj ≥ 0 , (17)

􏽘
j∈M

b
DU
j ≤B

DU
. (18)

Equation (16) denotes the objective function, equation
(17) denotes the minimum value of the allocated resources
DUj, and equation (18) denotes the total resources.

,erefore, the multiobjective optimization function is
defined as follows:

fobj � max
x

αfobj1 +(1 − α)fobj2􏽮 􏽯. (19)

,e constraint condition of equation (19) denotes
equations (10)–(15), (17), and (18). Specifically, α denotes a
constant number within (0, 1). If the optimization objective
focuses on optimizing the system throughput, then α> 0.5. If
the optimization objective focuses on optimizing the QoS of
D2D users, then α< 0.5.

3.2. Resource Allocation Mechanism Based on IWOA.
Evidently, the optimization problem of equation (19) cor-
responds to a nonlinear optimization problem, which be-
longs to the NP-hard problem. It is difficult to directly obtain
the global optimal solution. For the problem, the IWOA is
proposed in this study, and the IWOA corresponds to an
improved form of the whale optimization algorithm (WOA)
[17–21].

,e IWOA is a bionic intelligent optimization algorithm
that imitates the feeding behavior of humpback whales.
Specifically, the IWOA includes the following three stages:
the walking and foraging stage, the encircling and con-
tracting stage, and the spiral predation stage.

(a) In the walking and foraging stage, humpback whales
can recognize the location of the prey via the location

of a random individual whale. ,e behavior is
represented by the following equations:

D
→

� C
→

· X
→

rand − Xt

�→􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

X
→

t+1 � X
→

rand − A
→

× D
→

,

(20)

where A
→

and C
→

denote coefficient vectors, D
→

de-
notes the distance vector from an agent to target
food, X

→
rand denotes the random position vector of

the best solution, Xt

�→
denotes the current position

vector, and X
→

t+1 denotes the next position vector.
,e vectors A

→
and C

→
are defined as follows:

A
→

� 2 a
→

· r
→

− a
→

, (21)

C
→

� 2 · r
→

, (22)

where r
→ denotes a random vector in [0,1], and a

→

linearly decreases from 2 to 0 in the WOA. When
|A|≥ 1, the whales are in the walking and foraging
stage, and when |A|< 1, the whales go to the next
stage.
In this study, the new resource allocationmechanism
should satisfy the D2D user’s throughput and QoS,
and the QoS of cellular users must also be guaran-
teed. ,erefore, the whale population vector variable
Xt

�→
is defined as follows:

Xt

�→
� P

DU
j , r

DU
j , b

DU
j , P

CU
i , r

CU
i , b

CU
i , xi,j􏽨 􏽩. (23)

As shown in equation (21), the variables that should
be optimized include the following: transmission
power variables PDU

j and PCU
i , SINR variables rDUj

and rCUi , allocated resources bDUj and bCUi , and the
multiplex variable xi,j.

(b) In the encircling and contracting stage, when the
whales search for food, the other whales approach
the optimal whale position and surround their food.
,e mathematical model is given as follows:

D
→

� C
→

· X
∗
t

��→
− X

→
t

􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌,

X
→

t+1 � X
∗
t

��→
− A

→
· D
→

,

(24)

where X
∗
t

��→
denotes a random position vector selected

from the current population.
(c) In the spiral predation stage, the whales usually

move in a spiral direction towards the optimum
position of the whale and create bubble nets to
surround the prey for predation. ,e mathematical
model of whale spiral migration for predation is
given as follows:

X
→

t+1 � D′
�→

· e
b l
→

· cos(2π l
→

) + X
∗
t

��→
, (25)

where D′
�→

� |X
∗
t

��→
− Xt

�→
| denotes the distance of the

whale to the best solution obtained, b denotes a
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constant to define the shape of the logarithmic spiral,
and l denotes a random number in (− 1, 1).

Additionally, we then define a random variable p to
distinguish the contraction-bounding stage from the spiral
predator, and the mathematical model is given as follows:

X
→

t+1 �
X∗
��→

− A
→

· D
→

, p< 0.5,

D
→

· eb l
→

· cos(2π l
→

) + X
∗
t

��→
, p≥ 0.5.

⎧⎪⎨

⎪⎩
(26)

However, the WOA exhibits the disadvantage of in-
adequate global search capability in the early stage and
slow convergence speed in the later stage [19]. To solve the
issues, the IWOA is proposed, and the difference between
the IWOA and the WOA is in the spiral predation stage.
,e equation of spiral walking in the IWOA is defined as
follows:

X
→

t+1 � w × D′
�→

· e
b l
→

· cos(2π l
→

) + X
∗
t

��→
, (27)

where w denotes the updated weight and is given as follows:

w � wmin + wmax − wmin( 􏼁β,

β � cos arctan std fobj􏼐 􏼑􏽨 􏽩􏽮 􏽯,
(28)

where β denotes the humpback whale aggregation factor,
wmin denotes the minimum weight value, wmax denotes the
maximum weight value, and std(fobj) denotes the variance
of the fitness value. In the initial stage of iteration,
std(fobj) is big, the value of arctan[std(fobj)] is close to pi/
2, and the value of β is close to 0. At the end of the iteration,
std(fobj) is small, the value of arctan[std(fobj)] is close to
0, and the value of β is close to 1. ,erefore, with the
continuous iteration, w will increase from wmin to wmax
gradually. ,e optimal objective function fobj is given in
equation (19).

In the initial iteration stage of the IWOA, β and w are
higher, and this accelerates the convergence of the algo-
rithm. In the late iteration stage of the IWOA, β and w are
low, and this improves the accuracy of optimization.

Based on the aforementioned principle of the IWOA, the
IWOA can be considered a global optimizer. It solves the
NP-hard problem and obtains the global optimal solution of
equation (19).

3.3. D2D User Density Identification. After optimization by
the IWOA, the optimal parameters after resource allocation
are achieved as follows:

Xoptimal � 􏽢P
DU
j , 􏽢r

DU
j , 􏽢b

DU
j , 􏽢P

CU
i , 􏽢r

CU
i , 􏽢b

CU
i , 􏽢xi,j􏼔 􏼕. (29)

We assume that the number of regions in a large region
corresponds to S, and the optimal throughput of D2D users
in each region by the IWOA is expressed as follows:

TPS � TPS1,TPS2, . . . ,TPSS􏼂 􏼃. (30)

Furthermore, we assume the number of D2D users in
each region is

Np � Np1, Np2, . . . , Nps􏽨 􏽩. (31)

,e proposed method in this study considers the QoS of
D2D users that decreases the interference of D2D com-
munication with cellular communication and interference
between D2D communications. ,erefore, the data distri-
bution between the number of individuals and the
throughput in different regions is shown in Figure 4.

As shown in Figure 4, the relationship between the
number of D2D users and the system throughput in different
regions by data fitting is defined as follows:

Np � k0 × TPS + k1, (32)

where k0 and k1 denote the function fitting value, and Np

and TPS satisfy a linear relationship. Although k0 and k1 are
unknown, the D2D user density areas can be identified by
the throughput value after the optimal resource allocation
method provided that they satisfy the linear relationship.

In summary, the flow chart of the proposed method in
this study is shown in Figure 5.

3.4. Algorithmic Complexity Analysis. ,e optimization al-
gorithm proposed in this study consists of initializing the
whale population, calculating the fitness function, and
updating the whale location. When the whale population
corresponds to N and the dimension of the optimization
problem corresponds to D (D denotes the number of var-
iables in equation (23)), the complexity of the proposed
algorithm is analyzed as follows: the complexity of the initial
whale population corresponds toO(ND), and the complexity
of fitness calculation corresponds toO(NlogN). In the whale-
position-updating process, the computational complexity
corresponds to O(ND). ,erefore, in each iteration, the
complexity of the algorithm corresponds to
O(NlogN+ 2ND).

4. Simulation and Analysis of the
Proposed Method

,e proposed algorithm is validated in a 5G network sce-
nario of a large region, and many cells exist in the scenario.
,eD2D users and cellular users are randomly distributed in
the cells. ,e proposed algorithm is simulated through
MATLAB to identify D2D user density.

4.1. Parameters of the Simulation Experiment. ,e simula-
tion parameters are shown in Table 1. ,e system perfor-
mance of the algorithm proposed in this study is simulated
and analyzed via MATLAB.

4.2. Simulation and Experimental Analysis. ,e simulation
scenario and D2D user scatter map are shown in Figure 6.
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In Figure 6, “+” denotes the D2D sender, “∗” denotes the
D2D receiver, and “o” denotes the cellular user. Figure 6
shows areas with di�erent D2D user densities. Table 2 lists
the system throughput and user satisfaction of di�erent
algorithms including the random distribution, heuristic
distribution [16], and geometric programming resource
allocation [22].

As shown in the simulation results in Table 2, increases
in D2D users linearly increase the throughput from the
proposed algorithm. When the number of D2D users ex-
ceeds 40, the throughput of other algorithms increases
slowly. �erefore, it is di�cult to identify the density from
the throughput indicators. Conversely, the QoS of the
proposed algorithm also exceeds that of the other three
algorithms.

To compare the advantages of the algorithm more
clearly, we change the number of D2D user pairs from 10 to
80.�en, the system throughput performance comparison is
shown in Figure 7.

�e system QoS performance comparison is shown in
Figure 8.

As shown in Figure 7, increases in D2D users also in-
crease the complete system throughput. Furthermore, the
growth of the proposed algorithm exceeds that of the other
three reference algorithms. �e number of D2D users and
throughput satisfy a linear relationship. �is is because the
proposed algorithm selects the optimal D2D users for cel-
lular users to multiplex. However, the interference of D2D
communication with cellular communication increases, and
the interference between the D2D communications also
increases through the other three algorithms. �erefore, the
performance of the proposed algorithm exceeds that of the
other reference algorithms.

Based on the simulation result in Figure 6, the linear
relationship between the number of D2D users and the
system throughput satis�es the following expression:

Calculate the initial fitness according to equation (19)

t = t + 1

Choose the optimal whale individuals
Xopt = (Pj

DU, rj
DU, bj

DU, Pi
CU, ri

CU, bi
CU, xi,j)opt

Parameter initialization
Xt = (Pj

DU, rj
DU, bj

DU, Pi
CU, ri

CU, bi
CU, xi,j)

Walking and foraging stage

Encircling and contracting stage

Spiral predation stage

Update the fitness value 
according to formula (19) and 

new whales 

Is it over?

Y

N

Start loop iteration

Section 3.3

Section 3.1

Section 3.2

Obtain an optimal 5G
resource allocation model

Identification of D2D user
density based on formula (32) and

system throughput

→

→

Figure 5: Data progression.

Table 1: Simulation parameters.

No. Performance index Value
1 Cell radius, R 400m
2 Number of D2D user pairs, M 10 :10 : 80
3 Number of cellular users, N 10
4 Maximum power of the DU, PDU

j,max 15 dBm
5 Maximum power of the CU, PCU

j,max 24 dBm
6 Minimum distance of D2D users, dmin 10m
7 Maximum distance of D2D users, dmax 50m
8 SINR threshold of the CU, SINRCU

i,min 2
9 SINR threshold of the DU, SINRDU

i,min 2
10 Total resources of the cell, BDU 100
11 Noise power density, N0 − 174 dBm/Hz
12 Subchannel bandwidth, BW 180 kHz
13 Path loss model of the DU 148 + 40log10(d)
14 Path loss model of the CU 128.1 + 36.7log10(d)

0 20 40 60 80 100
The number of D2D users

0

0.5

1

1.5

2

2.5

Th
ro

ug
hp

ut
 (b

it/
s)

×108

Figure 4: Data distribution between the number of individuals and
the throughput.

6 Complexity



–400 –200 0 200 400
–400

–200

0

200

400

(a)

–400 –200 0 200 400
–400

–200

0

200

400

(b)

–400 –200 0 200 400
–400

–200

0

200

400

(c)

–400 –200 0 200 400
–400

–200

0

200

400

(d)

Figure 6: Distribution of D2D users in di�erent areas. (a) Area 1, N� 10. (b) Area 2, N� 20. (c) Area 3, N� 40. (d) Area 4, N� 80.

Table 2: System throughput and user satisfaction of di�erent algorithms.

Algorithm Area no. �roughput (Mbps) QoS (%)

�e proposed algorithm

1 18.30 84.30
2 35.57 83.28
3 71.59 84.70
4 140.62 73.65

Random distribution

1 17.67 82.30
2 34.48 81.28
3 65.70 78.65
4 88.69 65.21

Heuristic distribution

1 18.67 83.22
2 34.87 82.19
3 67.76 81.70
4 97.79 72.65

Geometric programming resource allocation

1 18.98 86.22
2 35.62 81.56
3 70.31 80.53
4 120.76 73.21
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Figure 7: �roughput comparison.
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Figure 8: QoS comparison.
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Np � 0.5635 × TPS − 0.4331. (33)

As shown in Figure 8, with increases in D2D users, the
QoS of the proposed algorithm is maintained at approxi-
mately 80%.,e QoS of the other three reference algorithms
decreases. It is worth noting that there is a drop in the QoS at
20 D2D users for the proposed algorithm.,is is because the
number of simulation cycles is fewer, which may cause some
drops at some points.

Finally, we analyze the D2D user density based on the
conclusion of equation (33), and the accuracy of the pro-
posed algorithm is listed in Table 3.

Table 4 lists the accuracy of different algorithms in-
cluding the random distribution, heuristic distribution [16],
and geometric programming resource allocation [22].

,e simulation results show that D2D user density in
different areas is accurately calculated by the algorithm
proposed in this study.

5. Conclusion

In this study, a new resource allocation method is proposed
for the problem of D2D user density identification in a 5G
network. ,e method initially establishes an optimization
function that contains the system throughput and QoS of
D2D users. Additionally, the optimization function is solved
via the IWOA. ,e method obtains a linear relationship

between the system throughput and the number of users.
,erefore, the D2D density is accurately identified by the
system throughput. ,e experimental results indicate that
the proposed algorithm obtains high-accuracy results for
D2D user density identification. In the future work, we will
research a more general model, which is suitable for various
5G communication scenarios. On the contrary, we may
introduce some deep learning ideas to improve the algo-
rithm to improve the accuracy.
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Table 3: Accuracy of the proposed algorithm.

,roughput Estimated D2D number Real D2D number Accuracy (%)
88.36 44 45 98.65
168.74 88 89 99.86
264.50 124 132 94.45
351.74 168 170 99.61
434.93 230 230 99.91
486.57 278 284 97.90
610.45 310 320 97.02
708.85 372 370 99.44

Table 4: Accuracy of different algorithms.

Algorithm Estimated D2D number Real D2D number Accuracy (%)

Proposed algorithm

230 230 99.91
278 284 97.90
310 320 97.02
372 370 99.44

Random distribution

205 230 89.13
254 284 89.44
275 320 85.94
332 370 89.73

Heuristic distribution

224 230 97.39
268 284 94.37
293 320 91.56
355 370 95.95

Geometric programming resource allocation

225 230 97.83
273 284 96.13
305 320 95.13
362 370 97.84
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Financing di�culty is recognized as the main bottleneck in the technology innovation process of small- and medium-sized
enterprises (SMEs). �e governments generally provide �nancial support for SMEs’ innovation activities. Numerous research
studies have been conducted on the role of the government in enterprises’ innovation, while there is no consistent conclusion on
whether government subsidies can improve stakeholder collaboration and e�ectively ease �nancing constraints of SMEs’ in-
novation. Due to information asymmetry and the bounded rationality, the dynamic game among the government, external
investors, and SMEs has the characteristics of complexity. �is paper aims to explore the collective strategies of the major
stakeholders in SMEs’ innovation and investigate the e�ect of antecedents on innovation activities. We establish a trilateral
evolutionary game model on the relationship among the government, external investors, and SMEs. �e simulation results show
that the evolutionary system converges quickly to the equilibrium; when the government subsidies decrease, the external investors’
appraisal costs decrease and the investment amount and return rates of external investors increase. Furthermore, under the
condition of government subsidies, external investors will not change their investment strategies even if the external investors’
recognition costs have exceeded their return on SMEs’ investment.�e �ndings can provide good reference for the government to
solve the �nancing problem of SMEs’ innovation.

1. Introduction

Technology innovation is widely believed to be the main
driving force for economic growth [1]. �e enterprises may
require a substantial capital investment, since technology
innovation is a long-term and sustainable process. However,
due to the high risk and information asymmetry, external
investors are reluctant to invest in technology innovation
[2, 3]. �erefore, insu�cient funds have been bothering the
innovation enterprises and hindering their ability to in-
novate [4].

Small- and medium-sized enterprises (SMEs), the largest
innovation group in China, play an irreplaceable role in
promoting economic growth, enabling innovation, in-
creasing taxes, creating employment, and improving peo-
ple’s livelihood. According to China’s Ministry of Industry

and Information Technology (MIIT), SMEs increase more
than 50% of tax revenue, create more than 60% of GDP,
complete more than 70% of invention patents, and provide
more than 80% of urban jobs, accounting for more than 99%
of the total number of enterprises. �e �nancing channels
for SMEs compared to large enterprises are relatively nar-
row, and SMEs have more serious di�culty in raising money
[5–7]. �e research on SMEs’ innovation �nancing is of
great signi�cance both in theory and in practice.

Government subsidies have become the common
measures adopted by many countries to support enterprises’
innovation. �e widely accepted reason for the government
to subsidize R&D activities is the existence of market fail-
ures, which create a gap between private bene�ts and social
bene�ts derived from R&D activities [8]. �e positive
spillover e�ect of R&D activities will lead to lower R&D
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investment of enterprises than the optimal level. Although a
large number of studies have confirmed the value of gov-
ernment subsidies, to our knowledge, few scholars pay at-
tention to the impact of government subsidies on the SMEs’
innovation [9]. No one tries to examine the interrelationship
between the government, SMEs, and external investors in
innovation activities.

In this paper, we seek to contribute to the literature on
SMEs’ innovation in four ways. First, we focus purely on
SMEs and hope this research can help to understand how
public instruments affect these enterprises. We also consider
the effects of government subsidies on the investment de-
cisions of external investors to SMEs’ innovation. So far,
there is little empirical evidence on the effectiveness of public
tools on SMEs’ innovation [10–14]. In our paper, we ex-
amine the effects of government subsidies on the strategy
choices of SMEs and external investors.

Second, this paper mainly focuses on the cooperation
mechanism among the government, SMEs, and external
investors in the decision-making process of SMEs’ in-
novation. Prior studies only consider the relationship be-
tween the government and subsidized enterprises, or
between the government and external investors. Moreover,
the academics have made considerable effort to understand
and evaluate the effect of government subsidies on enter-
prises’ R&D investment but paid less attention to the effect
of government subsidies on enterprises’ innovation will-
ingness and the use of R&D investment. And there is no
consistent conclusion on whether government subsidies can
actually alleviate the financing constraints of enterprises and
bring significant increase in innovation output [4, 15]. To
solve this problem, it is necessary to sort out the decision-
making behavior, disclose the conflicts of interest among
groups of stakeholders, and find a practical solution. 0e
cooperation strategy among the government, external in-
vestors, and SMEs has attracted virtually no scrutiny. Our
paper seeks to fill this gap by examining the interaction
mechanism of the three parties.

0e third contribution of this paper is to try to con-
struct a tripartite evolutionary game model of the re-
lationship among the government, SMEs, and external
investors. We regard the government, SMEs, and external
investors as the players with bounded rationality, who will
constantly adjust their strategies in SMEs’ innovation
process. In recent years, the application of game theory in
the field of enterprise innovation has been increasing, but
the application of evolutionary game theory is rare [16–18].
0is study can provide new ideas for the scholars in this
field.

Lastly, we attempt to explore the interaction mecha-
nism and the antecedents influencing the strategy selec-
tions. Using Matlab software, the effects of government
subsidies, external investors’ appraisal costs, external in-
vestors’ return rate, and external investors’ investment
amount on the players are simulated. 0is paper will enable
us to determine the conditions and ranges under which the
relevant factors work.0e results of this study can provide a
theoretical guidance for solving the financing problem of
SMEs’ innovation.

0e remainder of this paper is organized as follows.
Section 2 provides a brief view of the extant literature.
Section 3 establishes a trilateral evolutionary game theory
model of the interaction among the government, investors,
and SMEs. Section 4 discusses the replicator dynamic
equation and the equilibrium points. Section 5 describes
the results of evolutionary game simulation. Section 5
presents the conclusion and some policy suggestions.

2. Literature Review

2.1. Effects of Government Subsidies on Enterprises’
Innovation. Research on the effect of government subsidies
on enterprises innovation has been a hot issue in the ac-
ademic community. 0ere is a great deal of research on the
relationship of government subsidies and enterprises’ in-
novation investment. 0eoretically, government subsidies
on the one hand can directly increase enterprises’ R&D
funds and on the other hand can enhance the confidence of
the enterprises’ innovation and promote the increase of
corporate R&D investment [19–21]. Busom [22], Lee and
Hwang [23], Hud and Hussinger [24], Radas et al. [9], and
Hottenrott and Lopes-Bento [11] considered that gov-
ernment subsidies are positively correlated with enter-
prises’ R&D investment. However, Wallsten [14] and
Marino et al. [25] believed that government subsidies had a
substitution effect on enterprise R&D investment, i. e.,
government subsidies will reduce enterprise R&D in-
vestment. Marino et al. empirically showed that there was a
significant substitution between private and public funds to
R&D, especially for medium-high levels of government
subsidies [25].

In the past few years, the effect of government subsidies
on the external investors funding the enterprises’ in-
novation has attracted significant scholarly attention.
Asymmetric information may be the reason for the external
investors not willing to fund R&D due to its inherent risk,
even if the innovation enterprises promised high expected
returns [2].0e government agency identifies and evaluates
the R&D projects and then decides whether to subsidize
innovation enterprises. Enterprises funded by the gov-
ernment are often those with relatively high innovation
ability and relatively low risk. 0erefore, government
subsidies could provide a certification effect about enter-
prises quality and improve enterprises’ access to external
finance [13, 26–28].

In recent years, some scholars investigated the effect of
government subsidies on enterprises’ innovation output,
and most of them believed that government subsidies had a
significant role in promoting innovation output
[19, 29, 30]. Bérubé and Pierre found that the R&D subsidy
program implemented in northern Italy had a significant
impact on the amount of patents, but the increment was
markedly greater in the case of smaller firms [29]. Some
scholars also paid attention to the effect of government
R&D subsidies on enterprises’ innovation efficiency
[31, 32]. Jin et al. found that government subsidies had a
negative influence on innovation efficiency of China’s high-
tech industries [32].
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2.2. Application of Game .eory in Enterprises’ Innovation.
Game theory has proven to be an effective method for an-
alyzing the firms’ innovation strategies [33–39]. Existing
studies usually assume that all participants are rational and
static, which is inconsistent with the facts. Enterprises’ in-
novation is a dynamic process.0e participants in enterprises’
innovation, such as enterprises, governments, scientific re-
search institutions, and banks, cannot be completely rational.
It is often unreasonable to apply general game theory to
analyze innovation decision-making problems.

Since 1980s, evolutionary game has quickly grown into
an active area of research in social economy, which is based
on the theories of biological evolutionism, nonlinear dy-
namics, and game theory. Evolutionary game is an in-
creasingly popular approach among the research of
enterprises’ innovation. Ying et al. proposed an evolutionary
game model and analyzed the effects of cluster informal
contracts on innovation cooperation among cluster enter-
prises [40]. Yang et al. established an evolutionary game
model among the government, enterprises, universities, and
research institutes and explored the mechanism of in-
tellectual property cooperation [41]. Shen used evolutionary
game to examine the enterprise decision-making behavior in
the process of open innovation from the perspective of
endogenous knowledge spillovers [42]. Lin et al. set up an
evolutionary game model of human innovation behaviors
and discussed the impact of the heterogeneous structure on
the evolution of innovation behaviors based on the scale-free
network [43–48].

Today, the financing mechanisms to support SMEs’
innovation have been a subject of great interest and a major
challenge to policy makers as SMEs are considered as the key
element to promote economic growth and stability. Fol-
lowing the above research trends, we specifically study the
investment decision-making behavior of the government,
external investors, and SMEs in the process of SMEs’ in-
novation and discuss how to maximize the benefits of the
government, SMEs, and external investors. To the best of our
knowledge, this problem is not solved in the existing lit-
erature. Different from previous research, we construct a
trilateral evolutionary game model among the government,
SMEs, and external investors and formulate the replicator
dynamic equations to analyze the evolutionarily stable
strategies (ESSs) of multiple stakeholders. Finally, the the-
oretical results are verified by simulation and experiments.
Our paper not only provides a different perspective for the
existing literature to analyze the effects of public subsidies
but also provides ideas for how to optimize public subsidies.

3. Tripartite Evolutionary Game Model in
SMEs’ Innovation

0e government, external investors, and SMEs are three
critical stakeholders in the process of SMEs’ innovation
investment. 0e government represents the public interest
and mainly guides SMEs to carry out innovation activities
through innovation policies. It acts as the promoter and
direct beneficiary of SMEs’ innovation. External investors
who pursue profit maximization mainly refer to financial

institutions and often decide whether to invest in innovation
projects after rigorous evaluations. SMEs are regarded as the
main driving forces for innovation. Accounting irregularity,
lacking collateral for banks, and information asymmetry are
common issues inherent to SMEs. SMEs have to choose
between adopting an innovation and maintaining the status
quo when making business decisions. Although innovation
is an important way for SMEs’ growth, all have increased the
demand for talent, increased financial burdens and costs,
and created uncertainties that could only make SMEs more
reluctant to innovate. It can be seen that in the process of
SMEs’ innovation, the government, external investors, and
SMEs will make behavioral choices in their own interests.
0e government has the responsibility for supporting access
to finance for SMEs’ innovation. Only by finding an equi-
librium mechanism under incomplete information can the
three parties form a virtuous circle system in innovation
game and fundamentally solve the financing problem of
SMEs’ innovation.0erefore, this paper makes the following
assumptions:

(1) 0e government, external investors, and SMEs are
the main stakeholders in the process of SMEs’ in-
novation investment. 0e three parties interact with
each other in the decision-making process and finally
reach the evolutionary equilibrium.

(2) 0e government, external investors, and SMEs all have
bounded rationality and incomplete information.

(3) Due to information asymmetry, the government is
the dominant force in the decision-making process,
and the external investors are its subordinates.
Under the conditions of the government subsidizing
SMEs’ innovation, external investors can invest di-
rectly in SMEs without spending costs.

We assume that the strategies of the government are
{Subsidize, Not subsidize}.0e optional strategies of external
investors are {Invest, Not invest}, while the strategies of
SEMs are {Innovate, Not innovate}. Suppose the probability
that the government chooses the “Subsidize” strategy is
x(x ∈ [0, 1]) and the probability that the government
chooses the “Not subsidize” strategy is 1 − x. Suppose the
probability that the external investors adopt the “Invest”
strategy is y(y ∈ [0, 1]) and the probability that the external
investors adopt the “Not invest” strategy is 1 − y. 0e
probability of selecting the “Innovate” strategy for SMEs is
assumed to be z(z ∈ [0, 1]), and the probability of selecting
the “Not innovate” strategy is 1 − z.

S represents the amount of government subsidies for SMEs’
innovation.V1 andV2, respectively, represent the social benefit
obtained by the government, when SMEs adopt “Innovate” and
“Not innovate” strategies. Under the condition of selecting
“Subsidize” strategy for the government, when the external
investors adopt the “Invest” strategy, there will be some social
benefit increase for the government, compared to the case
where the external investors adopt the “Not invest” strategy.
0is benefit increase is denoted as ΔV11. Similarly, under the
condition of selecting the “Not subsidize” strategy for the
government, ΔV12 represents the social benefit increase that
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the government can obtain, when the external investors adopt
the “Invest” strategy instead of the “Not invest” strategy.

P represents the investment amount of choosing “Invest”
strategy for external investors. If the average annual return
rate obtained by external investors through innovation in-
vestment is i, their annual return is P∗ i. It is assumed that
due to the existence of the certification effect, when the
government adopts the “Subsidize” strategy, the external
investors can choose to invest directly without spending
money to identify the same enterprise. When the govern-
ment adopts the “Not subsidize” strategy, the appraisal costs
of the external investors for SMEs are C1.

Q1 and Q2, respectively, represent the benefits obtained
by the SMEs, when they adopt “Innovate” and “Not in-
novate” strategies. ΔQ represents the benefit increase that
the SMEs can obtain, when the external investors adopt the
“Invest” strategy instead of the “Not invest” strategy.
According to the actual situation in emerging economies, we
suppose that V1 ≥V2 and Q1 ≥Q2. 0e corresponding pa-
rameters are described in Table 1.

Based on the above analysis, we can establish the payoff
matrix among the government, investors, and SMEs, as
shown in Table 2.

4. Game Model Solution and Analysis

4.1. Replicator Dynamic Equation. Let Ux and U1− x repre-
sent, respectively, the expected earnings of “Subsidize” and
“Not subsidize” for the government. According to the payoff
matrix, the fitness of the government with two different
strategies can be calculated as follows:

Ux � V2 − S + yzΔV11 + z V1 − V2( 􏼁,

U1− x � V2 + yzΔV12 + z V1 − V2( 􏼁.
(1)

0e average expected earnings of the government can be
calculated as

UA � xUx +(1 − x)U1− x. (2)

0e replicator dynamic equation for the government can
be achieved as follows:

A(x) �
dx

dt
� x Ux − UA( 􏼁 � x(1 − x) − S + yz ΔV11 − ΔV12( 􏼁􏼂 􏼃.

(3)

Let Uy and U1− y represent, respectively, the expected
earnings of “Invest” and “Not invest” for external investors.
According to the payoff matrix, the fitness of the external
investors with two different strategies can be calculated as
follows:

Uy � − P − C1 + xC1 + zP(i + 1),

U1− y � 0.
(4)

0e average expected earnings of external investors can
be calculated as

UB � yUy +(1 − y)U1− y. (5)

0e replicator dynamic equation for external investors
can be achieved as follows:

B(y) �
dy

dt
� y Uy − UB􏼐 􏼑 � y(1 − y) − P − C1 + xC1􏼂

+ zP(i + 1)].

(6)

Table 1: Parameter description.

Parameters Descriptions

x 0e probability that the government subsidizes
SMEs’ innovation

y 0e probability that the external investors invest
SMEs’ innovation

z 0e probability that SMEs implement technological
innovation

V1
0e social benefit of SMEs with general production

management

V2
0e social benefit of SMEs with technological

innovation

ΔV11

0e social benefit increase of SMEs’ innovation when
the government adopts the “Subsidize” strategy and

external investors adopt the “Invest” strategy

ΔV12

0e social benefit increase of SMEs’ innovation when
the government adopts the “Not subsidize” strategy
and the external investors adopt the “Invest” strategy

S 0e amount of government subsidies for SMEs’
innovation

P 0e investment amount of the external investors in
SMEs’ innovation

i 0e investment return rate of the external investors
in SMEs’ innovation

C1 Investors’ appraisal costs for SMEs

Q1
0e benefits of SMEs when they adopt the “Innovate”

strategy

Q2
0e benefits of SMEs when they adopt the “Not

innovate” strategy

ΔQ 0e increase in benefits of SMEs’ innovation when
the external investors adopt the “Invest” strategy

Table 2: 0e payoff matrix among the government, investors, and
SMEs.

Government
External investors

SMEs
Innovate (z) Not innovate (1 − z)

Subsidize (x)

Invest (y)
V1 − S + ΔV11

P∗ i

Q1 + ΔQ + S

V2 − S

− P

Q2 + S + P

Not invest (1 − y)
V1 − S

0
Q1 + S

V2 − S

0
Q2 + S

Not subsidize (1 − x)

Invest (y)
V1 + ΔV12
P∗ i − C1
Q1 + ΔQ

V2
− P − C1
Q2 + P

Not invest (1 − y)
V1
0

Q1

V2
0

Q2
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Let Uz and U1− z represent, respectively, the expected
earnings of “Innovate” and “Not innovate” for SMEs.
According to the payoff matrix, the fitness of SMEs with two
different strategies can be calculated as follows:

Uz � Q1 + xS + yΔQ1,

U1− z � Q2 + xS + yP.
(7)

0e average expected earnings of SMEs can be calcu-
lated as

UC � zUz +(1 − z)U1− z. (8)

0e replicator dynamic equation for SMEs can be
achieved as follows:

C(z) �
dz

dt
� z Uz − UC( 􏼁 � z(1 − z) Q1 − Q2( 􏼁 + y(ΔQ − P)􏼂 􏼃.

(9)

0erefore, the replicator dynamic equation of the SMEs’
innovation system can be obtained from combining equa-
tions (3), (6), and (9):

A(x) � x(1 − x) − S + yz ΔV11 − ΔV12( 􏼁􏼂 􏼃,

B(y) � y(1 − y) − P − C1 + xC1 + zP(i + 1)􏼂 􏼃,

C(z) � z(1 − z) Q1 − Q2( 􏼁 + y(ΔQ − P)􏼂 􏼃.

⎧⎪⎪⎨

⎪⎪⎩
(10)

4.2. Replicator Dynamic Analysis of Each Stakeholder. As for
the government, it can be inferred from equation (3) that

(1) When y � y∗ � S/z(ΔV11 − ΔV12), A(x) � 0, all
game strategies are at a stable state (see Figure 1(a)).

(2) When y≠ S/y(ΔV11 − ΔV12), x � 0 and x � 1 are
two stable points of A(x) � 0. 0e stability strategies
of the government need to be further analyzed. 0e
derivative of equation (3) can be calculated as

A′(x) �
zA(x)

zx
� (1 − 2x) − S + yz ΔV11 − ΔV12( 􏼁􏼂 􏼃.

(11)

0en, we discuss two circumstances according to equa-
tions (3) and (11):

① When S> (ΔV11 − ΔV12), under the constraints of
0< x< 1, 0<y< 1 , and 0< z< 1, we can prove − S +

yz(ΔV11 − ΔV12)< 0. 0erefore, zA(x)/zx(x � 0)<
0 and zA(x)/zx(x � 1)> 0. 0us, x� 0 is the ESS, as
shown in Figure 1(b).

② If S< (ΔV11 − ΔV12), then

(i) When y>y∗, zA(x)/zx(x � 0)> 0 and zA(x)/
zx(x � 1)< 0. 0erefore, x� 1 is the ESS, as
shown in Figure 1(b).

(ii) When y<y∗, zA(x)/zx(x � 0)< 0 and zA(x)/
zx(x � 1)> 0. 0erefore, x� 0 is the ESS, as
shown in Figure 1(b).

As for external investors, it can be inferred from equation
(6) that

(1) When x � x∗ � P + C1 − zP(i + 1)/C1, B(y) � 0, all
game strategies are at a stable state (see Figure 2(a)).

(2) When x≠P + C1 − zP(i + 1)/C1, y � 0 and y � 1
are two stable points of B(y) � 0. 0e stability
strategies of the government need to be further
analyzed. 0e derivative of equation (6) can be
calculated as

B′(y) �
zA(y)

zy
� (1 − 2y) − P − C1 + xC1 + zP(i + 1)􏼂 􏼃.

(12)

0en, we discuss two circumstances according to equa-
tions (6) and (12):

① When P + C1 >xC1 + zP(i + 1), under the con-
straints of 0<x< 1, 0<y< 1, and 0< z< 1, we can
prove − P − C1 + xC1 + zP(i + 1)< 0. 0erefore, zB

(y)/zy(y � 0)< 0 and zB(y)/zy(y � 1)> 0. 0us,
y� 0 is the ESS, as shown in Figure 2(b).

② If P + C1 <xC1 + zP(i + 1), then

(i) When x>x∗, zB(y)/zy(y � 0)> 0 and zB(y)/
zy(y � 1)< 0. 0erefore, y� 1 is the ESS, as
shown in Figure 2(b).

(ii) When x<x∗, zB(y)/zy(y � 0)< 0 and zB(y)/
zy(y � 1)> 0. 0erefore, y� 0 is the ESS, as
shown in Figure 2(b).

As for SMEs, it can be inferred from equation (9) that

(1) When y � y∗ � (Q1 − Q2)/(P − ΔQ), C(z) � 0, all
game strategies are at a stable state (see Figure 3(a)).

(2) When y≠ (Q1 − Q2)/(P − ΔQ), z � 0 and z � 1 are
two stable points of C(z) � 0. 0e stability strategies
of the government need to be further analyzed. 0e
derivative of equation (9) can be calculated as

C′(z) �
zC(z)

zz
� (1 − 2z) Q1 − Q2( 􏼁 + y(ΔQ − P)􏼂 􏼃.

(13)

0en, we discuss two circumstances according to equa-
tions (9) and (13):

① When Q2 − Q1 >y(ΔQ − P), under the constraints of
0< x< 1, 0<y< 1 , and 0< z< 1, we can prove
(Q1 − Q2) + y(ΔQ − P)< 0. 0erefore, zC(z)/zz

(z � 0)< 0 and zC(z)/zz(z � 1)> 0. 0us, y� 0 is
the ESS, as shown in Figure 3(b).

② If Q2 − Q1 <y(ΔQ − P), then

(i) When y>y∗, zC(z)/zz(z � 0)> 0 and zC(z)/zz

(z � 1)< 0. 0erefore, z� 1 is the ESS, as shown
in Figure 3(b).
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Figure 1: Replicator dynamic phase diagram of the government. (a) y � y∗. (b) y>y∗, x⟶ 1; y<y∗, x⟶ 0.
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Figure 2: Replicator dynamic phase diagram of external investors. (a) z � z∗. (b) z> z∗, y⟶ 1; z< z∗, y⟶ 0.
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Figure 3: Replicator dynamic phase diagram of SMEs. (a) y � y∗. (b) y>y∗, z⟶ 1; y<y∗, z⟶ 0.
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(ii) When y<y∗, zC(z)/zz(z � 0)< 0 and zC(z)/
zz(z � 1)> 0. 0erefore, z� 0 is the ESS, as
shown in Figure 3(b).

4.3. Stability Analysis of the Dynamic Systems. According to
the replicator dynamic analysis of three stakeholders mo-
tioned above, the strategy choice of SMEs is only related to
external investors, but the strategy choice of the government
and external investors depends on the decision-making
behavior of the other two groups. 0erefore, the evolu-
tionary stability strategy can be analyzed by stepwise anal-
ysis. First, taking x as a constant, we analyze the evolution

strategy of external investors and the enterprise.0en, taking
z as a constant, we discuss the evolution strategy of the
government and investors.

Under the condition that x is regarded as constant, let the
replicator dynamic equation be B(y) � C(z) � 0, we can get
equilibrium points (0, 0), (0, 1), (1, 0), (1, 1). When y∗ �

(Q1 − Q2)/(P − ΔQ) , z∗ � (P + C1 − xC1)/(P(i + 1)), and
y∗ ∈ [0, 1], z∗ ∈ [0, 1], we can get equilibrium points
(y∗, z∗). According to the research of Friedman, the stability
of the equilibrium points can be judged from the Jacobin
matrix [44]. 0e Jacobin matrix of replicator dynamic
equation is as follows:

J1 �

zFy

zy

zFy

zz

zFz

zy

zFz

zz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

(1 − 2y) xC1 + zP(i + 1) − P − C1􏼂 􏼃 P(i + 1)y(1 − y)

(ΔQ − P)z(1 − z) (1 − 2z) y(ΔQ − P) + Q1 − Q2( 􏼁􏼂 􏼃

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦. (14)

0e determinants det(J1) and trace tr(J1) of the matrix
J1 are as follows:

det J1( 􏼁 � (1 − 2y) xC1 + zP(i + 1) − P − C1􏼂 􏼃

· (1 − 2z) y(ΔQ − P) + Q1 − Q2( 􏼁􏼂 􏼃,

tr J1( 􏼁 � (1 − 2y) xC1 + zP(i + 1) − P − C1􏼂 􏼃

+(1 − 2z) y(ΔQ − P) + Q1 − Q2( 􏼁􏼂 􏼃.

(15)

If the equilibrium point satisfies the conditions of
det(J1)> 0 and tr(J1)< 0, it is an ESS. According to the
stability analysis method, we analyze the local stability of five
equilibrium points. To facilitate the observation of the
calculation results, we set v1 � xC1 − P − C1, v2 � xC1+

P∗i − C1, v3 � Q1 − Q2, and v4 � ΔQ − P + Q1 − Q2. Under
the constraint of 0<x< 1, we can prove v1 < 0. Based on the
hypothesis of Q1 >Q2, we can deduce v3 > 0. 0e results of
stability analysis between external investors and SMEs are
shown in Table 3 and Figure 4. According to the criteria, the
equilibrium points (0, 0), (y∗, z∗) are saddle points. When

v4 < 0, the equilibrium point (1, 0) is a saddle point; oth-
erwise, when v4 > 0, the equilibrium point (1, 0) is an un-
stable point, and the equilibrium points (0, 1), (1, 1) are an
ESS.0e results indicate that in the case of external investors
participating in SMEs’ innovation, when the earnings ob-
tained by SMEs adopting the “Innovate” strategy are greater
than the earnings obtained by SMEs adopting the “Not
innovate” strategy, i.e., Q1 + ΔQ>Q2 + P, the equilibrium
point (1, 1) is an ESS. 0e decisions of external investors will
be greatly influenced by the probability of government
subsidies. When the probability of government subsidies is
high, external investors tend to choose the “Invest” strategy.

Under the condition that z is regarded as constant, let the
replicator dynamic equation be A(x) � B(y) � 0, and we
can get equilibrium points (0, 0), (0, 1), (1, 0), (1, 1). When
x∗ � P + C1 − zP(i + 1)/C1, y∗ � S/z(ΔV11 − ΔV12), and
x∗ ∈ [0, 1], y∗ ∈ [0, 1], we can get equilibrium points
(x∗, y∗). 0e Jacobin matrix of replicator dynamic equation
is as follows:

J2 �

zFx

zx

zFx

zy

zFy

zx

zFy

zy

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�
(1 − 2x) yz ΔV11 − ΔV12( 􏼁 − S􏼂 􏼃 x(1 − x)z ΔV11 − ΔV12( 􏼁

C1y(1 − y) (1 − 2y) xC1 + zP(i + 1) − P − C1􏼂 􏼃

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦. (16)
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0e determinants det(J2) and trace tr(J2) of the matrix
J2 are as follows:

det J2( 􏼁 � (1 − 2x) yz ΔV11 − ΔV12( 􏼁 − S􏼂 􏼃

· (1 − 2y) xC1 + zP(i + 1) − P − C1􏼂 􏼃,

tr J2( 􏼁 � (1 − 2x) yz ΔV11 − ΔV12( 􏼁 − S􏼂 􏼃

+(1 − 2y) xC1 + zP(i + 1) − P − C1􏼂 􏼃.

(17)

We analyze the local stability of five equilibrium points.
To facilitate the observation of the calculation results, we set
v5 � − S1, v6 � z(ΔV11 − ΔV12) − S, v7 � zP(i + 1) − P − C1,
and v8 � zP(i + 1) − P. Based on the hypothesis of S> 0, we
can deduce v5 < 0. 0e results of stability analysis between
the government and external investors are shown in Table 4
and Figure 5. According to the criteria, when v7 < 0, the
equilibrium point (0, 0) is an ESS. When v6 < 0 and v7 > 0, (0,
1) is an ESS. When v8 > 0, the equilibrium point (1, 0) is an
unstable point, and when v8 < 0, the equilibrium point (1, 0)
is a saddle point. When v6 > 0 and v8 > 0, (1, 1) is an ESS.0e
equilibrium points (x∗, y∗) are saddle points. 0e results
indicate that the decisions of the government and external
investors will be greatly influenced by the probability of
SMEs’ innovation. When the probability of enterprise in-
novation is high, the government tends to choose the
“Subsidize” strategy and the external investors tend to
choose the “Invest” strategy. Otherwise, when the proba-
bility of enterprise innovation is low, the government tends

to choose the “Not subsidize” strategy and the investors tend
to choose the “Not invest” strategy.

As discussed in Tables 3 and 4, the evolutionary stable
strategy in trilateral evolutionary game needs to be subjected
to the local stable conditions in both stages. 0erefore, we
can obtain 3 stable strategy combinations (0, 0, 1), (0, 1, 1),
and (1, 1, 1). When P∗ i<C1, (0, 0, 1) is an ESS. When
Q1 + ΔQ>Q2 + P, (ΔV11 − ΔV12)< S, and P∗ i>C1, (0, 1,
1) is an ESS. When Q1 + ΔQ>Q2 + P, (ΔV11 − ΔV12)> S,
and i> 0, (1, 1, 1) is an ESS. According to the analysis results,
when the return on investment of external investors is
greater than 0 (i> 0), external investors will invest in en-
terprises’ innovation, regardless of whether the government
supports it. In fact, due to the high risks of SMEs’ innovation,
the external investors are often afraid or reluctant to invest.
0is paper is dedicated to promoting SMEs’ innovation and
establishing an ideal model of government support, external
investor participation, and SMEs’ innovation. 0at is to say,
the trilateral evolutionary game evolved into the ideal
strategy selection state of government subsidizing, investor
investing, and enterprise innovating (x� 1, y� 1, z� 1).
Based on the above analysis, when Q1 + ΔQ>Q2 + P, that is,
under the condition that external investors invest in SMEs’
innovation, the gains of SMEs choosing the “Innovate”
strategy are greater than those of SMEs choosing the “Not
innovation” strategy, and all SMEs will choose “Innovate”
strategy (z⟶ 1). When ΔV11 − S>ΔV12, that is, under the
condition that external investors invest in SMEs’ innovation,

Table 3: Local stability analysis between external investors and SMEs.

y, z det(J1) tr(J1) State Stability condition

(0, 0) − N Saddle point Saddle point in any condition
(0, 1) + − ESS v2 < 0

(1, 0) − N Saddle point v4 < 0
+ + Unstable point v4 > 0

(1, 1) + − ESS v2 > 0, v4 > 0
(y∗, z∗) 0 0 Saddle point Saddle point in any condition
“+” denotes greater than 0; “− ” denotes less than 0; N denotes uncertainty.

y

z

(1, 1)
1

1

(a)

y

z

(0, 1)
1

1y∗

(b)

Figure 4: Dynamic evaluation diagram of strategies between external investors and SMEs. (a) v2 < 0. (b) v2 > 0, v4 > 0.
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the social benefit increases of the government choosing
“Subsidize” strategy are greater than those of the govern-
ment choosing “Not subsidize” strategy, and all govern-
ments will choose “Subsidize” strategy (x⟶ 1). When the
investment return rate of investors in SMEs’ innovation is
greater than 0, all external investors will choose “Invest”
strategy (y⟶ 1).

5. Simulation Analysis

Numerical simulations of the trilateral game model are
performed using Matlab software. In order to promote the
model to achieve the “ideal state” {Subsidize, Invest, In-
novate} and reach the ESS point (x� 1, y� 1, z� 1), the
parameters need to satisfy the evolution conditions:
Q1 + ΔQ>Q2 + P, (ΔV11 − ΔV12)> S, and i> 1. We set
V1 � 100, V2 � 50, ΔV11 � 40, ΔV12 � 20, S� 5, Q1 � 50,
Q2 � 30, ΔQ � 5, P� 10, i � 0.15, and C1 � 0.3. 0e time is
set to t � 20.

5.1. Phase 1: Effect of Initial Strategy Selection Differences on
Evolution Results. 0e strategy selection results of par-
ticipants are shown in Figure 6 when the initial values of the
strategy combination (x, y, z) are set as P0 � (0.2, 0.4, 0.5).
From the figure, we can see that the strategy ratios of
participants increase with time. Ultimately, the govern-
ment chooses the “Subsidize” strategy, the investors choose
the “Invest” strategy, and the firms choose the “Innovate”

strategy, thus reaching the ESS point P1 � 1, 1, 1. 0e
evolution results are shown in Figure 7 when the initial
values of the strategy combination (x, y, z) are set as P0 �

(0.4, 0.6, 0.8). From the two-dimensional and three-di-
mensional simulation diagrams, we can see that the change
of initial strategy ratio does not affect the results of system
evolution. It can be seen from the comparison between
Figures 6 and 7 that the higher the initial probability of
participants is, the faster the evolutionary system converges
to the ideal state.

5.2. Phase 2: Effect of theAntecedents on the Strategy Selection.
0e model involves government subsidies, external in-
vestors’ appraisal costs, external investors’ return rate, and
the investment amount of external investors, which may
have a significant effect on the strategy choices of the three
players. We examine the above four antecedents on the
evolutionary results.

5.2.1. Government Subsidies. In order to examine the effect
of government subsidies, we set the parameter S at the
interval [5, 25], while fixing the value of the other param-
eters. 0e simulation results shown in Figure 8 suggest that
the “Subsidize” strategy ratio of the government decreases
when the government subsidy increases from 5 to 20. When
the amount of government subsidies exceeds 20, the gov-
ernments will change their strategy from “Subsidize” to “Not

Table 4: Local stability analysis between the government and SMEs.

x, y det(J2) tr(J2) State Stability condition

(0, 0) + − ESS v7 < 0
(0, 1) + − ESS v6 < 0, v7 > 0

(1, 0) + + Unstable point v8 > 0
− N Saddle point v8 < 0

(1, 1) + − ESS v6 > 0, v8 > 0
(x∗, y∗) 0 0 Saddle point Saddle point in any condition
“+” denotes greater than 0; “− ” denotes less than 0; N denotes uncertainty.

x

y

(0, 0)

1

1

(a)

x

y

(0, 1)
1

1

y∗

(b)

x

y
(1, 1)

1

1

(c)

Figure 5: Dynamic evaluation diagram of strategies between the government and external investors. (a) v7 < 0. (b) v6 < 0, v7 > 0. (c) v6 > 0,
v8 > 0.
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subsidize.” 0is result coincides with the explanation that
market failure is the fundamental reason for the government
to subsidize innovation activities, which creates a gap be-
tween private interests and social interests. 0e government
can obtain more social benefits through supporting firms’
innovation. When the amount of government subsidies is
greater than the social benefits obtained by the government,
the government will select the “Not subsidize” strategy. But
if it is profitable, the external investors will still choose the
“Invest” strategy.

5.2.2. External Investors’ Return Rate. In order to examine
the effect of the external investors’ return rate, we set the
parameter i at the interval [0.05, 1], while fixing the other
parameters. 0e simulation results shown in Figure 9
indicate that the “Invest” strategy ratio of external in-
vestors increases when the investment return rate in-
creases from 0.05 to 1. 0e objective of external investors
is to maximize their benefits. 0erefore, the higher the
benefits are, the more external investors will invest in
SMEs’ innovation.
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Figure 6:0e dynamic evolution of the tripartite gamemodel when x � 0.2, y � 0.4, and z � 0.5. (a) Time evolutions of x, y, and z. (b) Time
evolution of (x, y, z).
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Figure 7:0e dynamic evolution of the tripartite gamemodel when x � 0.4, y � 0.6, and z � 0.8. (a) Time evolutions of x, y, and z. (b) Time
evolution of (x, y, z).
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5.2.3. External Investors’ Appraisal Costs. In order to ex-
amine the effect of external investors’ appraisal costs, we set
the parameter C1 at the interval [0.3, 5], while keeping all
other parameters constant. 0e simulation results shown in
Figure 10 indicate that the increase of external investors’
appraisal costs can lead the government and external in-
vestors to change their strategy.When the external investors’
appraisal costs are less than or equal to the return of external
investors’ innovation investment, the government and ex-
ternal investors will choose “Subsidize” and “Invest” strat-
egies, respectively. When the external investors’ appraisal
costs exceed 1.5, although it is greater than the investment

return, the external investors will also invest in SMEs’
innovation directly as the government chooses the “Sub-
sidize” strategy. 0is result coincides with the explanation
that government subsidies have signaling effects, which can
enhance external investors’ confidence in innovation en-
terprises and save external investors’ identification costs
[13]. However, when the external investors’ appraisal costs
exceed 9, the government and external investors will
choose the “Not subsidize” and “Not invest” strategies,
respectively. 0e results imply that the higher the cost of
identification for external investors is, the greater the risk of
innovation enterprises become. When the investors’
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Figure 8: 0e effect of government subsidies on the evolutionary strategies.
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Figure 9: 0e effect of external investors’ return rate on the evolutionary strategies.
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appraisal costs are too large, the willingness of the gov-
ernment to subsidize and external investors to invest will
decline.

5.2.4. Investment Amount of External Investors. In order to
examine the e�ect of the external investors’ investment
amount, we set the parameter P at the interval [3, 30], while
keeping all other parameters constant. �e simulation re-
sults shown in Figure 11 indicate that the increase of external
investors’ investment amount can lead the government and

external investors to change their strategies. When the in-
vestors’ investment amounts increase from 3 to 25, the
government and external investors choose “Subsidize” and
“Invest” strategies, respectively.When the external investors’
investment amount exceeds 25, the government will still
choose the “Subsidize” strategy in the long run, while the
external investors and SMEs are in a di�cult state of choice
and cannot reach a balance in the long run.�e results imply
that when the amount of government subsidies remains
unchanged, the higher the amount of external investor’s
investment is, the more the government tends to choose the
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Figure 10: �e e�ect of external investors’ appraisal costs on the evolutionary strategies.
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“Subsidize” strategy, and the more the SMEs tend to choose
the “Innovate” strategy. However, when the investors’ in-
vestment amount is too high and the return of SMEs
choosing “Not innovate” strategy is higher than that of SMEs
choosing “Innovate” strategy, the external investor will
choose not to invest and the government will choose not to
subsidize in short time. However, in long time, external
investors and SMEs will fall into a dilemma and cannot reach
equilibrium.

6. Conclusions and Suggestions

Various aspects of SMEs’ innovation financing have been
investigated concerning the reasons for financing difficulties,
how to obtain external financing, and government support
policies. However, studies on the behavior of the multiple
stakeholders in SMEs’ innovation investment are limited.
0is paper fills gaps in existing theory by focusing on the
collective strategies in SMEs’ innovation investment. 0e
tripartite evolutionary game model, including the govern-
ment, external investors, and SMEs, is built to study how to
choose strategies for the participants under limited relational
conditions. We also analyze the antecedents on the strategy
selection of the participants. Based on the game analysis and
simulation, we can draw the following conclusions: (1)
When the social benefits of the government by “Subsidize”
strategy are more than those by “Not subsidize” strategy, the
investors’ return rate in SMEs’ innovation is greater than 1,
and when the SMEs’ gains by “Innovate” strategy are more
than those by “Not innovate” strategy, the ESS of the system
is {Subsidize, Invest, Innovate}. (2) 0e game ESS changes
into {Not subsidize, Invest, Innovate} when the social
benefits of the government by “Subsidize” strategy are less
than those by “Not subsidize” strategy. (3) 0e evolutionary
system converges to desirable equilibrium stability faster,
when government subsidies and external investors’ appraisal
costs decrease, and the investment amount and return rates
of external investors increase.

0e financing difficulty of SMEs’ innovation is partly
caused by the high risk characteristics of SMEs’ innovation
and information asymmetry between SMEs and external
investors. For the broad masses of SMEs, insufficient funds
prevent them from conducting normal production operations
and innovation activities. It is very necessary for the gov-
ernment to provide innovation subsidies for SMEs. Gov-
ernment subsidies directly increase enterprises’ R&D funds
and turn SMEs’ innovation ideas into reality. However,
government subsidies mainly come from financial allocations,
which are limited by the state and local government fiscal
revenue. 0erefore, it is difficult to fully compensate for the
financing gap faced by innovating SMEs. Building up effective
cooperation among SMEs, governments, and external in-
vestors is an inevitable path to promote SMEs’ innovation and
sustainable development.

Severe asymmetric information makes external investors
afraid to participate in SMEs’ innovation, so SMEs cannot
obtain sufficient R&D funds and achieve satisfactory in-
novation returns. 0e government is required to implement
a set of measures to ensure transparency and fairness in the

process of supporting SMEs’ innovation. In this paper, the
simulation results of the trilateral game provide evidence
that government subsidies have a signal transmission effect.
0e SMEs subsidized by the government can obtain evidence
of good enterprises’ qualifications. 0e external investors
can invest in the SMEs subsidized by the government
without having to spend on identifying costs. 0erefore, on
the one hand, the government should design a scientific
and reasonable evaluation system and conduct rigorous
screening procedures to select potential innovation SMEs.
On the other hand, the government should timely publicize
the information of the subsidized SMEs so that the external
investors can receive the relevant information. 0e evo-
lution paths of game strategies for the external investors
and SMEs show that the higher the probability of SMEs
choosing “Innovate” strategy, the higher the probability of
the external investors choosing “Invest” strategy. 0us, the
government should strictly supervise the subsidized SMEs
to ensure that the public funds are used in innovation
instead of other activities. Only in this way will more
external investors be attracted to participate in SMEs’
innovation and the equilibrium of {Subsidize, Invest, In-
novate} be finally reached. 0is study has important the-
oretical and practical significance for solving the problem
of SMEs’ innovation financing difficulties. Yet, this study
unavoidably has some limitations due to preset research
objective and limited time. Future research should further
analyze the role of the government, such as the effect of
regulatory intensity, subsidy models, and subsidy levels, on
the stakeholder behaviors.
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Decision-making for selecting response plans problem (SRPP) has been widely concerning to scholars. However, most of the
existing studies on this problem are focused on public emergencies, and little attention has been paid to the decision-makers’
urgent need for solving the SRPP in response to public opinion crisis (POC) that may lead to panic buying of materials derived
from public emergencies. POC has obvious characteristics of group behaviors that directly resulted from panics and psychological
appeals of the public. Therefore, for solving the SRPP in POC, it is necessary to consider the deep-seated cause that result in panics
and psychological appeals of the public, i.e., risk perception of the public (RPP). Firstly, the multicase study is employed to describe
the SRPP of POC, and thus eight typical cases are chosen to analyze POC and its relevant response measures. Then, the RPP is
described with prospect theory through considering the behavioral characteristics and critical sense of the public, the response
measures of decision-makers, and the importance and ambiguity of POC. Further, considering the behavioral characteristics of
decision-makers and the impact of alternative response plans on the evolution of POC scenarios, a new decisionmethod for solving
the SRPP with the interventionof the RPP is proposed by using cumulative prospect theory and amanner of comparing alternatives
for each other. Finally, an example is given to illustrate the potential application and effectiveness of the proposed method.

1. Introduction

In recent years, with the frequent outbreaks of public emer-
gencies (e.g., the “9.11” terrorist attack, hurricane Sandy in
the U.S.; the SARS, Wenchuan earthquake, milk products
pollution andH1N1 flu in China; the nuclear leakage in Japan;
the earthquake in Haiti), relevant emergency management
activities have increasingly become the focus of attention
of the international community, governments and scholars
[1–3]. It is against this background that the International
Federation of Red Cross and Red Crescent Societies (IFRC)
clearly defines the types of public emergencies, including
hurricanes, tornadoes, typhoons, floods, droughts, earth-
quakes, volcanoes, epidemics, famines, food safety, man-
made disasters, population migration, and technological
disasters [4]. Public emergencies can not only endanger the
human society directly but also cause a series of secondary
or derivative events because of their chain reaction. Thus,

this kind of indirect harm cannot be ignored. POC is often
one of them and refers to the crisis resulted from the
spread of emotions, views, and attitudes of the public [5].
With the rapid development of Internet-based new media
and we-media technology, the formation of POC becomes
faster and broader, which can alter social psychology and
affect social stability in a short period of time. For example,
during China’s SARS in 2003, the POC about “epidemic of
infectious pneumonia” triggered a rush to buy rice vinegar,
isatis root, and medical products. During Japan’s nuclear
leakage accident in 2011, the POC on “seawater pollution”
and “iodine can resist nuclear radiation” caused a rush for
iodized salt in China, iodine tablets in the United States,
and seaweed in South Korea. In the early stage of POC, if
decision-makers can select and initiate the targeted response
plan in time with certain standards and methods, it will be
helpful to avoid unnecessary losses; thus this study is of great
significance.
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A large number of cases show that POC usually occurs
because of public opinion on public emergencies themselves
and decision-makers’ response measures (such as the above-
mentioned China’s SARS in 2003 and Japan’s nuclear leakage
in 2011) after outbreaks of public emergencies. Therefore,
similar to public emergencies, POC has gradually become
an important research direction in academia, focusing on
evolution process modeling [6, 7], evolution path exploration
[8], opinion leader identification [9], and influencing factors
analysis [10, 11]. Accordingly, as an important means for
decision-makers to deal with social risks or public crises,
the selection or evaluation methods of alternative response
plans have attracted much attention of scholars [12–22].
Amailef and Lu [12] proposed an ontology-based case-
based reasoning (OS-CBR)method, which provides a feasible
strategy for the evaluation and start-up of decision support
systems in emergency situations by constructing a case
retrieval process. Wex et al. [13] analyzed the effect of the
distribution efficiency of rescue materials on reducing the
harm of natural disasters. Then, by weighting the materials
according to their importance, a decision support model was
designed to minimize the total distribution time, and the
starting strategy of the material distribution plan was given.
Hämäläinen et al. [14] proposed a risk analysis method based
on multi-attribute utility theory for screening the optimal
response plan in emergency activities of nuclear accidents.
Geldermann et al. [15] proposed a multicriteria decision
support method for solving the optimal selection of multiple
feasible alternatives in nuclear or radiological accidents.
For decision-making of multicriteria and multiperson in
unconventional emergencies, Yu and Lai [16] proposed a
distance-based group decision making method (GDM). To
quickly and effectively relieve the victims of disasters, Chang
et al. [17] proposed a greedy search andmultiobjective genetic
algorithm (GSMOGA) to adjust the allocation of available
resources and generate a feasible emergency logistics schedul-
ing scheme. For solving the multicriteria decision-making
problem in fuzzy environment, Fu [18] proposed a fuzzy
optimization method and applied it to the scheme selection
of reservoir flood control. Yang and Xu [19] established
an engineering model of the interaction between decision-
makers and emergencies by means of sequential games,
which was used to generate the optimal relief scheme for
emergencies. Liu et al. [20] proposed a fault tree analysis-
(FTA-) based evaluation method of response schemes and
applied it to the response of H1N1 infectious diseases. Aiming
at the interruption risk of supply chain caused by natural
disasters, Nejad et al. [21] suggested a mixed integer pro-
gramming model to study the emergency preparedness of
suppliers in the process of improving emergency response
capability of the supply chain. He and Zhuang [22] pointed
out that the hazard is determined by both preparation and
rescue, and thus they studied the allocation of emergency
preparedness and rescue costs by constructing a two-stage
dynamic programming model. In addition, some scholars
believe that considering the behavioral characteristics of
decision-makers in the selection of alternatives is helpful to
improve the reliability of decision-making [23–26]. Liu et al.
[23], Fan et al. [24], and Li et al. [25] considered the behavioral

characteristics (loss aversion, reference dependence, dimin-
ishing sensitivity, etc.) of decision-makers and the impact
of the alternatives on hazards of emergency scenarios and
applied prospect theory to study the selection of alternatives.
Wang and Li [26] put forward a set description method of
behavioral decision-making in emergencies and then studied
the selection of alternatives with cumulative prospect theory
by considering the evaluation of scenario attributes and the
intervention of alternatives on both scenario hazards and
scenario evolution.

To sum up, the existing studies have made significant
contributions to the identification of the evolution law of
public emergencies and POC and the selection of alternative
response plans. However, it is worth mentioning that most of
the abovementioned achievements on the decision method
for selecting the optimal response plan from alternatives are
based on public emergencies; little attention has been paid
to decision-makers’ urgent need for decision methods in
response to POC that may lead to panic buying of materials
(e.g., during the POCon “seawater pollution” and “iodine can
resist nuclear radiation” triggered by Japan’s nuclear leakage
in 2011, the Chinese Government adopted a response plan
that combines measures such as holding press conferences,
punishing lawbreakers, and increasing the supply of related
materials). Different frompublic emergencies, POC generally
has clear promoters and media channels, and its evolution
process (including appearance, development, climax, decline,
and disappearance [27]) is essentially the change process of
behavioral relationships between the public (disseminator,
recipient, etc.). From the perspective of cognitive psychology,
the deep-seated cause for the formation of this change process
is the change of RPP [28]. In fact, the change of RPP
is synchronized with the change of POC to some extent,
because the level of RPP directly determines the intensity
of POC, and the intensity of POC directly reflects the level
of RPP. So far, the description of RPP has been widely
concerned by scholars, and the related studies are mainly
based on sociocultural paradigmand psychometric paradigm
[29–33], but there is no quantitative model of RPP in the
context of POC. Prospect theory and its improved version
(e.g., cumulative prospect theory) [34, 35] have attracted
much attention in recent years because of their ability to
describe some human decision-making behaviors in risk or
uncertainty situations (loss aversion, reference dependency,
diminishing sensitivity, etc.) [36–38]. In the field of emer-
gency management, prospect theory has been applied to
the public level [39, 40] in addition to the decision-makers
level [23–26] described above. Campos-Vazquez and Cuilty
[39] used prospect theory to measure the impact of student
emotions on the risk and loss aversion parameters when
manipulated by drug violence and youth unemployment
in Mexico City. Wang et al [40] used prospect theory to
describe the RPP on the arrival time of emergency materials
in the study of optimal scheduling problem of emergency
materials under emergencies. Different from these previous
studies, this paper will use prospect theory to describe the
perceived value of the public on the supply of materials
and then deduce the change and formula of RPP after
analyzing the behavioral characteristics and critical sense of
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the public, the responsemeasures of decision-makers, and the
importance and ambiguity of POC.On this basis, considering
the behavioral characteristics of decision-makers and the
impact of alternative response plans on the evolution of POC
scenarios, this paper proposes a new decision method for
solving the SRPP in response to POC from the perspective
of the intervention of RPP by using cumulative prospect
theory and a manner of comparing alternatives for each
other.

The rest of this paper is arranged as follows. Section 2
describes the selecting response plans problem (SRPP) in
POC in detail with the multicase study, based on which some
influencing factors of RPP are analyzed, and a formula of
RPP is derived. Then, Section 3 proposes a new decision
method for solving the SRPP in POC from the perspective of
the intervention of RPP. Further, in Section 4, an example is
given to illustrate the potential application and effectiveness
of the proposed method. Finally, Section 5 summarizes and
highlights the contributions of this paper.

2. The Description of SRPP and RPP in POC

The multicase study has become a universal method for
construction and testing of theories because it can guarantee
the reliability and make up for some shortcomings in data
collection, and relevant research objects are usually extracted
from sampling [41]. Therefore, for ensuring the universality
of the rest of this paper, the multicase study will be used to
describe the SRPP in POC, and then a formula of RPP will
be proposed. Note that the different types of mass incidents
may be induced by POC in different cases, which can lead to
differences in the emphasis of the preparation of alternative
response plans. Therefore, it is advisable to take the common
mass incident of panic buying of materials as the supporting
background of this study. For obeying the principle of
triangulation [42], this paper adopts the method of data
collection on official websites (e.g., the People’s Daily Online
and Xinhua Online) and expert discussion and chooses eight
typical cases, i.e., SARS, explosion of Jilin petrochemical
enterprise, Wenchuan earthquake, milk products pollution
andH1N1 flu inChina, earthquake inHaiti, nuclear leakage in
Japan, and hurricane Sandy in the United States. The criteria
we follow for choosing these cases include (1) these cases have
triggered POC and panic buying ofmaterials, and which have
serious social hazards; (2) these cases are characterized by
group and publicity, and thus are highly representative; (3)
the evolution process of these cases is easy to review, which
helps to ensure the completeness of collected key details;(4) these cases come from different parts of the world and
China, helping to ensure the universality of this study. On this
basis, the POC resulted from these cases can be taken as the
research object of this paper.

2.1. Description of SRPP in POC. Through analyzing the
POC and the relevant response measures (i.e., the specific
content of response plans carried out) of the decision-
makers (relevant government departments, enterprises and
institutions, etc.) derived from the above eight typical cases,

respectively, the results can be sorted out as shown in
Table 1.

Through comparing the above cases, we can find that
on the one hand the POC in public emergencies usually
has the following hazards. First, it aggravates panics and
psychological appeals of the public and increases the difficulty
of emergency management of leading public emergencies.
Second, mass incidents of materials snapping-up are easily
induced when panic reaches a certain height and psy-
chological appeals is not satisfied sufficiently. Therefore, it
is necessary and urgent to deal with POC by taking the
intervention of panics and psychological appeals of the public
as a breakthrough point, and to be more important, panics
and psychological appeals of the public are actually the
reflection of RPP (refers to the level of perception of the
public for their lives and safety threatened [43]). On the
other hand, after the appearance of POC in above cases,
decision-makers (central and local government departments,
enterprises, institutions, etc.) have adopted relevant response
plans in different degrees. However, as described in the
literature review, little attention has been paid to the decision-
makers’ urgent need for decisionmethods in response to POC
that may lead to panic buying of materials in the existing
studies.

In fact, the RPP has an obvious psychological quality, i.e.,
which is the public’s cognitive and psychological response
to threats to some valuable things [44], including both risk
assessment and safety education management for disasters
[45]. According to this essential meaning of RPP and the
accounting method of social welfare for disaster riskmanage-
ment in [46], optimizing behaviors of RPP is consistent with
the goal of improving social welfare that decision-makers pay
attention to when selecting the optimal response plan. For
this reason, the following two problems should be taken into
account when a certain scenario of POC that may lead to
panic buying of materials appears. One is how to determine a
decision method for the SRPP in POC that may lead to panic
buying of materials from the perspective of intervention of
RPP in time. The other one is how to solve this SRPP and
obtain the optimal response plan from alternatives with the
determined method. These two problems are significant for
decision-makers to face in practice and are key scientific
problems worthy of our in-depth study. In view of this, this
paper studies how to propose a new decision method and
apply it to solve the SRPP in POC that may lead to panic
buying ofmaterials (i.e., determine the optimal response plan
from alternatives) from the perspective of the intervention of
RPPwith the consideration of behavioral characteristics (loss
aversion, reference dependence, diminishing sensitivity, etc.)
of decision-makers. To sumup, the description of the SRPP in
POC and its solution with the proposedmethod in this paper
are given by referring to the drawing ideas in [47], as shown
in Figure 1.

2.2. Description of RPP in POC. According to the cases
studied above, the supply of materials that the public may
snap-purchase is also an important decision for decision-
makers besides appeasing sentiments of the public and
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Table 1: The POC and its response measures.

Source of POC Introduction of POC Hazard of POC Response measures

China’s SARS in 2003

Diffusion of views
and attitudes on
“epidemic of
infectious

pneumonia”

On December 15th 2002, the
same symptoms appeared in
medical staff who had treated

patients in Guangdong Province
of China, and the POC ensued.
In late January 2013, which

triggered a rush to buy masks,
rice vinegar and isatis root.

The Guangdong provincial
government adopted measures to
crack down on price hikes, issue
the statement of the epidemic,
remove derelict managers and
increase the supply of related

materials.

China’s explosion of
Jilin petrochemical
enterprise in 2005

Diffusion of emotions
on “water pollution”
and “water stoppage

rumors”

On November 13th 2005, an
explosion occurred in the Jilin
petrochemical enterprise of

PetroChina. On November 21,
the POC was ensued and led to
residents of Harbin to snap up

purified water, mineral water and
packaged fresh milk.

China’s State Environmental
Protection Administration

publicized the public concerns
about water pollution. Harbin
municipal government issued a
four-day ban on water supplies

due to overhaul of water
pipelines.

China’s Wenchuan
earthquake in 2008

Diffusion of the panic
on “huge casualties
and economic losses”

OnMay 12th 2008, an 8.0
earthquake broke out in

Wenchuan, Sichuan, China. Due
to the damage caused by the
earthquake is great, the POC
ensued and led to a rush to buy
tents, food and drinking water in

many parts of Sichuan.

National and local seismological
bureau of China held press
conferences several times to
publish information on the
disaster, to clarify rumors, to
answer doubts and placate
emotions of the public.

China’s milk products
pollution in 2008

Diffusion of emotions
on “trust crisis of

milk products made
in mainland China”

On September 8th 2008, 14
infants were found to have

kidney stones. Since then, similar
cases have occurred one after

another because of milk products
pollution. Thus, the POC ensued
and resulted in the mainland
people rushing to Hong Kong

and Taiwan to buy milk products.

The AQSIQ repeatedly
announced the progress of

investigation the incident, and
abolished the national inspection

exemption system for food
industries. Local authorities in
China urged related enterprises

to recall tainted products.

China’s H1N1 flu in
2009

Diffusion of the fear
and panic on

“infectious epidemic”

On May 10th 2009, the first
suspected case of influenza A

(H1N1) was detected in Sichuan,
China, triggering the POC that
led to protective drugs at local

drugstores out of stock.

Central government of China
took measures such as

investigation, immigration
control and strengthening
material reserves. Chengdu

municipal government held press
conferences to clarify the related

information.

Haiti earthquake in
2010

Diffusion of panic on
“casualties and food

shortages”

On January 2th 2010, a 7.3
earthquake broke out in the
Caribbean island of Haiti. The
tremendous harm triggered the
POC and led to the panic buying

and robbery of food.

The government of Haiti
publicized information on the
disaster and appeased the public

sentiment. WFP and
international community
distribute food such as

high-energy biscuits to the
disaster areas.

Japan’s nuclear
leakage accident in
2011

Diffusion of views on
“seawater pollution”
and “iodine can resist
nuclear radiation”

On March 11th 2011, a 9.0
earthquake broke out in Japan
and triggered a nuclear leakage
accident. Since then, the POC
ensued and triggered mass
grabbing of salt in China.

Local government in China
answered doubts of the public

and clarified rumors in time, and
the Chinese NDRC issued timely
announcements to punishing
those who fabricate rumors.

United States’
hurricane Sandy in
2012

Diffusion of emotions
on “hurricane attacks,

water and power
supply cut-off”

On October 29th 2012, hurricane
Sandy made landfall in the

eastern United States. In previous
days, the POC spread rapidly and
triggered the panic buying of
mineral water, batteries and

flashlights.

The New York government
warned vendors to prohibit price
hikes, and appealed to the public
to keep abreast of the news from

the city government and be
prepared for evacuation.
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POC

Data collection for POC

Decision information provided by decision-makers Calculation of RPP
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Figure 1: The description of the SRPP in POC and its solution with the proposed method.

cracking down on illegal behaviors. In fact, the actual supply
of materials greatly affects the level of RPP. Specifically,
according to the theory of memory manipulation proposed
by Sarafidis [48], memory has the effects of proximity,
imitation and similarity, and the public will observe the
supply of materials at present in the POC-impacted regions
(e.g., state, province, city, district, county, community) they
concern by referring to that in the past. That is, if the public
observe the supply ofmaterials at present is not as good as that
in the past, then the RPP increases; otherwise, the RPP does
not change. In addition, the application of prospect theory
in the decision-making of the public [39, 40] shows that
the public usually has the behavioral characteristics of loss
aversion and diminishing sensitivity. Under the background
of this study, these two kinds of behavioral characteristics
can be explained as follows: if the public observe that the
current supply of materials is not as good as that of before,
they feel “loss”; otherwise, they feel “gain”. Meanwhile, the
public generally consider the utility produced from “loss” is
larger than that produced from the equivalent “gain”, and
their sensitivity to “loss” or “gain” is gradually diminishing
[49].

Based on the above considerations, it is assumed that the
total number of POC-impacted regions the public concern is𝐴, hence the region 𝑎 ∈ {1, 2, ⋅ ⋅ ⋅ , 𝐴}. The total amount of
the past period of time that the public observe for supply of
materials is 𝑇, hence the past period of time 𝑡 ∈ {1, 2, ⋅ ⋅ ⋅ , 𝑇}.
Accordingly, the supply of materials in region 𝑎 during the
past period of time 𝑡 is 𝑑𝑎𝑡. Considering the difficulty in
obtaining accurate data and the bounded rationality of the
public [50, 51], 𝑑𝑎𝑡 is set to be a fuzzy number [52] and its
expected value is 𝑑𝑎𝑡. Therefore, the average 𝐷𝐴𝑇 of the past

supply of materials in the regions that the public observe is as
follows:

𝐷𝐴𝑇 = 1𝐴𝑇
𝐴∑
𝑎=1

𝑇∑
𝑡=1

𝑑𝑎𝑡 (1)

On this basis, if it is assumed that 𝑑𝑎(𝑇+1) represents
the supply of materials in region 𝑎 during the current time
period, then the average𝐷𝐴(𝑇+1) of supply of materials in the
regions the public observe during the current time period can
similarly be obtained, namely:

𝐷𝐴(𝑇+1) = 1𝐴
𝐴∑
𝑎=1

𝑑𝑎(𝑇+1) (2)

Considering the above analysis for behavioral charac-
teristics of the public such as reference dependence, loss
aversion, and diminishing sensitivity, this paper uses the
value function of the prospect theory [34, 35] to obtain the
perceived value V(𝐷𝐴(𝑇+1)) of the public for 𝐷𝐴(𝑇+1), that
is,

V (𝐷𝐴(𝑇+1))

= {{{
(𝐷𝐴(𝑇+1) − 𝐷𝐴𝑇)𝛼1 , 𝐷𝐴(𝑇+1) − 𝐷𝐴𝑇 ≥ 0;
−𝜆1 [− (𝐷𝐴(𝑇+1) − 𝐷𝐴𝑇)]𝛽1 , 𝐷𝐴(𝑇+1) − 𝐷𝐴𝑇 < 0.

(3)

where𝐷𝐴(𝑇+1) − 𝐷𝐴𝑇 ≥ 0 and 𝐷𝐴(𝑇+1) − 𝐷𝐴𝑇 < 0 denote the
“gain” and “loss” of the public respectively when𝐷𝐴𝑇 is taken
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Figure 2: Curve of perceived value of the public.
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Figure 3: Curve of risk perception of the public.

as the reference point. Correspondingly, 𝛼1 and 𝛽1 denote
the convexity of the perceived value function on the “gain”
and “loss” side, respectively, and they depict the diminishing
sensitivity of the perceived value of the public. 𝜆1 (𝜆1 >1) describes the loss aversion of the public, that is, for the
same amount of the “gain” and “loss”, and the public is more
sensitive to the latter.

Allport and Postman pointed out that the importance and
ambiguity of events would affect the appearance of rumors
and proposed a famous rumor formula, namely, 𝑅 = 𝐼 ×𝐴 [53, 54]. Then Chorus considered that critical sense of
the public was also an important factor affecting the rumor
production and improved the rumor formula to 𝑅 = (𝐼 ×𝐴)/𝐶 [55]. Since rumors can be regarded as a product of the
evolution of POC, the importance and ambiguity of POC and
critical sense of the public also affect the perceived value of
the public, in addition to the above-mentioned behavioral
characteristics of the public and the supply of materials of
decision-makers. On the one hand, the loss aversion of the
public usually makes the importance and ambiguity of POC
affect their judgment on the current and past situations and
easily causes them to deliberately amplify the psychological
reference point. On the other hand, [55] points out that
the critical sense includes three aspects, namely, knowledge
level, wisdom and insight, and moral values, so that the
stronger the critical sense of the public is, the greater the
cognitive accuracy of the psychological reference point is.
Thus, the importance and ambiguity parameter 𝜌 (𝜌 ≥ 1)
of POC and the critical sense parameter 𝜃 (𝜃 ≥ 1) of

the public are introduced, and formula (3) is improved as
follows:
V (𝐷𝐴(𝑇+1), 𝜌, 𝜃)

= {{{{{{{
(𝐷𝐴(𝑇+1) − 𝜌𝜃𝐷𝐴𝑇)

𝛼1 , 𝐷𝐴(𝑇+1) − 𝜌𝜃𝐷𝐴𝑇 ≥ 0;
−𝜆1 [− (𝐷𝐴(𝑇+1) − 𝜌𝜃𝐷𝐴𝑇)]

𝛽1 , 𝐷𝐴(𝑇+1) − 𝜌𝜃𝐷𝐴𝑇 < 0.
(4)

where V(𝐷𝐴(𝑇+1), 𝜌, 𝜃) denotes the perceived value of the
public to 𝐷𝐴(𝑇+1) on the premise that the importance and
ambiguity of POC is 𝜌 and the critical sense of the public is 𝜃.

As can be seen from this, V(𝐷𝐴(𝑇+1), 𝜌, 𝜃) has a graph-
ical representation as shown in Figure 2. In addition, if𝑟(𝐷𝐴(𝑇+1), 𝜌, 𝜃) is defined as the RPP for 𝐷𝐴(𝑇+1) on the
premise that the importance and ambiguity of POC is 𝜌 and
the critical sense of the public is 𝜃; then the function curve
of 𝑟(𝐷𝐴(𝑇+1), 𝜌, 𝜃) can be obtained by analyzing the function
curve of V(𝐷𝐴(𝑇+1), 𝜌, 𝜃), as shown in Figure 3.

In Figure 2, if 𝐷𝐴(𝑇+1) = (𝜌/𝜃)𝐷𝐴𝑇, then V(𝐷𝐴(𝑇+1), 𝜌, 𝜃)= 0, which denotes that the public believe the supply of
materials in the regions at present is roughly equal to that
in the past, thus their attitude of hesitation appears and their
risk perception to be constant, that is 𝑟(𝐷𝐴(𝑇+1), 𝜌, 𝜃) = 𝑟0, as
shown in Figure 3. In Figure 2, if 𝐷𝐴(𝑇+1) > (𝜌/𝜃)𝐷𝐴𝑇, then
V(𝐷𝐴(𝑇+1), 𝜌, 𝜃) > 0, and the growth rate of V(𝐷𝐴(𝑇+1), 𝜌, 𝜃)
decreases with 𝐷𝐴(𝑇+1) increases. Which indicates that the
public believe the supply of materials in the regions at
present is better than that in the past, hence they do
not believe the POC and their risk perception decreases,
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that is, 𝑟(𝐷𝐴(𝑇+1), 𝜌, 𝜃) < 𝑟0, as shown in Figure 3. In
Figure 2, if 𝐷𝐴(𝑇+1) < (𝜌/𝜃)𝐷𝐴𝑇, then V(𝐷𝐴(𝑇+1), 𝜌, 𝜃) <0, V(𝐷𝐴(𝑇+1), 𝜌, 𝜃) rapidly decreases and its decreasing rate
declines with the decreasing𝐷𝐴(𝑇+1), which indicates that the
public believe the supply of materials in the regions at present
is not as good as that in the past; hence they believe the POC
to some extent and their risk perception increases, that is𝑟(𝐷𝐴(𝑇+1), 𝜌, 𝜃) > 𝑟0, as shown in Figure 3.

Furthermore, comparing the function curve of
V(𝐷𝐴(𝑇+1), 𝜌, 𝜃) with that of 𝑟(𝐷𝐴(𝑇+1), 𝜌, 𝜃), we conclude
that the curve of 𝑟(𝐷𝐴(𝑇+1), 𝜌, 𝜃) can be approximately
obtained by transforming the curve of V(𝐷𝐴(𝑇+1), 𝜌, 𝜃)
symmetrically along 𝐷𝐴(𝑇+1)-axis and then moving up𝑟0 along V(𝐷𝐴(𝑇+1), 𝜌, 𝜃)-axis. Therefore, the formula of𝑟(𝐷𝐴(𝑇+1), 𝜌, 𝜃) can be obtained according to formula (4),
that is,

𝑟 (𝐷𝐴(𝑇+1), 𝜌, 𝜃)

= {{{{{{{
𝑟0 − (𝐷𝐴(𝑇+1) − 𝜌𝜃𝐷𝐴𝑇)

𝛼1 , 𝐷𝐴(𝑇+1) − 𝜌𝜃𝐷𝐴𝑇 ≥ 0;
𝑟0 + 𝜆1 [−(𝐷𝐴(𝑇+1) − 𝜌𝜃𝐷𝐴𝑇)]

𝛽1 , 𝐷𝐴(𝑇+1) − 𝜌𝜃𝐷𝐴𝑇 < 0.
(5)

3. The Proposed Method for Solving
the SRPP in POC

As described in formula (5), the behavioral characteristics
and critical sense of the public, the response measures
(i.e., the supply of materials) of decision-makers, and the
importance and ambiguity of POC jointly determine the
RPP. For this reason, it is necessary to consider the effect of
alternative response plans on these four factors when solving
the SRPP in POC from the perspective of the intervention of
RPP. Among them, the behavioral characteristics (reference
dependence, loss aversion, diminishing sensitivity, etc.) and
critical sense are inherent in the public; hence they can be
assumed to be unaffected by alternative response plans in
a short period of time. The effect of alternatives on the
response measures of decision-makers can be reflected in
the different response measures in different alternatives. The
effect of alternatives on the importance and ambiguity of
POC can be reflected by introducing different scenarios of
POC and considering the importance of each scenario is
different and the evolution of scenarios affected by alterna-
tives.

3.1. Symbol Definition. For conducting the research on a new
decision method for solving the SRPP in POC from the
perspective of the intervention of RPP, we first define the
following symbols.𝑆 = {𝑆1, 𝑆2, ⋅ ⋅ ⋅ , 𝑆𝑛} denotes a set of current scenarios that
may appear during the evolution of POC. The identification
of the current scenario is considered as a part of the
response of decision-makers in order to be consistentwith the
observation of the public for responsemeasures in the current
scenario described above.

𝐸𝑘 = {𝐸𝑘1 , 𝐸𝑘2 , ⋅ ⋅ ⋅ , 𝐸𝑘𝑙 } denotes a set of subsequent
scenarios may be evolved by the current scenario 𝑆𝑘 of POC.𝑅 = {𝑅1, 𝑅2, ⋅ ⋅ ⋅ , 𝑅𝑚} denotes a set of alternative response
plans.𝐷𝑅𝐴(𝑇+1) = {𝐷𝑅1

𝐴(𝑇+1)
, 𝐷𝑅2
𝐴(𝑇+1)

, ⋅ ⋅ ⋅ , 𝐷𝑅𝑚
𝐴(𝑇+1)

} indicates a
set of the average of current supply of materials in the
regions the public concern under carrying out alternatives,
where 𝐷𝑅𝑖

𝐴(𝑇+1)
represents the average under carrying out the

alternative plan 𝑅𝑖.𝜌 = {𝜌1, 𝜌2, ⋅ ⋅ ⋅ , 𝜌𝑔} denotes a set of indicators used to
evaluate the importance and ambiguity of POC.𝜌𝑘 = {𝜌𝑘1 , 𝜌𝑘2 , ⋅ ⋅ ⋅ , 𝜌𝑘𝑔} denotes a set of values of the set 𝜌 in
the current scenario 𝑆𝑘, and the total value is 𝜌𝑘 = ∑𝑔

ℎ=1
𝜌𝑘ℎ .𝑃 = [𝑃(𝐸𝑘𝑗 |𝑅𝑖)]𝑚×𝑙 = [𝑝𝑘𝑖𝑗]𝑚×𝑙 denotes a probability matrix

of the new scenario 𝐸𝑘𝑗 appears, that is, 𝑃(𝐸𝑘𝑗 |𝑅𝑖) (abbreviated
as 𝑝𝑘𝑖𝑗) indicates the probability that the current scenario
𝑆𝑘 evolves into the new scenario 𝐸𝑘𝑗 after carrying out the
alternative plan 𝑅𝑖.𝜌𝑘𝑖𝑗 = {𝜌𝑘𝑖𝑗1 , 𝜌𝑘𝑖𝑗2 , ⋅ ⋅ ⋅ , 𝜌𝑘𝑖𝑗𝑔 } denotes a set of values of the set𝜌 when the current scenario 𝑆𝑘 evolves into the new scenario𝐸𝑘𝑗 after carrying out the alternative plan 𝑅𝑖, where 𝜌𝑘𝑖𝑗ℎ =
𝜌𝑘𝑖𝑗
ℎ
|(𝐸𝑘𝑗 |𝑅𝑖) is the value of the h-th indicator, and the total

value is 𝜌𝑘𝑖𝑗 = ∑𝑔
ℎ=1

𝜌𝑘𝑖𝑗
ℎ
.

𝜃 = {𝜃1, 𝜃2, ⋅ ⋅ ⋅ , 𝜃𝐴} denotes a set of the critical sense
parameter of the public in the POC- impacted regions, where𝜃𝑎 indicates the critical sense of the public in the region 𝑎.𝑖 ∈ {1, 2, ⋅ ⋅ ⋅ , 𝑚}, 𝑗 ∈ {1, 2, ⋅ ⋅ ⋅ , 𝑙}, 𝑘 ∈ {1, 2, ⋅ ⋅ ⋅ , 𝑛}, ℎ ∈{1, 2, ⋅ ⋅ ⋅ , 𝑔}, 𝑎 ∈ {1, 2, ⋅ ⋅ ⋅ , 𝐴}.
3.2. The Proposed Method. In fact, limited to the subjective
and objective conditions such as asymmetric information,
time pressure and limited rationality of decision-makers,
the solution of the SRPP will be inevitably affected by
behavioral characteristics (e.g., reference dependence, loss
aversion, and diminishing decrease [34, 37]) of decision-
makers when a scenario of POC appears. However, different
from the application of prospect theory to describe behavioral
characteristics of the public above, decision-makers need to
take into account the perception probability of the effect
of alternative response plans on RPP in POC-impacted
regions when solving the SRPP. Therefore, the cumulative
prospect theory [35] is introduced to describe the behaviors
of decision-makers and to present a new decision method
for solving the SRPP in POC. In brief, the specific decision
process of this method is as follows.

Step 1. Calculate the prospect value of RPP in each POC-
impacted region.

According to the above symbol definition and formula
(5), when the current scenario 𝑆𝑘 evolves into the new
scenario 𝐸𝑘𝑗 after carrying out the alternative plan 𝑅𝑖, the
RPP 𝑟𝑎(𝐷𝑅𝑖𝐴(𝑇+1), 𝜌𝑘𝑖𝑗, 𝜃𝑎) in POC-impacted region 𝑎 can be
described as follows:
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𝑟𝑎 (𝐷𝑅𝑖𝐴(𝑇+1), 𝜌𝑘𝑖𝑗, 𝜃𝑎) =
{{{{{{{{{{{

𝑟0 − (𝐷𝑅𝑖
𝐴(𝑇+1)

− 𝜌𝑘𝑖𝑗
𝜃𝑎 𝐷𝐴𝑇)

𝛼1 , 𝐷𝑅𝑖
𝐴(𝑇+1)

− 𝜌𝑘𝑖𝑗
𝜃𝑎 𝐷𝐴𝑇 ≥ 0;

𝑟0 + 𝜆1 [−(𝐷𝑅𝑖
𝐴(𝑇+1)

− 𝜌𝑘𝑖𝑗
𝜃𝑎 𝐷𝐴𝑇)]

𝛽1 , 𝐷𝑅𝑖
𝐴(𝑇+1)

− 𝜌𝑘𝑖𝑗
𝜃𝑎 𝐷𝐴𝑇 < 0.

(6)

According to the description of SRPP in Section 2.1, the
intervention effect of RPP is the basic criterion we follow to
judge which alternative plan is the best in alternatives. There-
fore, it is necessary to calculate the prospect value of RPP after
carrying out an alternative plan. In addition, it is necessary

to take the manner of comparing alternatives for each other
to avoid the deviation probably caused by setting up the
reference point artificially when considering the behavioral
characteristics of reference dependence of decision-makers.
On such basis, the following formula can be obtained.

𝑉(𝑟𝑎 󵄨󵄨󵄨󵄨󵄨𝑅𝑖1 ) = 1𝑛 (𝑚 − 1)
⋅ 𝑛∑
𝑘=1

𝑚∑
𝑖2=1,𝑖2 ̸=𝑖1

𝑙∑
𝑗1=1

𝑙∑
𝑗2=1

{𝑑 [𝑟𝑎 (𝐷𝑅𝑖1𝐴(𝑇+1), 𝜌𝑘𝑖1𝑗1 , 𝜃𝑎) , 𝑟𝑎 (𝐷𝑅𝑖2𝐴(𝑇+1), 𝜌𝑘𝑖2𝑗2 , 𝜃𝑎)]𝑃 (𝑆𝑘) 𝑃 (𝐸𝑘𝑗1 󵄨󵄨󵄨󵄨󵄨𝑅𝑖1 ) 𝑃 (𝐸𝑘𝑗2 󵄨󵄨󵄨󵄨󵄨𝑅𝑖2 )}
(7)

Where 𝑉(𝑟𝑎|𝑅𝑖1) denotes the prospect value of RPP 𝑟𝑎 in the
region 𝑎 after carrying out the alternative plan 𝑅𝑖1 . 𝑃(𝑆𝑘)
denotes the probability that the current scenario of POC is 𝑆𝑘.1/𝑛 ensures that there is only one current scenario; 1/(𝑚− 1)

guarantees that the average of prospect values of RPP can be
obtained after comparing 𝑅𝑖1 with others. 𝑑(⋅, ⋅) denotes the
value function of cumulative prospect theory and satisfies the
following formula:

𝑑 [𝑟𝑎 (𝐷𝑅𝑖1𝐴(𝑇+1), 𝜌𝑘𝑖1𝑗1 , 𝜃𝑎) , 𝑟𝑎 (𝐷𝑅𝑖2𝐴(𝑇+1), 𝜌𝑘𝑖2𝑗2 , 𝜃𝑎)]

= {{{{{
−𝜆2 [𝑟𝑎 (𝐷𝑅𝑖1𝐴(𝑇+1), 𝜌𝑘𝑖1𝑗1 , 𝜃𝑎) − 𝑟𝑎 (𝐷𝑅𝑖2𝐴(𝑇+1), 𝜌𝑘𝑖2𝑗2 , 𝜃𝑎)]𝛽2 , 𝑟𝑎 (𝐷𝑅𝑖1𝐴(𝑇+1), 𝜌𝑘𝑖1𝑗1 , 𝜃𝑎) − 𝑟𝑎 (𝐷𝑅𝑖2𝐴(𝑇+1), 𝜌𝑘𝑖2𝑗2 , 𝜃𝑎) ≥ 0;
{− [𝑟𝑎 (𝐷𝑅𝑖1𝐴(𝑇+1), 𝜌𝑘𝑖1𝑗1 , 𝜃𝑎) − 𝑟𝑎 (𝐷𝑅𝑖2𝐴(𝑇+1), 𝜌𝑘𝑖2𝑗2 , 𝜃𝑎)]}𝛼2 , 𝑟𝑎 (𝐷𝑅𝑖1𝐴(𝑇+1), 𝜌𝑘𝑖1𝑗1 , 𝜃𝑎) − 𝑟𝑎 (𝐷𝑅𝑖2𝐴(𝑇+1), 𝜌𝑘𝑖2𝑗2 , 𝜃𝑎) < 0.

(8)

where 𝑟𝑎(𝐷𝑅𝑖1𝐴(𝑇+1), 𝜌𝑘𝑖1𝑗1 , 𝜃𝑎) − 𝑟𝑎(𝐷R𝑖2
𝐴(𝑇+1)

, 𝜌𝑘𝑖2𝑗2 , 𝜃𝑎) ≥ 0
and 𝑟𝑎(𝐷𝑅𝑖1𝐴(𝑇+1), 𝜌𝑘𝑖1𝑗1 , 𝜃𝑎) − 𝑟𝑎(𝐷𝑅𝑖2𝐴(𝑇+1), 𝜌𝑘𝑖2𝑗2 , 𝜃𝑎) < 0
denote the “loss” and “gain” of decision-makers, respectively,
when the reference point of RPP 𝑟𝑎(𝐷𝑅𝑖1𝐴(𝑇+1), 𝜌𝑘𝑖1𝑗1 , 𝜃𝑎) is
𝑟𝑎(𝐷𝑅𝑖2𝐴(𝑇+1), 𝜌𝑘𝑖2𝑗2 , 𝜃𝑎) in the region 𝑎. Correspondingly,𝛼2 and𝛽2 denote the convexity of the value function on “gain” and
“loss” side, respectively, and both of them depict the behav-
ioral characteristics of diminishing sensitivity of decision-
makers. 𝜆2 (𝜆2 > 1) describes the behavioral characteristics
of loss aversion of decision-makers.

From formulae (1), (6), (7), and (8), it can be seen that
the calculation of 𝑉(𝑟𝑎|𝑅𝑖1) involves the expected value 𝑑𝑎𝑡
of the fuzzy number 𝑑𝑎𝑡. Thus, it is necessary to further
explore the relationship between 𝑑𝑎𝑡 and 𝑑𝑎𝑡. Without loss of
generality, let 𝑑𝑎𝑡 be a triangular fuzzy number [56] denoted
as (𝑑1𝑎𝑡, 𝑑2𝑎𝑡, 𝑑3𝑎𝑡) (where 𝑑1𝑎𝑡, 𝑑2𝑎𝑡, and 𝑑3𝑎𝑡 are the minimum,
the most possible value and the maximum, respectively). On
such basis, the following formula can be obtained according
to [57]:

𝑑𝑎𝑡 = (1 − 𝜇) 𝑑1𝑎𝑡 + 𝑑2𝑎𝑡 + 𝜇𝑑3𝑎𝑡2 (9)

where 0 ≤ 𝜇 ≤ 1 depicts the risk attitude of the public and0.5 < 𝜇 < 1, 𝜇 = 0.5, and 0 < 𝜇 < 0.5 denote the risk
pursuit, neutrality, and aversion, respectively.The public have
the behavioral characteristics of loss aversion when analyzing
the RPP above; that is, the public often show a risk aversion
attitude in the face of deterministic and risky gains and often
show a risk pursuit in the face of deterministic and risky losses
according to the prospect theory. Without loss of generality,
let the compromise principle be used; thus 𝜇 = 0.5, 𝑑𝑎𝑡 =(𝑑1𝑎𝑡 +2𝑑2𝑎𝑡 +𝑑3𝑎𝑡)/4, which is the third indicator of Yager [58].
Step 2. Calculate the decision weight of RPP in each POC-
impacted region.

To avoid the perceived deviation of decision-makers
for risk probability, the cumulative probability function in
cumulative prospect theory is introduced to describe the
decision weight of RPP. To do this, the 𝑉(𝑟𝑎|𝑅𝑖1), 𝑖1 ∈{1, 2, ⋅ ⋅ ⋅ , 𝑚} obtained by formula (7) is ranked, namely,
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𝑉(𝑟𝑎|𝑅(1)) ≤ 𝑉(𝑟𝑎|𝑅(2)) ≤ ⋅ ⋅ ⋅ ≤ 𝑉(𝑟𝑎|𝑅(𝑒)) ≤ 0 ≤𝑉(𝑟𝑎|𝑅(𝑒+1)) ≤ ⋅ ⋅ ⋅ ≤ 𝑉(𝑟𝑎|𝑅(𝑚−1)) ≤ 𝑉(𝑟𝑎|𝑅(𝑚)), where𝑉(𝑟𝑎|𝑅(𝑏)), 𝑏 ∈ {1, 2, ⋅ ⋅ ⋅ , 𝑚} indicates that the prospect value
of RPP in the region 𝑎 is ranked at 𝑏. Thus, if 𝑏 ≤ 𝑒,
then 𝑉(𝑟𝑎|𝑅(𝑏)) ≤ 0; otherwise, 𝑉(𝑟𝑎|𝑅(𝑏)) ≥ 0. Based on
this, it is assumed that 𝑃(𝑟𝑎|𝑅(𝑏)) denotes the probability
that RPP 𝑟𝑎 has the current prospect value caused by the
alternative plan 𝑅(𝑏). From the formula (7), it is can be seen
that the 𝑃(𝑟𝑎|𝑅(𝑏)) is essentially the sum of the multiplication
between the probability 𝑃(𝐸𝑘𝑗 |𝑅(𝑏)) that 𝑆𝑘 evolves into 𝐸𝑘𝑗
after carrying out the alternative plan 𝑅(𝑏) and the probability𝑃𝑗𝑎 that RPP takes the current value, that is 𝑃(𝑟𝑎|𝑅(𝑏)) =
∑𝑛𝑘=1∑𝑙𝑗=1 𝑃(𝑆𝑘)𝑃(𝐸𝑘𝑗 |𝑅(𝑏))𝑃𝑗𝑎 .

According to the decision weight function in cumulative
prospect theory, the perceived probabilities of decision-
makers that the RPP 𝑟𝑎 in the region 𝑎 takes the current
prospect value 𝑉(𝑟𝑎|𝑅(𝑏)) caused by the alternative plan 𝑅(𝑏)
can be expressed as below:

𝜋+ (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(𝑚) ) = 𝑤+ [𝑃 (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(𝑚) )]
𝜋− (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(1) ) = 𝑤− [𝑃 (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(1) )]
𝜋+ (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(𝑏) ) = 𝑤+ [ 𝑚∑

𝑖=𝑏

𝑃 (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(𝑖) )]

− 𝑤+ [ 𝑚∑
𝑖=𝑏+1

𝑃 (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(𝑖) )] ,
𝑏 ∈ {𝑒 + 1, 𝑒 + 2, ⋅ ⋅ ⋅ , 𝑚 − 1}

𝜋− (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(𝑏) ) = 𝑤− [ 𝑏∑
𝑖=1

𝑃 (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(𝑖) )]

− 𝑤− [𝑏−1∑
𝑖=1

𝑃 (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(𝑖) )] ,
𝑏 ∈ {2, 3, ⋅ ⋅ ⋅ , 𝑒}

(10)

where 𝜋+(⋅) and 𝜋−(⋅) denote the perceived probability of
decision-makers corresponding to 𝑉(𝑟𝑎|𝑅(𝑏)) ≥ 0, 𝑏 ∈{𝑒 + 1, 𝑒 + 2, ⋅ ⋅ ⋅ , 𝑚} and 𝑉(𝑟𝑎|𝑅(𝑏)) ≤ 0, 𝑏 ∈ {1, 2, ⋅ ⋅ ⋅ , 𝑒},
respectively. 𝑤+(⋅) and 𝑤−(⋅) are the following nonlinear
functions.

𝑤+ (𝑝) = 𝑝𝛾
[𝑝𝛾 + (1 − 𝑝)𝛾]1/𝛾

𝑤− (𝑝) = 𝑝𝛿
[𝑝𝛿 + (1 − 𝑝)𝛿]1/𝛿

(11)

where 𝑝 denotes the probability. 𝛾 and 𝛿 are parameters
that used to describe the curve degree of 𝑤+(⋅) and 𝑤−(⋅),
respectively.

Step 3. Calculate the overall prospect value of RPP in each
POC-impacted region.

To be convenient for us to compare and discuss the calcu-
lated results, it is necessary to ensure that different prospect
values of RPP in different regions have the same upper and
lower bounds. To do this, 𝑉(𝑟𝑎|𝑅(𝑏)) is standardized in the
following manner.

𝑉 (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(𝑏) ) = 𝑉 (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(𝑏) ) − 𝑉min (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(𝑖) )𝑉max (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(𝑖) ) − 𝑉min (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(𝑖) ) ,
𝑖 ∈ {1, 2, ⋅ ⋅ ⋅ , 𝑚}

(12)

where 𝑉(𝑟𝑎|𝑅(𝑏)) is the standardized result of 𝑉(𝑟𝑎|𝑅(𝑏)),
obviously 𝑉(𝑟𝑎|𝑅(𝑏)) ∈ [0, 1]; 𝑉max(𝑟𝑎|𝑅(𝑖)) = max{𝑉(𝑟𝑎|𝑅(1)),𝑉(𝑟𝑎|𝑅(2)), ⋅ ⋅ ⋅ , 𝑉(𝑟𝑎|𝑅(𝑚))}; 𝑉min(𝑟𝑎|𝑅(𝑖)) = min{𝑉(𝑟𝑎|𝑅(1)),𝑉(𝑟𝑎|𝑅(2)), ⋅ ⋅ ⋅ , 𝑉(𝑟𝑎|𝑅(𝑚))}. Meanwhile, the positive correla-
tion between 𝑉(𝑟𝑎|𝑅(𝑏)) and 𝑉(𝑟𝑎|𝑅(𝑏)) can be found.

Further, the standardized results of 𝑉(𝑟𝑎|𝑅(𝑏)) ≥ 0, 𝑏 ∈{𝑒 + 1, 𝑒 + 2, ⋅ ⋅ ⋅ , 𝑚} and 𝑉(𝑟𝑎|𝑅(𝑏)) ≤ 0, 𝑏 ∈ {1, 2, ⋅ ⋅ ⋅ , 𝑒}
are denoted as𝑉+(𝑟𝑎|𝑅(𝑏)) and𝑉−(𝑟𝑎|𝑅(𝑏)), respectively. Both𝑉+(𝑟𝑎|𝑅(𝑏)) and 𝑉−(𝑟𝑎|𝑅(𝑏)) can be obtained by formula (12),
obviously, 𝑉+(𝑟𝑎|𝑅(𝑏)) ∈ [0, 1], 𝑉−(𝑟𝑎|𝑅(𝑏)) ∈ [0, 1].

To sum up, it can be seen that𝑉+(𝑟𝑎|𝑅(𝑏)) and𝑉−(𝑟𝑎|𝑅(𝑏))
correspond to the perceived probabilities 𝜋+(𝑟𝑎|𝑅(𝑏)) and𝜋−(𝑟𝑎|𝑅(𝑏)) of decision-makers, respectively.Thus, the follow-
ing formula (13) can be derived by considering the prospect
value of RPP in all POC-impacted regions:

𝑂𝑉(𝑅(𝑏)) = 𝐴∑
𝑎=1

[𝑦𝜋+ (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(𝑏) ) 𝑉+ (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(𝑏) )
+ (1 − 𝑦) 𝜋− (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(𝑏) )𝑉− (𝑟𝑎 󵄨󵄨󵄨󵄨𝑅(𝑏) )]

(13)

Where𝑂𝑉(𝑅(𝑏)) denotes the overall prospect value of RPP in
all POC-impacted regions after carrying out the alternative
plan 𝑅(𝑏). 𝑦 is an 0-1 integer variable and satisfies:

𝑦 = {{{
0, 𝑏 ∈ {1, 2, ⋅ ⋅ ⋅ , 𝑒} ;
1, 𝑏 ∈ {𝑒 + 1, 𝑒 + 2, ⋅ ⋅ ⋅ , 𝑚} . (14)

As mentioned above, for determining the optimal
response plan from alternatives when a certain scenario of
POC appears, decision-makers should focus on the interven-
tion effect of the alternatives on RPP. Meanwhile, combined
with the proposed method for solving the SRPP in POC,
we can see that the intervention effect of an alternative plan
on RPP is reflected in the overall prospect value of RPP in
all POC-impacted regions after carrying out this alternative.
Therefore, the principle of determining the optimal response
plan is which alternative plan can maximize the value of
formula (13); in other words, the larger the 𝑂𝑉(𝑅(𝑏)) is, the
better the alternative plan 𝑅(𝑏) is. On this basis, the ranking of
the alternatives can be obtained. In particular, if alternatives𝑅𝑖1 and 𝑅𝑖2 (𝑖1 ̸= 𝑖2) satisfy 𝑂𝑉(𝑅𝑖1) = 𝑂𝑉(𝑅𝑖2), then
which is better can be determined further by comparing
their expected cost, difficulty in manipulation, and start-
up timeliness, etc.. Eventually, based on the ranking of
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Table 2: The supply of materials during the past period of time the public observe.

region 1 region 2 region 3 region 4 region 5
𝑑𝑎𝑡, ∀𝑡 ∈ {1, . . . , 30} (4,6,8) (1,3,9) (3,4,9) (5,6,11) (2,3,4)
𝑑𝑎𝑡, ∀𝑡 ∈ {1, . . . , 30} 6 4 5 7 3
𝐷𝐴𝑇 5

Table 3: The importance and ambiguity of POC.

𝜌1𝑖𝑗 𝐸11 𝐸12 𝐸13𝑅1 3 5 7
𝑅2 2 3 5
𝑅3 1 2 3

the alternatives, decision-makers can determine the optimal
response plan in time according to their empirical data (e.g.,
the need for related material, financial and human resources)
learned from the previous emergency drill.

4. An Example

Major epidemics of infectious diseases have occurred fre-
quently in recent years, and they often lead to the POC and
the snap-up of related protective drugs, such as SARS in
2003 and H1N1 flu in 2009 described above. Therefore, a
theoretical example of the SRPP in POC in a country under
the background of this kind of major epidemics of infectious
diseases is given to illustrate the potential application and
effectiveness of the proposedmethod. Symptomatic incidents
often occur in the early stages of outbreaks of major epi-
demics of infectious diseases, such as suspected viral infectors
appear and they have a long-term fever. Since this concerns
the safety of the public, some panic and rumors have been
promptly triggered, which might as well be recorded as
the current scenario 𝑆1 faced by decision-makers, i.e., 𝑆 ={𝑆1} and 𝑃(𝑆1) = 1. After estimating the situation of the
POC, decision-makers have determined the following three
alternatives based on emergency preparedness regulations.𝑅1: Establish a response team tomonitor the development
of the POC, and notify the relevant enterprises to prepare for
the response.𝑅2: Launch guidance strategies for the POC based on the
response preparation, and require enterprises to ensure the
supply of materials the public may snap up.𝑅3: On the basis of the POCguidance, inform the progress
of dealing with the epidemic event in a timely manner and
order enterprises to increase the supply of relevant materials.

After carrying out the alternative plan 𝑅𝑖, 𝑖 ∈ {1, 2, 3}, the
current scenario 𝑆1 will evolve into one of the following new
scenarios:𝐸11: Panics of the public are effectively alleviated, rumors
are reasonably controlled and the POC is declined or disap-
peared.𝐸12: The spreading scope of the POC is only concentrated
in a small part of the country, and most parts the country are
not impacted.

𝐸13: The POC has an impact on all parts of the country,
leading to the spread of serious rumors and panics.

In the current scenario 𝑆1, we set up the total number
of regions the public concern 𝐴 = 5, and 𝑎 ∈ {1, 2, 3, 4, 5}.
A day is denoted as the unit of the past period of time 𝑡
the public observe, and 𝑇 = 30, 𝑡 ∈ {1, 2, ⋅ ⋅ ⋅ , 30}. The
supply ofmaterials𝑑𝑎𝑡 and its expected value𝑑𝑎𝑡 calculated by
formula (9) are shown in Table 2. Meanwhile, we can obtain𝐷𝐴𝑇 = 5 by formula (1). The spreading scope 𝜌1 is set as
the evaluation indicator for the importance and ambiguity
of POC, and its value ranges from 1 to 7, where 1 and 7
denote the minimum and maximum respectively, thereby𝜌 = {𝜌1}. Thus, the values of 𝜌1𝑖𝑗 can be obtained, as shown
in Table 3. Under carrying out different alternative plans, the
current supply of materials 𝑑𝑅𝑖

𝑎(𝑇+1)
in the region 𝑎 is shown

in Table 4; hence we can obtain 𝐷𝑅1
𝐴(𝑇+1)

= 4, 𝐷𝑅2
𝐴(𝑇+1)

= 6,
𝐷𝑅3
𝐴(𝑇+1)

= 10 by formula (2). Assuming that the values of
critical sense 𝜃𝑎 of the public range from 1 to 7, where 1 and 7
indicate the lowest and highest respectively, here we assume𝜃𝑎 = 𝑎, 𝑎 ∈ {1, 2, 3, 4, 5}. Considering the completeness of
alternative plans and the severity of new scenarios, we can
obtain the probability of new scenarios appear by analyzing
the related historical data with neural network, Bayesian
reasoning, evidence reasoning, etc.; here the data given in
[26] is used, as shown in Table 5. For other parameters, it may
be appropriate to set up as 𝛼1 = 𝛼2 = 𝛽1 = 𝛽2 = 0.88, 𝜆1 =𝜆2 = 2.25, 𝛾 = 0.61, 𝛿 = 0.69 [34, 35]. Based on this, the
value of RPP in each region can be obtained by using formula
(6) and setting up 𝑟0 = 10, as shown in Table 6. In summary,
the decision steps for solving the SRPP in the POC with the
proposed method are as follows.

Step 1. 𝑉(𝑟𝑎|𝑅𝑖1) and 𝑉(𝑟𝑎|𝑅𝑖1), 𝑎 = 1, 2, 3, 4, 5; 𝑖1 = 1, 2, 3
are first obtained with formulae (7), (8), and (12), as shown in
Table 7 and Table 8, respectively.

Step 2. The prospect values 𝑉(𝑟𝑎|𝑅𝑖1), 𝑖1 = 1, 2, 3 of RPP in
different regions are ranked, respectively, and 𝑉(𝑟𝑎|𝑅1) <𝑉(𝑟𝑎|𝑅2) < 0 < 𝑉(𝑟𝑎|𝑅3), 𝑎 = 1, 2, 3, 4, 5 can be obtained,
which is recorded as 𝑉(𝑟𝑎|𝑅(1)) < 𝑉(𝑟𝑎|𝑅(2)) < 0 <𝑉(𝑟𝑎|𝑅(3)), 𝑎 = 1, 2, 3, 4, 5. Based on this, if we set up the
probability that the RPP takes the current value in the region𝑎 as 𝑃𝑗𝑎 = 0.5, 𝑎 = 1, 2, 3, 4, 5, 𝑗 = 1, 2, 3 when 𝑆1 evolves into𝐸1𝑗 after carrying out the alternative plan 𝑅(𝑏), then the value
of 𝑃(𝑟𝑎|𝑅(𝑏)) can be obtained in conjunction with Table 5,
that is, 𝑃(𝑟𝑎|𝑅(𝑏)) = ∑3𝑗=1 𝑃(𝑆1)𝑃(𝐸1𝑗 |𝑅(𝑏))𝑃𝑗𝑎 = 0.5, 𝑎 =1, 2, 3, 4, 5, 𝑏 = 1, 2, 3. Further, substituting 𝑃(𝑟𝑎|𝑅(𝑏)) = 0.5
into formulae (10) and (11), we can obtain 𝜋−(𝑟𝑎|𝑅(1)) = 0.454,𝜋−(𝑟𝑎|𝑅(2)) = 0.546, 𝜋+(𝑟𝑎|𝑅(3)) = 0.421, 𝑎 = 1, 2, 3, 4, 5.
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Table 4: The supply of materials in the current period of time the public observe.

𝑑𝑅i𝑎(𝑇+1) region 1 region 2 region 3 region 4 region 5
𝑅1 4 5 3 6 2
𝑅2 5 8 6 7 4
𝑅3 7 9 10 13 11

Table 5: The relationship between alternative plans and new
scenarios.

𝑃(𝐸1𝑗 󵄨󵄨󵄨󵄨𝑅𝑖 ) 𝐸11 𝐸12 𝐸13𝑅1 0.1 0.3 0.6
𝑅2 0.2 0.25 0.55
𝑅3 0.3 0.2 0.5

Step 3. As shown in Table 8, 𝑉−(𝑟1|𝑅(2)) = 0.541, 𝑉−(𝑟2|𝑅(2))= 0.568, 𝑉−(𝑟3|𝑅(2)) = 0.610, and 𝑉−(𝑟4|𝑅(2)) = 0.643,
𝑉−(𝑟𝑎|𝑅(1)) = 0,𝑉+(𝑟𝑎|𝑅(3)) = 1, 𝑎 = 1, 2, 3, 4, 5. Based on
this, the overall prospect value of RPP in all POC-impacted
regions after carrying out the alternative plan𝑅(𝑏) , 𝑏 ∈ {1, 2, 3}
can be obtained by formulae (13) and (14), namely,𝑂𝑉(𝑅(1)) =0, 𝑂𝑉(𝑅(2)) = 1.636, 𝑂𝑉(𝑅(3)) = 2.105. Therefore, according
to the principle of determining the optimal response plan, we
can obtain 𝑅(3) ≻ 𝑅(2) ≻ 𝑅(1) (where “≻” denotes “better
than”), i.e., 𝑅3 ≻ 𝑅2 ≻ 𝑅1.

In fact, the calculation results are also consistent with the
actual situation of emergency decision-making for POC in
the context of such a major epidemic of infectious diseases.
For example, during the response to the POC caused by
SARS in 2003, it is precisely because the characteristics of
SARS virus are not clear and the evolution trend of POC
is difficult to be identified effectively in the early stage of
SARS outbreaks that some rumors and panics failed to draw
sufficient attention from decision-makers, i.e., which accords
with 𝑅1 or 𝑅2. As a result, the POC evolves at an amazing
speed and lead to large regions of panic buying of materials
(thermometers, masks, rice vinegar, isatis root, etc.). Until
the Department of Health of Guangdong Province of China
and the CPC Central Committee and State Council one after
another issued a variety of strong response measures, i.e.,
which accords with 𝑅3, the evolution of the POC is finally
subsided and controlled.

5. Conclusions

Themulticase study is first employed to describe the SRPP in
POC that may lead to panic buying of materials derived from
public emergencies, and thus eight typical cases are chosen to
analyze the POC and its relevant response measures. Then,
the SRPP is defined in detail, that is, how to determine
the optimal response plan from the alternatives from the
perspective of the intervention of RPP with the consider-
ation of behavioral characteristics of decision-makers. To
do this, the RPP is described with prospect theory through
considering the behavioral characteristics and critical sense

of the public, the response measures of decision-makers, and
the importance and ambiguity of POC. Further, considering
the behavioral characteristics of decision-makers and the
impact of alternative plans on the evolution of scenarios of
POC, a new decision method for solving the SRPP with the
intervention of the RPP is proposed by using cumulative
prospect theory and a manner of comparing alternative
response plans for each other. The proposed method shows
that the different overall prospect values of the RPP after
carrying out different alternative plans can be compared to
obtain the ranking of alternatives. Finally, an example of the
SRPP in POC in the context of major epidemics of infectious
diseases is given to illustrate the potential application and
effectiveness of the proposed method.

This study can not only enrich the methodology of
selecting optimal response plan but also provide some the-
oretical support for how to restrict the outbreak of secondary
incidents in POC such as the panic buying of materials. To
sum up, the specific contributions of this study are threefold.
First, the RPP is described with prospect theory through
considering the behavioral characteristics and critical sense
of the public, the response measures of decision-makers,
and the importance and ambiguity of POC. Second, a new
decision method for solving the SRPP in POC that may lead
to panic buying of materials is proposed from the perspective
of the intervention of alternatives on RPP.Third, a manner of
comparing the alternatives for each other is taken to avoid the
deviation probably caused by setting up the reference point
artificially, and the impact of the alternatives on the evolution
of POC scenarios is considered in the proposed method. The
above contributions overcome the shortages that the existing
studies neglect the decision-makers’ urgent need for decision
methods in response to POC that may lead to panic buying
of materials in practice.

For the future research, there are two directions to be
attached great importance to. One is that the SRPP with time
constraint probably needs to be solved further, and thus the
proposed method in this paper needs to be extended. The
reason is that the response time is probably an important
factor affecting the accuracy of the decision-making when
determining the optimal plan in response to POC. This
direction is motivated by the response to natural disasters
and environmental emergencies. For example, Wex et al. [13]
point out that response plans should be determined within
30 minutes after the outbreak of natural disasters. In addi-
tion, according to “the emergency plan for environmental
emergencies in Beijing of China” (the revised edition in
2015), the emergency management office in Beijing stipulates
that the municipal environmental protection bureau and the
district government must submit the general and detailed
situation within 10 minutes and 2 hours respectively after
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Table 6: The relationship between alternative plans and RPP.

{𝑟𝑎} 𝐸11 𝐸12 𝐸13𝑅1 {28.561, 16.776, 12.250, 9.705, 9.000} {42.790, 24.794, 18.177, 14.593, 12.250} {56.194, 32.227, 23.509, 18.865, 15.916}
𝑅2 {9.621, 9.000, 7.629, 6.989, 6.613} {25.557, 13.215, 9.000, 7.959, 7.371} {40.025, 21.683, 14.742, 10.664, 9.000}
𝑅3 {5.878, 4.111, 3.539, 3.255, 3.086} {10.000, 5.878, 4.691, 4.111, 3.767} {19.274, 7.760, 5.878, 4.984, 4.458}

Table 7: The prospect value of RPP.

𝑉(𝑟𝑎 󵄨󵄨󵄨󵄨󵄨𝑅𝑖1 ) 𝑟1 𝑟2 𝑟3 𝑟4 𝑟5𝑅1 -39.953 -26.594 -20.357 -16.735 -14.043
𝑅2 -8.674 -4.924 -2.835 -1.741 -1.577
𝑅3 17.888 11.582 8.380 6.591 5.615

Table 8: The standardization for the prospect value of RPP.

𝑉(𝑟𝑎 󵄨󵄨󵄨󵄨󵄨𝑅𝑖1 ) 𝑟1 𝑟2 𝑟3 𝑟4 𝑟5𝑅1 0 0 0 0 0
𝑅2 0.541 0.568 0.610 0.643 0.634
𝑅3 1 1 1 1 1

environmental emergencies happen. The other is that the
SRPP with dynamic alternative response plans need to be
studied further due to the content and the quantity of
alternatives are probably dynamic or can be updated with the
evolution of POC.

Data Availability

The data used to support the findings of this study are
included within this paper. It is also available from the
corresponding author upon request.

Additional Points

Highlights. The RPP is described with prospect theory
through considering the behavioral characteristics and crit-
ical sense of the public, the response measures of decision-
makers, and the importance and ambiguity of POC.

A new decision method for solving the SRPP in POC that
may lead to panic buying of materials is proposed from the
perspective of the intervention of alternatives on RPP.

A manner of comparing the alternatives for each other
is taken to avoid the deviation probably caused by setting
up the reference point artificially, and the impact of the
alternatives on the evolution of POC scenarios is considered
in the proposed method.
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