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Traditional approaches to evaluating and predicting safety issues in traffic systems are via crash records. However, considering the
characteristics of scarcity, inconsistency, inaccuracy, and incompleteness of crash records, conclusions and recommendations
drawn purely based on crashes have limitations. Tire skid marks are considered an indication of some safety hazards, and it could
have good potential to be used as surrogates for crashes. By collecting and analyzing the data based on selected arterial and freeway
segments in the Reno-Sparks area in northern Nevada, a methodology was developed to categorize different tire skid marks.
Sliding window and linear regression techniques were applied to determine any correlation between tire skid marks and crashes.
*e analyses indicated that there was a relatively strong linear correlation between skid marks and crashes on freeway segments.

1. Introduction

*e current practice of traffic safety programs primarily
relies on crash data, such as crash frequency, crash rate, and
crash severity, for making roadway safety improvement
decisions. Such an approach is considered a passive or re-
active approach because corrective action takes place only
after crashes have occurred. Additionally, there are some
limitations of using crash data, including randomness,
underreporting, subjectivism, and long observation periods
[1]. *ese limitations of crash data may hinder compre-
hensive assessment of safety performance and limit further
developments of safety methodologies [2]. Due to these
limitations, it is needed for researchers to explore other
alternatives to crash data, which could be less time con-
suming and more informative. *ese alternatives to crashes
are referred to as surrogate measures or crash surrogates,
which are viewed as proactive measures of safety research.

As early as 1982, Datta et al. [3] suggested that a crash
surrogate measure is defined as a quantifiable observation
that can be used in place of, or as a supplement to, crash
records. Surrogates should have a definite correlation with

crashes and thereby to safety-related improvements in
roadways. Tarko et al. [4] mentioned that surrogate mea-
sures include critical events, such as aggressive lane
changing, speeding and red-light turning, acceleration noise,
postencroachment time, time-integrated time-to-collision,
deceleration-to-safety-time, and even traffic characteristics
like volume, speed, and delay. Wu and Jovanis [5] have
critically deliberated on desirable criteria for crash surro-
gates, stating that a crash surrogate (a) should have a short
observation period, (b) should be correlated with clinically
meaningful outcomes, i.e., crashes, (c) should be statistically
and causally related to crashes, (d) should be affected by a
safety treatment similarly to how a safety treatment would
affect crashes, and (e) should be “markers” of crashes with a
time-scale underpinning, meaning that they should be part
of the same sequence of events that produce crashes.

Based on the above definition and criteria, crash sur-
rogates are substitute measures that are likely indicators of
crash occurrences, but they occur more frequently than
crashes on roadways. Similar to forecasting storms and
earthquakes, surrogate measures might be used at a par-
ticular location to determine whether an increased
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probability of higher-than-average crash rates is likely.
Preventative actions could then be taken when the surrogate
measures indicate a high likelihood of future crashes. *e
main advantage of using surrogates is that they occur more
frequently than crashes; therefore, the data on surrogate
measures can be collected over a shorter time frame than
crashes but with similar statistically significant measures as
crash data. In addition, a surrogate measure must have a
valid statistical relationship with crashes and be sensitive to
traffic safety-related improvements. In practice, data for
surrogate measures must be comparatively easier to collect
with less manpower, training, and equipment.

Because of the limitations of crash data and the merits of
surrogate measures mentioned above, there has been steady
progression in the use of surrogate measures in safety
analysis [5–10]. Several studies used surrogate measures
derived from vehicle trajectories extracted from traffic
surveillance videos to assess risk among vehicles [11–13].
Saunier and Sayed [11] extracted vehicle trajectory data from
videos recorded at intersections and quantified the proba-
bility of collision using traffic conflicts identified by time to
collision (TTC). Oh et al. [12] proposed a novel method-
ology to monitor safety conditions on freeways by detecting
hazardous traffic events from videos. Gao and Tian [6]
focused on tire skid marks to find the linear correlation
between skid marks and crashes collected from selected road
segments. St-Aubin et al. [14] proposed a framework for
automated vehicle tracking from large-scale traffic video
data and showed the potential of using high-resolution
vehicle trajectory data for safety analysis using TTC.

Statistically significant positive correlation was found
between crash data and conflicts identified by various sur-
rogate measures from various vehicle trajectory data sources
in several previous studies [15–18]. Besides, correlating
surrogate measures with crash data, many studies have
attempted to reveal the relationships between surrogate
measures and crash data by developing more advanced
statistical modeling approaches. Tarko [19] and Zheng et al.
[20] summarized common models of characterizing SSM-
crash relationships. Wu and Jovanis [5] developed a con-
ceptual structure.

Using surrogate measures as a means of evaluating safety
performance has been sought by many researchers. How-
ever, the application of surrogate measures still faces many
issues and challenges, for example, the lack of a consistent
definition, their validity as an indicator of traffic safety
performance, and the reliability of their data. *erefore, this
study specifically focuses on documenting the development
of surrogates for freeway crashes to provide an effective
research method to improve freeway safety.

2. Methodologies of Studying
Surrogate Measures

*e Road Safety Audit program lunched by the FHWA has
been implemented in most states. Road Safety Audit is a
formal safety performance examination of existing or future
roads or intersections by an independent, multidisciplinary
team. *e task of Road Safety Audit is to identify what

elements of the road may present a safety concern to what
extent, to which road users, and under what circumstances.
*e task also includes identifying valid measures to elimi-
nate or mitigate the identified safety problems.

Because a Road Safety Audit does not rely on crash
records, the outcome of the Road Safety Audit evaluation is
not biased by the crash data. Road Safety Audit also has the
ability to observe physical evidence of past crashes, if any,
and off-road excursions, such as damages to curbs, roadside
barriers, trees, utility poles, delineator posts, and signs; scuff
marks on curbs and concrete barriers; tire skid marks,
broken auto parts, oil patches on the roads; and vehicle
tracks or rutting in the ground adjacent to a roadway. When
such evidence concentrates at a particular location, it may be
an indication of some safety hazards, and adequate safety
mitigation measures could be taken to prevent future
crashes. As a result, these types of evidence could have good
potential to be used as indicators or surrogates for crashes.
Consequently, examination of these factors as potential
surrogates will be a primary focus of this study.

*e Road Safety Audit program provides new ways of
approaching traffic safety issues and identifying promising
surrogate measures, which have not received much attention
up to now. *ese potential surrogates included citizen
complaints and physical evidence of past crashes and off-
road excursions, such as curb damage, tire skid marks, and
evidence of broken auto parts.

Tire skid marks were identified as innovative factor in
this research. *e tire skid marks are usually made by ve-
hicles accelerating/decelerating intensively or changing their
motion courses abruptly, so that the vehicle would leave tire
marks on the pavement. Because tire skid marks of different
characteristics are caused by different situations, different
types of skid marks were used to describe different incidents.
All skid marks observed were categorized by their shape,
intensity, impact, and direction by the authors. Similar work
was not found in any previous study. Furthermore, to es-
tablish statistical correlation with crash records, the numbers
of the skid marks and their locations were two main con-
cerns in the study.

Statistical models are a prevalent tool in studying traffic
safety. In this study, the approach was to construct linear
regression models between skid marks on the pavement and
crash records. If the statistical correlations between them
were significant (under a certain confidence level), skid
marks were regarded as a crash surrogate.

3. Correlation Analysis between Skid Marks
and Crashes

*e statistical relationship between skid marks and crashes
was studied to identify if skid marks could be recognized as a
crash surrogate. Two freeway sites were selected for the
study.

3.1. Data Collection. Given that there are only two major
freeways in the Reno-Sparks area, the freeway sites were
selected on both facilities. *e study boundaries were
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determined such that each section began and ended at main
boundaries of the urbanized area. *us, the first study
section included approximately 10.5 miles of Interstate 80
between Robb Drive (Exit 9) and Vista Boulevard (Exit 21)
interchanges. *e second section was US Highway 395
(Interstate 580) between Mount Rose Highway/SR 431 (Exit
56) and Panther Valley (Exit 72) interchanges, the distance
of approximately 14.8 miles. Both directions of travel on
each freeway were evaluated separately, resulting in four
freeway sections analyzed in this study.

A map of the study sections is shown in Figure 1.

3.2. Crash Record. To capture the skid mark data, the videos
of the pavement surface for each study section were
recorded. When filming the videos, every effort was made to
maintain a clear viewing angle to simplify the data extraction
process. Majority of the videos were recorded early on
weekend mornings, in order to encounter fewer vehicles on
the roadways, which could block the camera’s view of the
pavement. Additionally, the research vehicle generally
remained as close to the center of the directional roadway as
practical. Also, an attempt was made to keep the research
vehicle moving at a constant speed generally at or slightly
below the posted speed limit (60mph on freeways).

Once skid mark videos had been obtained and complied,
crash records for these areas were requested. So a correlation
analysis between the skid marks and crashes could be made.
Crash records for the study sections were obtained by
courtesy of the NDOT Safety Division.

*e crash records for the freeway sections were obtained
for the one-year period. Table 1 shows the number of re-
ported crashes by crash type for the freeway study sections.
As can be seen in the table, the number of rear-end crashes
was more than half of the total crashes occurring in all eight
study sections. Because they comprised such a large pro-
portion of the total crashes in each section, rear-end crashes
were evaluated separately in addition to the total crash
evaluation performed in this study.

*e location of reported crashes would become a crucial
element in the study. In the provided records, officers
responding to crashes typically reported the crash location
by its relative distance to a prominent reference point. *us,
it was necessary to ensure that the crash locations were all
related to a common referencing system, in order to simplify
the analysis. In the case of crashes along freeways, the rel-
ative distance and direction to a given point, such as a
milepost, cross street, or ramp, were used. *is position was
then internally modified in NDOT’s records to correspond
with an actual milepost location referred to as the “Adjusted
Mile Marker.” Because freeway crash locations were nor-
malized to milepost locations, which are continuous along
entire freeway sections, no adjustments were needed by the
research team.

3.3. Locating Skid Marks. Once the videotaping was com-
pleted, it became apparent that a method was needed to
relate the relative location of skid marks found in the videos
to the Adjusted Mile Marker or a zero intersection. *is is

called “study” position. *is was necessary for the corre-
lation analysis because the crash records note crash locations
relative to its study position. To accomplish this, a rela-
tionship between video time, driving speed, and study po-
sition was developed for each study section.

Along the freeway sections, the milepost markers were
used to determine skid mark locations. *e freeways were
driven again in order to pinpoint all visible milepost markers
erected alongside the highway. After the milepost locations
were identified in the field, the video clips were then
reviewed in order to determine the video time index where
each milepost appeared. Both standard MUTCDmile markers
(Figure 2(a)) andNDOTreference panels (found at bridges and
other points, Figure 2(b)) were identified. By giving the time
index and distance between successive mileposts, original
driving speeds on the videos could be estimated. Each freeway
section was divided into four or five smaller areas for the
purposes of assigning an average travel speed. Based on these
calculations, it was possible to assign an approximate milepost
location to each skid mark seen in the videos.

In most instances, it was likely that most vehicles leaving
a skid mark on the roadway were undergoing a sudden
deceleration in a preventative or evasive action to avoid a
suddenly stopped car or other obstacles. *us, it would be
reasonable to assume that a collision involving a vehicle that
left a skid mark occurred towards the end of the mark.
*erefore, when calculating the relative location of skid
marks, the downstream end of each mark was used as a
reference point for determining the location of a collision.

3.4. SkidMarkCataloging. Once the logistics of determining
skid mark locations was finalized, the videos were exten-
sively reviewed. In reviewing the videos, many areas of the
study sections had multiple marks and sometimes over-
lapping skid marks on the pavement; this was especially
apparent along some freeway sections. Also, skid marks
usually had distinct characteristics that varied widely. *us,
it was deemed necessary to document and categorize each
skid mark individually. *e research team identified ten
parameters to document based upon the trends and ob-
servations made during the video reviews. *e two most
important parameters were as follows:

(i) Time index: the “time index” parameter is defined as
the time position of the video file at which the skid
mark occurs. *is parameter has two components:
the start and the stop time. *e starting time begins
at the video time stamp in which the skid first ap-
pears, and the stop time is the timestamp where the
mark disappears from the screen. For the sake of
consistency, a uniformmethod of observing the time
index was adopted. *e skid mark’s relation to the
bottom of the video screen was the primary con-
sideration point for recording the video time posi-
tion.*us, the start time recorded for each skid mark
was the exact second that the leading edge of the of
the skid passes out of view on the bottom edge of the
screen, and the stop time was the second in which the
trailing edge of the mark touched the bottom of the
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video window. In the event that a video skid mark
did not touch the bottom of the screen, either the
lower side edges of the video were used or the ap-
proximate location of the time point (based upon
pavement markings or other identifiable features in

adjacent lanes) was used to determine the time in-
dex. Smaller skid marks that appeared on video for
less than one second were recorded with the same
start and stop indices.

(ii) Location: the “location” parameter was used to cal-
culate the cumulative distance from the beginning of
the study section (on arterials) or the approximate
milepost (on freeways), based on the methodology
presented in the report. It should again be noted that
these calculated locations are estimates only, based on
time-space relationships derived from the study videos.
Because crashes are more likely to occur at the end of a
skid mark, the time index where the trailing end of the
skid mark appeared was the point used as the basis for
estimating the location of each mark.

Other parameters noted for each skid mark include lane
position, whether caused by heavy vehicle, number of wheels
on vehicle leaving a mark, direction of the mark, apparent
impact to roadside barrier, intensity of the mark, skipping
characteristic, and changes in mark width (a more detailed
explanation of all the classification parameters can be found
in Appendix). *e skid marks of different characteristics
may serve to predict different types of crashes. For example,

Interstate 80

U.S. Highway 395

South McCarran
Boulevard

North McCarran
Boulevard

Figure 1: Map of freeway study sections.

Table 1: Reported crash types in study sections.

Study section Direction
Crash type

Total crashes
Angle Noncollision Rear-end Sideswipe Others Unknown

Interstate 80 EB 30 81 134 21 3 6 275
WB 28 56 65 16 2 3 125

US Highway 395 NB 35 73 283 24 2 8 425
SB 26 77 141 22 2 5 273

D10-2

(a) (b)

Figure 2: Milepost panels found along freeway study segments.
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skid marks that veered off course might be indicative of
sideswipe crashes, or darker skid marks might predict a higher
likelihood of rear-end crashes. Ultimately, the analysis un-
dertaken in this research focused on time and location only.

3.5. Data Processing Program and Sliding Window. An in-
teractive program was developed utilizing the Visual Basic
macro language within Microsoft Excel. First, the user

inserted a list of skid mark locations (ordered by cumulative
distance or milepost) and the number of skid marks oc-
curring at each location. Next, a corresponding list of crash
locations was entered. *en, the user specified starting and
ending points, a window, for the analysis. When these
variables were entered, the software progressed through each
list and calculated the number of skid marks and crashes that
were documented within the specified limits of the “sliding
window.” *e window endpoints and the number of skids

Window 1 Window 6

Window 3

Window 2

Window n-2

Window 4 Window n-1

Window 5 Window n

Step
Partial Step
(Win n only,

if needed)

Roadway Segment

Wind ow n-3

Figure 3: Sliding window searching method.

Figure 4: Map of Interstate 80 study sections.

Table 2: Segment crashes and skid marks on Interstate 80
eastbound.

EB segment
# of crashes # of rear-end

crashes # of skid marks
# Mileposts
1 9-10 11 3 7
2 10-11 9 3 40
3 11-12 8 2 56
4 12-13 17 4 13
5 13-14 56 36 75
6 14-15 94 66 71
7 15-16 40 11 54
8 16-17 28 9 55
9 17-18 18 6 44
10 18-19 22 7 42
11 19-20 10 3 24

Table 3: Segment crashes and skid marks on Interstate 80
westbound.

WB segment
# of crashes # of rear-end

crashes # of skid marks
# Mileposts
11 20-19 9 6 5
10 19-18 17 8 13
9 18-17 12 4 18
8 17-16 17 5 24
7 16-15 44 21 11
6 15-14 31 4 13
5 14-13 21 10 15
4 13-12 16 5 3
3 12-11 15 4 7
2 11-10 7 3 7
1 10-9 6 3 3

Journal of Advanced Transportation 5



and crashes were outputted into the spreadsheet, which was
easily transferred to another document for analysis.

Another function of this program is the capability to
utilize the sliding window concept for data analysis as il-
lustrated in Figure 3. For this concept, the window has a
user-determined length and slides forward by a small in-
terval specified by the user. *e analysis begins with one
window at the beginning of the study section. Once the data
within the first window are reported, the window “slides”
forward by the defined small interval and reports all relevant
information in the second window. *is process continues
until the end of the section is reached. *is sliding window
method provides for considerable overlap, which is useful in
determining where the crashes and skid marks are con-
centrated. Additionally, the process partitions the study
sections into more divisions than intersections or mileposts,
and, therefore, it provides a greater number of observations

for the regression analyses. *is ultimately increases the
accuracy of the analysis.

4. Freeway Analysis

*e study discusses the examination of crash and skid mark
correlations along the freeway study sections: Interstate 80
and US Highway 395. *e analysis methods of the two
freeways are the same, so Interstate 80 is selected as an
example for freeway analysis.

Figure 4 shows a map of the study sections along In-
terstate 80. *e study corridor contains 12 interchanges,
with various entrance and exit ramps. *e interchanges
include the following:

(i) Robb Drive
(ii) McCarran Boulevard West
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Figure 5: Number of crashes and skid marks on Interstate 80 eastbound.
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Figure 6: Number of crashes and skid marks on Interstate 80 westbound.
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(iii) Keystone Avenue
(iv) Virginia Street
(v) Wells Avenue
(vi) US Highway 395
(vii) Victorian Avenue/4th Street
(viii) Rock Boulevard
(ix) Pyramid Way
(x) McCarran Boulevard East

(xi) Sparks Boulevard
(xii) Vista Boulevard/Greg Street

*e study position of all crashes and skid marks in
these study sections were noted based on the methods
discussed previously. Because locations along the free-
ways were determined based on mileposts, each study
section was easily divided into segments based on the
mileposts for the analysis. Tables 2 and 3 show infor-
mation relating to these segments and the number of
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Figure 7: Crash vs. skid correlation by 1-mile segments on Interstate 80 eastbound.
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crashes and skid marks in each. *e data in these tables
are plotted in Figures 5 and 6. As can be seen in the
figures, an increase in the number of skid marks is
generally accompanied by an increase in the number of
crashes. However, such increases are not always

proportional. Additionally, it appears that crashes and
skid marks increase towards the center of the study
sections. *is makes sense intuitively because the center
of the study sections is closer to the center of Reno-Sparks
and the interchange with US 395 because there are higher
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traffic volumes. One interesting note is that there are
considerably more crashes and skid marks observed along
the eastbound section than the westbound section as
described next.

Utilizing the data in Tables 2 and 3, linear regression
modeling was used to analyze the relationship between the
frequency of skid marks and the frequency of crashes and
also between skid mark frequency and rear-end crash fre-
quency in each segment. Graphs depicting the results are
given in Figures 7 through 10 .

For the eastbound direction, it can be seen in Figures 7
and 8 that both the skid vs. crash and skid vs. rear-end crash
regressions produced good trend lines. *e R-squared value of
both correlations was above 0.4, which suggested average
correlation between the skid marks and crashes. In Figures 9
and 10, the trend lineswere positive for both the crash and rear-
end crash scenarios, but the R-squared values for both analyses
were lower than 0.1, indicating poor linear correlation.

Analyzing data based on 1-mile consecutive segments
alone did not provide a comprehensive analysis. As an
example, such examinations will not show a potential small
segment with the highest frequencies of skid marks or
crashes if it were to spread across any milepost. For this
reason, the sliding window concept was also applied to the
freeway sections. By shifting the analysis window gradually
along the freeway, specific ranges of locations can be
studied, thus providing additional data and insight into the
analysis.

Multiple scenarios of window length and forward step
increments were initially studied: 1-mile windows with 0.2-,
0.1-, and 0.05-mile steps; 0.5-mile windows with 0.2-, 0.1-, and
0.05-mile steps; and 0.25-mile windows with 0.1- and 0.05-mile
step. Using the outputs of these scenarios, linear regression
analysis was performed to again test the relationship between
crashes and skid marks for each sliding window. Table 4 lists
the R-squared value for each of these regressions.

Table 4: R-squared values for different regression analyses on Interstate 80 based on various sliding window parameters.

Sliding window parameters R-squared value

Window length (mi) Step increment (mi) # of data points
Interstate 80 eastbound Interstate 80 westbound

Skids vs. crashes Skids vs. rear-end
crashes

Skids vs.
crashes Skids vs. rear-end crashes

1
0.2 51 0.51 0.53 0.17 0.22
0.1 101 0.51 0.53 0.15 0.21
0.05 201 0.51 0.53 0.15 0.21

0.5
0.2 54 0.42 0.46 0.11 0.12
0.1 106 0.41 0.47 0.09 0.11
0.05 211 0.41 0.47 0.08 0.12

0.25 0.1 101 0.30 0.38 0.02 0.03
0.05 201 0.30 0.38 0.04 0.04
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Figure 11: Sliding windows crash vs. skid correlation on Interstate 80 eastbound (1.0-mile windows, 0.05-mile step).
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As can be seen in Table 4, regressions using a 1-mile
window produced the best correlations between skid
marks and crashes, although the step increments varied
between the best regressions. Additionally, regressions
using rear-end crashes only achieved slightly better R-
squared values along Interstate 80 eastbound and much
higher values than the counterparts in the westbound
direction.

*e regressions from Table 4 obtaining the highest R-
squared values were selected for further analysis. For Interstate
80 eastbound, however, the best regression on the skids versus
crashes had a different sliding window step increment than the

skids versus rear-end crashes regression; both regressions using
a 0.05-mile step increment were used in order to make similar
comparisons. Figures 11 through 14 show the results of the
regression using sliding windows. As can be seen, both di-
rections of Interstate 80 have positive trends using the sliding
window method. Eastbound sections have the better correla-
tion, with the rear-end crash correlation being slightly superior.

Based on the sliding window outputs, frequencies of crashes
and skid marks are plotted in Figures 15 and 16 . In these
graphs, the x-axis represents themilepost location of the starting
point of eachmile-long sliding widow.*e frequency of crashes
and skid marks of any 1-mile segment can be determined by
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looking at the area under the graph for the beginning of the
selected area.

Following the eastbound section of Interstate 80, one can
notice several locations where the skid marks spike, namely,
beginning near milepost 10, mileposts 13-14, and near mile-
posts 15.50–16.50. However, crashes and rear-end crashes

only seem to have similar spikes around milepost 13-14
and to a lesser extent near milepost 15.50. *ese might be
plausible to consider as locations needing attention. In the
westbound section, the only major spike seems to be the
area beginning roughly near mileposts 16.6-15.6. For this
case, the number of crashes outnumbers skid marks. It was
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Figure 17: Crashes and skid marks at Interstate 80 eastbound ramps.
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noticed that all the locations mentioned above usually
have high volumes coming from the freeway interchange
at busy surface roadways, for example, North Virginia
Street, North McCarran Boulevard, Rock Boulevard, and
Pyramid Way.

In all the above analyses, it was recognized that examining
these freeway sections with a given distance does not consider
possible effects due to vehicles weaving near interchanges.*us,
additional analyses were performed pertaining solely to freeway
entrance and exit ramps. For this examination, the exit ramp
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Figure 18: Crashes and skid marks at Interstate 80 westbound ramps.
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areas studied consisted of the distance between the physical gore
of the off ramp and 0.30-miles upstream, whereas the entrance
ramps used the distance from physical gore to 0.30
miles downstream.*e 0.30-mile distancewas selected based on
a definition used by Safety Analyst documentation as the
boundary of the “interchange influence area” [21].

Figures 17 and 18 give a graphical representation of the
number of skidmarks and crashes for each freeway rampwithin
the eastbound and westbound study sections, respectively. As
can be seen, the number of skids and crashes did not necessarily

correspond because the highest skid mark location is not the
same as the highest crash location.

Figures 19 and 20 present the results of a regression
given all the ramp data for a direction of freeway. As
evidenced by the figures, it is unlikely that any correlation
exists. Each section obtains from the regression an
R-squared value below 0.01, and the westbound regres-
sion produces a negative trend. *ese facts indicate that a
very poor correlation exists between crashes and skid
marks when only ramps were considered.
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Figure 19: Crash vs. skid correlation at Interstate 80 eastbound ramps.
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5. Concluding Remarks

*is study discussed a detailed analysis performed to as-
certain whether tire skid marks on a pavement surface can be
used to predict crashes or determine locations with possible
safety concerns. Study sections on freeways in the Reno-
Sparks urbanized area were identified to analyze and in order
to make this determination. Video recordings documented
positions of the skid marks along the roadways in the study.
NDOT crash records provided locations where reported
crashes had occurred. Based on these data, linear regression
techniques were utilized to discover whether skid marks and
crash data were indeed correlated. Considering rear-end
crashes comprise a large proportion of all types of crashes
(referred as crashes in this study), linear relationship be-
tween rear-end crashes and skid marks were also examined.

Table 5 presents the results from the linear regression
analyses for the study freeway segments. Given that all
slopes are consistently positive, it is reasonable to con-
clude that crashes/rear-end crashes generally increase as
the skid marks increase in our cases. Additionally, except
for the westbound direction of Interstate 80 under
milepost scale, the P values for regression slopes are small
(values italicized in Table 5), which provides strong ev-
idence that skid mark frequency contains useful infor-
mation in explaining and predicting crashes/rear-end
crashes, given a confidence level of 95%. Also, the R-
squared values of all scenarios were examined to evaluate
the correlation between frequencies of skid marks and
crashes/rear-end crashes, and the closer the value is to 1,
the greater the degree of linear association between them.
*us, based on the regression results of crashes vs. skid
marks, by comparing the outputs of the same freeway
stretch of any direction under two division scales, it is
found that regressions supported by sliding windows
yield higher R-squared values than those supported by
mileposts. *is suggests that the linear association be-
tween skid marks and crashes is relatively stronger using
sliding windows. In addition, given the fairly high R-

squared values on most of the stretches (except for In-
terstate 80 westbound for crashes vs. skid marks and
Interstate 80 westbound for rear-end crashes vs. skid
marks), linear correlation between skid marks and
crashes might exist in these cases (values underlined in
Table 5).

For the freeway sites, finding pertaining tire skid marks
are summarized as follows:

(a) Crashes/rear-end crashes generally increased with
increasing skid marks

(b) Skid-mark frequency is a suitable predictor of crash/
rear-end crash frequency in most of the scenarios
(87.5% for crash scenarios and 75% for rear-end
crash scenarios) with a confidence level at 95%

(c) In most scenarios, skid marks and crashes showed
good linear correlation as indicated by relatively high
R-squared values

Due to strong correlation between tire skid marks and
crashes on the selected freeway segments, more case studies
need to be initiated on freeways in other urban areas. Also,
additional work should be conducted to study how the tire
skid marks could be used to help determine crash mitigation
measures.

Appendix

Skid Mark Catalog Parameter Definitions

Lane: the “lane” parameter is defined as the lane of the
roadway in which the skid mark occurs. In the event, a
single skid mark follows a path through more than one
lane, the lane in which the skid first appears was
identified for the purposes of this parameter (with
appropriate notation given in the notes column). *e
numbering of travel lanes and turn lanes followed the
conventional road lane numbering schemes. *e left-
most lane (i.e., the lane closest to the median/center

Table 5: Regression outputs for freeways.

Freeway stretch Segmentation scale Direction
Regression
equation P value of slope R-square

Slope Intercept

Crashes vs. skid marks

Interstate 80
Milepost EB 0.82 −7.49 0.02 0.47

WB 0.46 12.72 0.42 0.07

Sliding window EB 0.81 −10.99 ≤0.001 0.51
WB 0.74 8.20 ≤0.001 0.17

US Highway 395
Milepost NB 1.48 0.81 ≤0.001 0.85

SB 1.66 10.50 ≤0.001 0.52

Sliding window NB 1.30 0.00 ≤0.001 0.88
SB 1.69 9.01 ≤0.001 0.55

Rear-end crashes vs. skid marks
Interstate 80 Milepost EB 0.59 −12.31 0.03 0.43

WB 0.10 5.59 0.72 0.01

US Highway 395 Milepost NB 1.24 −4.91 ≤0.001 0.84
SB 1.01 4.24 ≤0.001 0.50
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line) was designated lane 1, with lane numbers in-
creasing with each consecutive travel/turn lane to the
right of the center line.
Heavy vehicle: the “HV” parameter indicates whether
or not a skid mark appears to have been caused by the
actions of a heavy vehicle. For the purposes of classi-
fying this parameter, a heavy vehicle was defined as a
truck, bus, trailer, or other commercial vehicle, which
typically features four or more wheels on its rear axle. If
two skid marks were closely spaced on one side of a
lane, began and ended at approximately the same point,
and follow one distinct path, then the marks were
indicated to have been caused by a heavy vehicle.
Wheels: the “wheels” parameter indicates whether the
actions of a single vehicle left behind skidmarks on one or
both sides of the vehicle. If a set of skid marks were on
opposite sides of a lane, began and ended at approxi-
mately the same point, and followed a similar trajectory,
then the marks were assumed to have been formed by
both the left and right side tires of a single vehicle.
Otherwise, if a skid mark appeared singularly and was
aligned closer to the left or right side of the lane, then the
mark was assumed to have been formed by either the left
or right side tires of a single vehicle, respectively. For other
singular skid marks aligned near the center of a lane, it
was difficult to ascertain which side of the vehicle formed
the mark (or whether the mark was made by a motor-
cycle) without additional information.
Direction: the “direction” parameter indicates the ap-
proximate direction the vehicle was heading when it
formed the skid mark. *is parameter was given three
basic severity levels of straight, veered, or swerved,
based on the apparent trajectory suggested by the skid
mark. A skid mark in which the mark mostly paralleled
the lane line markings was considered to be a straight
mark. Any skid mark that shifted slightly to one side
(but still remained mostly parallel to the lane line) and
did not cross a lane line was also considered to be a
straight mark. A skid mark was considered to veer
when the mark gradually encroached upon an adjacent
lane or lane line. Skid marks that followed a direct path
into the adjacent lane and those that encroached upon
the adjacent lane at the end of a predominantly straight
path were also considered to be veering marks. Gen-
erally, a skid mark considered to veer had a long length
and trajectory oriented primarily in the direction of
travel. As a rule of thumb, skid marks deviating less
than approximately 30° from the center line of the
original lane were considered to veer. A skid mark was
considered to swerve when the mark suddenly or
drastically crossed into one or more adjacent lanes.
Generally, a swerve was a skid mark that curved sharply
away from the originating lane and took a trajectory
oriented more perpendicular to the direction of travel.
As a rule of thumb, skid marks appearing to deviate
more than 30° from the center line of the original lane
were considered to swerve. Some swerve marks first
swerved one direction and then in another. In such

instances, the initial swerve direction was indicated
under this parameter, with additional swerves men-
tioned in the Notes section.
Impact: the “impact” parameter indicates whether the
vehicle that caused the skid mark appears likely to have
impacted the roadside barrier (dividing wall, guardrail,
median, etc.). Determination of this parameter is based
on the location and trajectory of the skid mark in
relation to the barrier, as well as the appearance of
deformations or repairs on the barrier. Generally, a skid
mark that indicates a barrier impact has also veered or
swerved from its original trajectory.
Intensity: the “intensity” parameter is a relative mea-
sure of the darkness of the skid mark. *is parameter
was given three basic severity levels, based upon the
contrast of the color of the skid mark versus the color of
the pavement surface. A skid mark that was difficult to
see was considered a faint mark. Over the surface area
of a faint skid mark, the predominant visible color was
that of the pavement surface. Most skid marks were
considered average marks. *e surface area of an av-
erage skid mark displayed a balance between the color
of the pavement surface and the color of black tire
rubber. For average skid marks, it was generally fairly
easy to see the tire tread pattern on the pavement when
viewing the video. A skidmark that appeared very black
on the pavement was considered a dark mark. Over the
surface area of a dark skid mark, the predominantly
visible color was that of black tire rubber. For dark skid
marks, the mark generally appeared to be a solid black
line where tread marks could not be easily discerned.
Skip: the “skip” parameter indicates whether a skid mark
appeared as a dotted line on the pavement.*e individual
dots of a skipping skid mark had to appear to follow the
same trajectory (as if there were no dotted line at all) to be
considered a single entity. Skipping was most likely to
occur on marks that were also classified as heavy vehicles.
*ickness: the “thickness” parameter indicates the
relative thickness of the skid mark. *is parameter has
no definitive parameters, but instead it indicates
whether the mark got wider or narrower as the mark
progressed longitudinally along the pavement.
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A significant percentage of road fatalities and injuries occur in the nonmotorway rural road network. One of themain causes of accidents
on these roads is represented by overtaking, as, by its nature, it involves a risk of a head-on collision with oncoming traffic. 'e paper
describes a combined simulation approach (driving simulator and traffic microsimulation) designed to examine the influence of
different traffic conditions on passingmanoeuvres on two-lane two-way rural roads.'emain focus was the evaluation of the end of the
passingmanoeuvre because it reflects the risk of a head-on collision. In addition, the study aimed to assess the usefulness of the proposed
combined approach in the ability to proactively and quickly diagnose traffic safety problems and consequently to evaluate appropriate
solutions. 'e data collected with an interactive driving simulator on a sample of 54 participants have been used to adjust some input
data of the traffic microsimulation software. A specific situation consisting of a stationary heavy vehicle obstructing the entire lane was
repeated in both experiments.'e analyses focused on time-to-collision (TTC), defined as the remaining gap between the passing vehicle
and the oncoming vehicle at the end of the passingmanoeuvre.'e results showed that the type ofmanoeuvre performed is significantly
influenced by the traffic condition. Furthermore, themanoeuvre is influenced by the gap between two successive vehicles in the opposite
lanes. Focusing on the end of the manoeuvre, it was found how a traffic increase leads to a significant reduction of the TTC values.
Furthermore, the comparative analysis conducted between the data recorded following the combined approach and those obtained using
exclusively the input data of the microsimulation software supports the usefulness of the proposed methodology for conducting road
safety analyses, especially in complex traffic environments where drivers’ behaviour plays a decisive role.

1. Introduction

Most road accidents worldwide occur on rural roads. 'ey
are associated with the highest risk of fatalities and serious
injuries in the 41 OECD (Organization for Economic
Cooperation and Development) countries [1] and accident
data from other countries as the United States of America
(USA) [2] and Australia [3] show comparable figures.
Focusing on the European road network, between 2006 and
2015, about 180,000 people were killed in accidents on
roads outside urban areas, excluding motorways. 'is
number represents 55% of all road fatalities in the EU [4].
In Italy, the situation is slightly less serious. In 2019, road
accidents reported on rural roads amount to 36,107 (21% of

the total) with 1,532 people killed (48.3%) and people
injured 57.581 (23.9%) [5].

Two-lane, two-way rural roads (i.e., road consisting of
two opposing lanes of undivided traffic, in which lane
changing and passing is possible only in oncoming traffic)
constitute worldwide an important part of the rural road
network. On these types of roads, overtaking plays an im-
portant role in influencing both road safety and mobility, in
terms of capacity and level of service. While the lack of the
ability to overtake may lead to the formation of large queues
[6], the interaction with oncoming traffic flow from the
opposite direction may significantly increase the risk of
accidents, for example, due to the false temporal and dis-
tance estimations regarding the oncoming vehicles made by
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drivers [7–10]. Overtaking represents one of the most se-
rious causes of two-lane two-way rural roads injuries and
fatalities; due to its nature, it involves a risk of a head-on
collision with oncoming traffic, and therefore it has a direct
impact on safety. Previous studies showed that the accident
severity resulting from this type of manoeuvre is signifi-
cantly higher than that of other accident types on two-lane
two-way rural roads [11–13].

In general, overtaking manoeuvre is one of the most
complex and difficult driving processes which requires
complicate decisions, involves a series of sequential actions
(such as lane-change manoeuvres, possible acceleration and
deceleration actions, and estimation on the relative speed of
the overtaking and overtaken vehicles) and can fail in several
ways. All these issues are undoubtedly amplified on two-lane
two-way roads, mainly due to the variety of influencing
factors. 'e drivers who overtake have to go through certain
decision-making processes to accept or reject gaps presented
to them in the oncoming traffic stream and to determine
whether passing is justified under the constantly changing
road and traffic conditions [14, 15]. 'e overtaking ma-
noeuvre, indeed, can be performed in different ways, mainly
based on the speed of the vehicle to be overtaken and the
oncoming traffic in the opposite direction.

'e overtaking manoeuvre was examined focusing on
two aspects: (a) the development of models capable of
explaining the different factors that can influence this ma-
noeuvre and (b) the analysis of driving behaviour during the
overtaking conducted in different conditions. In both cases,
the analysis data were collected through in-field and natu-
ralistic driving studies and, recently, using simulation
techniques, especially by means of driving simulators.

'e first relevant data to develop the overtaking ma-
noeuvres models were obtained by observation and field
study by recording video from external fixed positions of
passing zones using only one camera in each passing zone
[16, 17] and, more recently, using six cameras installed at a
fixed point, next to passing sections [18, 19]. In both cases,
although data were recorded according to traffic volumes
ranging between 300 and 1,000 vehicles per hour, results
were not provided for different traffic volumes, as only in a
few manoeuvres did an opposing vehicle occur approaching
the vehicles passing and getting in the way.

Other researchers [20, 21] carried out naturalistic driving
studies using instrumented vehicles to evaluate the driver’s
behaviour and performance (in terms of assessing collision
risk with either the oncoming car) in real-time, by analysing
surrogate safety measures.

Field and naturalistic data undoubtedly provide a rich
source of data related to real-world experience; however,
they require significant costs, involve safety problems for
drivers and observers and difficulties in controlling exper-
imental conditions, and may not provide satisfactory in-
formation for a full experimental design.

'e interdisciplinary approach based on driving simu-
lations represents a promising alternative method, which
offers advantages in terms of cost reduction, ease of data
collection, and completely safe and controlled experimental
conditions. In addition, several studies have shown the

reliability of the acquired data (i.e., the correspondence
between the driver behaviour in the simulator and in the real
world) in different driving environments, traffic situations,
etc. [22–27], enough to make this approach a valid and
reliable alternative to study complex manoeuvres.

In this context, some studies have used driving simu-
lators to analyse and identify factors that influence driving
behaviour during this critical manoeuvre, such as speed [11],
the influence of different traffic-flow conditions [28], the
visual-motor control strategies, and cognitive decision-
making of drivers [7, 29]. Other researchers, instead, used
driving simulator data to develop models to estimate the
passing sight distance [30], the passing gap acceptance [31],
the passing duration and passing distance [32], and the
probability of head-on collisions that result from unsuc-
cessful passing manoeuvres [33].

Although the approach adopted in these studies seems to
be very promising, there are some disadvantages, mainly
concerning the number of participants for each trial. In fact,
in general, the driving simulator studies are carried out on
samples composed of a limited number of subjects and
consequently, the collected and analysed data are also
limited andmay not provide a complete generalization of the
phenomenon studied.

An innovative method could be to use a combined
approach based on the driving simulator and the micro-
scopic traffic simulator. Indeed, the integrated simulation
approach can provide a more realistic simulation platform
for modelling conflicts [34].

Microscopic traffic simulators are powerful tools that,
through the implementation of behavioural models, allow
reproducing and predicting the evolution of different traffic
situations and obtaining a multitude of data by generating
various simulations.

Traditionally, traffic simulation models have been used to
evaluate traffic system performance, and just more recently,
there has been a growing interest in developing traffic sim-
ulation models to study the impact of traffic on road safety.
Initially, the simulation-based approach offers the ability to
proactively and quickly diagnose traffic safety problems and
evaluate appropriate initiatives [34]. 'e microscopic model
allows the estimation of road safety performance through a
series of indicators, which represent real-time interactions
between different pairs of vehicles belonging to the traffic
flow. 'is approach is mainly based on the Traffic Conflict
Technique (TCT) [35]. 'e TCT consists of capturing the
near-misses conflicts and assessing the frequency and severity
of collisions objectively and qualitatively, through the use of
the so-called surrogate safety measures [36]. 'e use of these
measures, which are not based on the observation of actual
crashes, but instead on the probability of crashes, is proving
increasingly interesting and promising for modelling and
estimating safety, and it has a clear advantage over using crash
data. Indeed, the use of crash data is a reactive approach that
takes longer as data is infrequent, as well as being often of
poor quality and underestimated. According to Gettman et al.
[37], the ratio between conflicts and actual crash frequencies
is generally in the range of thousands to 1 (depending on the
definition of conflict).

2 Journal of Advanced Transportation



Some studies have integrated these two simulation tools
(driving simulator and microscopic traffic simulator).
However, the purpose of this integration was oriented to
develop and implement a real-time running traffic simu-
lation model capable of generating and simulating sur-
rounding vehicles in a driving simulator. Focusing on the
analysis of overtaking manoeuvres, only Jenkins and Rilett
[38] developed a prototype that combined the microscopic
traffic simulation program VISSIM with the driving simu-
lator. 'e methodology of integrating simulations was ap-
plied to study the impact of both the length and the speed of
the impeding vehicle on passing behaviour. By comparing
the results from the passing experiments with field obser-
vations, the authors demonstrated some benefits of this
approach, including the ability to generate specific vehicle
volumes in the driving simulator and the ability to acquire
comprehensive data.

Although the potential benefits of this approach have
been recognized, the incorporation of the performance
safety measures into traffic simulation models has been slow.
Consequently, road safety simulation models are still being
investigated [39]. In particular, there is still a significant
obstacle in the development and application of the simu-
lation model to assess traffic safety on rural roads [34]. Most
studies concern intersections andmost applications focus on
modelling rear-end conflicts using car-following theory, but
no studies appear to consider head-on collision on two-lane
two-way roads [34].

All currently available microsimulation software
packages are based on different submodels that explain how
the drivers make decisions, in terms of route choice, car
following, and lane selection, which are repeatable across
the entire road network. All drivers’ behaviour models
consist of parameters, allowing users to enter input values
within a specified range.'ese values may vary significantly
based on driving conditions and geographical location (i.e.,
the local traffic characteristics and traffic conditions for a
specific area). 'us, the default values for such variables
must be adjusted for a realistic replication of local driving
conditions [40].

'e data recorded in virtual reality, which are repre-
sentative of driving behaviour in specific, controlled, and
safe driving conditions, could therefore be used for this
purpose, that is, to “adjust” some of the default parameters
characterizing the models of which the microscopic traffic
simulators are composed. In this way, the advantages of both
simulation tools could be fully used: the possibility of car-
rying out road safety analyses of complex situations on a
considerable amount of data, using traffic microsimulator
models whose parameters are representative of the drivers’
behaviour in the geographic area and driving conditions
analysed. However, this approach appears to be unexplored.
'is research opportunity motivates our study.

2. Research Objective and Motivation

'e purpose of this study is to evaluate the influence of
different traffic-flow conditions on the occurrence of po-
tential risk situations, which could lead to a crash event,

during the passing manoeuvre on two-lane two-way rural
roads, using a combined simulation approach. Specifically,
this paper focused on the analysis of the end of the passing
manoeuvre, since up till this moment, there is still a risk of
collision, therefore, reflecting the risk of head-on collisions
(i.e., a collision with the opposite vehicle) and also because
not many studies focused on the detailed analysis of the link
between passing manoeuvres and head-on collisions in
relation to traffic flows in the opposite direction.

Several studies analysed the passing manoeuvres on this
type of road, mainly based on field and driving simulation
studies. All these studies showed that one of the most critical
factors involved in passing behaviour is the drivers’ ability to
estimate the required gap for passing a lead vehicle in front
of an oncoming one. Specifically, they revealed that drivers’
accepted passing gaps are widely influenced by several
factors (such as the type of overtaking manoeuvre that a
driver intends to perform, the traffic conditions in the
opposite direction, and/or the waiting time for an oppor-
tunity for overtaking) which clearly suggest that drivers
adapt their accepted gaps to overtake, depending on the
traffic situation [21]. However, in literature, there are a few
contributions [28, 32, 41] that provide indications of the
influence of different traffic volumes on the driver’s be-
haviour during the overtaking manoeuvre. Overall, all three
studies highlighted, as is conceivable, that the amount of
oncoming traffic significantly affects the driving behaviour
and the kind of manoeuvre adopted by the driver. While the
studies conducted by [29, 32] were able to show this result
only at the end of the passage manoeuvre (evaluating only
this phase), the work in [28] extended this result, proving
that traffic significantly influences the behaviour of drivers in
all three phases of the passing manoeuvre analysed (be-
ginning of the manoeuvre, occupation of the left lane, re-
entry in the right lane). Specifically, it revealed that the
manoeuvres carried out are all the riskier, the greater the
traffic volume.

Compared to these previous studies, a novel and peculiar
feature of our study is to use both driving simulation and
microscopic traffic simulations. In particular, the present
study used the LaSIS driving simulator to better understand
the interaction between the overtaking driver and the on-
coming traffic, in order to obtain more reliable behavioural
data. 'e results of driving simulator experiments are then
used to adjust some driving behaviour parameters of the
microscopic passing manoeuvre model for two-lane rural
roads specially developed for the Aimsun microsimulation
software [42], in order to effectively represent the driving
behaviour during the overtaking manoeuvre on these types
of roads.

Finally, in order to be able to provide the first suggestions
on the potential for using such an approach, the traffic
simulations conducted by the Aimsun software were also
run with the software default values (without any adjust-
ments). 'e results of this simulation and those obtained
from the one in which some parameters were set according
to the data recorded in the simulator were compared by
statistical analysis to assess whether there were significant
differences.
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3. Aimsun Microscopic Passing Manoeuvre
Model for Two-Lane Rural Roads

'e Aimsun (Advanced Interactive Microscopic Simulator
for Urban and Non-Urban Networks, http://www.aimsun.
com) microsimulation software [42] was used because of its
ability to appropriately represent road network geometry
and model in detail the behaviour of individual vehicles to
reproduce explicitly traffic signal control plans, pretimed
and actuated, and because it has an easy-to-use graphical
user interface. Also, a particular feature of Aimsun is its
ability to capture the empirical evidence that driver be-
haviour often depends on local circumstances (i.e., the ac-
ceptance of speed limits on-road sections, the influence of
gradients, driver interaction whilst travelling in adjacent
lanes).

'ree main behavioural models are implemented on the
base of the software operation, which allow describing the
behaviour of the single vehicle reproducing the real traffic
situations in the conditions of (a) car following, (b) lane
changing, and (c) gap acceptance. In addition to these three
main models, other models are implemented within the
software for particular contexts and derivations from the
main models themselves.

Recently, Llorca et al. [43] developed and calibrated a
passing manoeuvre model in Aimsun [42]. In particular, it
has been implemented in Aimsun 8.0.3. 'is model, used in
the present work, covers the desire, decision, and execution
processes of passing manoeuvres and relied on 14 param-
eters, defined specifically for the two-lane highways model.
'e 14 model parameters are associated with the experi-
ment, the vehicle type, or the section Aimsun editors.

'e parameters that affect the entire experiment are (1)
delay time threshold for passing decision (delay') (s); (2)
minimum speed difference threshold (mindV) (km/h); (3)
maximum speed difference threshold (maxdV) (km/h); (4)
maximum rank in the platoon to desire to pass (maxRank)
(vehicles); (5) number of simultaneous passes allowed (max-
Simul) (passes); (6) delay between simultaneous passes
(delaySimul) (s); (7) sensitivity factor for reduced car-following
(RCF); (8) passing vehicle speed enhancement (PVSE); (9)
speed difference threshold for enhanced passing vehicle speed
(PVSE') (km/h); and (10) remaining time to the end of the
highway segment threshold (remainingtime') (s). Traffic
demand in Aimsun may be divided into several vehicle types.

'e parameter that affects a particular vehicle type is
safety margin for passing manoeuvre (safetymargin), de-
fined by its minimum, maximum, mean, and standard
deviation values (values in s).

'e parameters that affect a single section are (1) mirror
section identification (MirrorID); (2) available sight distance
at the end of the passing zone (ASD) (m); and (3) sight
distance factor (SDfactor).

4. Methodology

4.1. Overall Framework. 'is study proposed an integrated
methodology that combines virtual reality driving simula-
tion with traffic microsimulation. Figure 1 illustrates the

overall design of the methodological approach proposed. It
consists of three steps: (1) driving simulation experiments,
(2) microscopic traffic simulation, and (3) comparison
analysis. A driving simulation experiment is carried out to
obtain information regarding driving behaviour during the
overtaking manoeuvres under different traffic-flow condi-
tions. 'e driving simulation environment allows capturing
various driving behaviour patterns in a scientific and sys-
tematic manner. 'erefore, the results help to gather dif-
ferent driving performances and behaviours that
characterize different subjects belonging to a population.
'e results of this first step were further processed to adjust
some parameters of microscopic traffic simulations. In the
second step, Aimsun was used to assess the risk, in terms of
safety, of the passing manoeuvres in different traffic-flow
conditions. Some driving behaviour parameters of Aimsun
were modified based on the results of the driving simulation
experiment in step 1. In the traffic simulation, three different
traffic-flows conditions were also set and the consequent
change in vehicle manoeuvres was obtained and recorded.
'e change in driving performances due to traffic-flow
conditions was assessed taking into account a surrogate
safety measure. Finally, in the last stage (step 3), further
microscopic traffic simulations were carried out with the

Extraction of driving behaviour
parameters for microscopic

simulation

Design of driving and traffic
simulation scenario

Experimental virtual test sessions

Estimation of the risk of
the passing manoeuvre

STEP 3 - Comparison Analysis

STEP 2 - Microscopic Simulation Application

STEP 1 - Driving Simulation Experiment

Adjustment of parameters
to represent driving

behaviour in Aimsun

Run simulations and
determination of surrogate

safety indicator

Comparison of the results
obtained from the simulations
with default values and with

some adjusted values

Run simulations with
Aimsun default value

(without any adjustment)

Figure 1: 'e overall framework of the proposed methodological
approach.
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default values. 'e results obtained from these last simu-
lations were processed and analysed according to phase two,
to compare them with those obtained from the simulations
in which some driving behavioural parameters were adjusted
and to evaluate any statistically significant differences.

4.2. Driving Simulation Experiment

4.2.1. Apparatus. 'e LaSIS driving simulator used in this
study is a motion-base simulator, equipped with a full-scale
vehicle fitted on a 6° of freedom Stewart’s platform, allowing
roll, yaw, and pitch. 'e vehicle interior is identical to the
commercial version and it includes all commands normally
available in such kinds of cars, with the steering wheel with
force feedback. 'e cabin is surrounded by a cylindrical
screen about 200° wide, on which 4 projectors reproduce the
driving environment. Sounds and noise of traffic in the
environment and of the participant’s car are generated by a
multichannel audio system. 'e data acquisition frequency
of the apparatus is 20Hz. 'e apparatus was previously
validated as a reliable tool to predict the driver’s behaviour in
the real world and used to evaluate the driver’s performance
in terms of speed, acceleration/deceleration, and lateral
position under various road environments and driving
conditions [22, 23, 44–46].

4.2.2. Simulated Road Scenario. About 50 km of a two-way
two-lane rural road, with a posted speed limit of 80 km/h,
was designed and implemented in the LaSIS driving sim-
ulator. It should be noted that although, according to the
Italian Highway Code [47], the speed limit for the type of
simulated roads is 90 km/h, it was cautiously chosen to set it
equal to 80 km/h based on the analysis of the data collected
on the main two-way two-lane rural road located in the
province of Florence, where the maximum limit recorded
was 70 km/h.

'e cross section of the carriageway is composed of two
lanes (one for each direction), each 3.75m wide and 1.50m
wide shoulders according to [48].

'e road section was designed without any longitudinal
grade and with few curves and no intersections, in order to
exclude any possible influences of the sight distance on the
driver’s behaviour during passing manoeuvres. 'e driving
experiments were carried out during daylight conditions and
with good weather conditions (dry pavement). 'e passing
was permitted only in the straight sections. 'e sections
where the passage was not allowed were marked.

During the simulated route, the participants drove
through four different analysis configurations, depending on
the gap in the traffic in the opposite direction. Each analysis
configuration was preceded by approximately 7 km of the
standard route, where the road layout and traffic did not
require the driver to change the desired driving style. Four
different scenarios were built. 'e sequence of the four
analysis configurations was counterbalanced to avoid in-
fluences due to the repetition of the same order in the ex-
perimental conditions.

'e virtual scenarios were characterized by autonomous
traffic, made with different vehicles, organized as “swarm”
around the interactive vehicle. For each configuration, in the
preliminary section of virtual road (7 km of the standard
route) the autonomous traffic was organized in both di-
rections, while, in the examined section, it was only in the
opposite direction to the subjective vehicle to avoid affecting
the drivers’ performance, in terms of speed, acceleration,
deceleration, and so forth.

'e situation that participants encountered in each of the
four analysis configurations is shown in Figure 2. 'e subject
vehicle was passing an impeding vehicle (front vehicle) while
other vehicles were approaching from the opposite direction.
'e front vehicle was represented by a stopped heavy vehicle
that simulated the situation of a vehicle in mechanical failure
forced to obstruct the entire traffic lane due to the absence of a
lay-by where you take refuge and wait for help. It was decided
to obstruct the entire traffic lane (despite the possibility that
the heavy vehicle occupied the shoulder) in order to repro-
duce the same situation that could be simulated in the Aimsun
software. In fact, the Aimsun simulation does not allow the
evaluation of the lateral movement of the vehicle, but it only
identifies whether the vehicle is positioned in one or the other
traffic lane, and it considers the obstruction of the entire lane.

'e traffic approaching from the opposite direction
consisted of the same platoon made up of six light vehicles;
thus, the conditions to which the participants were subjected
were the same in each configuration and there were no
further variables (albeit of a minor entity, such as the type of
vehicles and the colour of the vehicles) that, in some way,
could affect the driver’s performance and behaviour.

'e passing gaps, which are the gap between the first and
second vehicles of the platoon, were defined by the time
spacing between these two vehicles at the time the subject
encounters the lead opposite vehicle as illustrated in Fig-
ure 2. 'ese passing gaps took on a different value in each
analysis configuration, while the gap between the other
vehicles of the platoon was set equal to 2 seconds in each
configuration examined.'e aim was to induce the driver to
overtake by exploiting the first available gap; in fact, if the
driver was unable to exploit this gap, he/she was forced to
stop behind the stopped vehicle and wait for the whole
platoon to pass, as a gap of 2 seconds did not allow
overtaking.

An increase in passing gap was simulated for the four
analysis configurations: a “critical” situation, a “precau-
tionary” situation, and two other intermediate situations.
'e “critical” situation represented the space needed to
physically perform the overtaking manoeuvre [49], while the
“precautionary” situation represented the space needed to
perform the overtaking manoeuvre in safety, according to
Italian regulation on road design [48]. 'e “critical” and
“precautionary” passing gaps were equal to 8 seconds and 20
seconds, respectively. 'ey have been determined assuming
that the driver maintains a speed corresponding to the
imposed speed limit (equal to 80 km/h). Two passing gaps of
12 seconds and 16 seconds were chosen as intermediate
situations. Table 1 summarizes the four different traffic
conditions that the user has faced along the virtual road.
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It is important to note that, except for the subject vehicle,
the speeds of all vehicles and the route they followed in the
scenarios were previously programmed to be constant to
allow the correct size and distribution of the passing gaps
analysed.

4.2.3. Participants and Test Protocol. 'e minimum sample
size was determined according to Cohen’s theory [50],
given the desired probability level, the anticipated effect
size, and the desired statistical power level. 'e antici-
pated effect size χ2 was assumed equal to 0.6; the sta-
tistical power level and the P value were set, respectively,
equal to 90% and 5% (according to the previous studies,
[45, 51]). Using these parameters, the minimum sample
size is sixty-five. Based on these results, sixty-five subjects
(29 women and 36 men) were recruited voluntarily
among students, staff of the University of Florence
(Italy), and other volunteers from outside the University
according to the following criteria: possession of a valid
Italian driver’s license, with at least five years of driving
experience, an annual driven distance greater than
5000 km, and low susceptibility to motion sickness. In
order to avoid any bias of the outcomes, eventually re-
lated to the inexperience (young drivers) and aging
(elderly drivers), the subjects aged less than 25 years and
the subjects aged more than 65 years were excluded from
the experimental study.

Five selected participants (2 women and 3 men) sub-
sequently withdrew from the study and six subjects (5
women and 1 man) exhibited simulator sickness and did not
complete the experiment. 'us, fifty-four subjects (22
women and 32 men) participated in the research, whose
main characteristics are indicated in Table 2.

'e selected participants were all residents of Tuscany
and they had a normal or corrected-to-normal vision.

A chi-square goodness-of-fit test was conducted to de-
termine whether the participants recruited were represen-
tative of the driver population resident of Tuscany.

Specifically, it was analysed whether these had the same
proportion, in terms of age (according to the 4 age groups
indicated in Table 2) and sex. 'e test was performed at a
level of significance of 5%.'e results indicated that age and
gender were similarly distributed among the participants
recruited to the study as the Tuscan driver population
(χ2(7)� 9.348, P � 0.229).

All participants followed the same test protocol,
explained below. 'e driving simulation experiment con-
sisted, after signing the informed consent form, of the
following steps: (a) communicating to the participants some
basic information on the use of the simulator, as well as
advising them to drive and to behave like in real-life situ-
ations, warning about possible simulator sickness and saying
that they could stop the test at any time; (b) training phase to
familiarize with the interactive vehicle and its control in-
struments; (c) a rest of 5min to restore psychophysical
conditions similar to those at the beginning of the test; (d)
experimental phase in which each participant drove the
simulation scenario with a specific sequence of traffic
condition configurations.

Each participant encountered each of the four traffic
condition configurations in random order to reduce the
biases within the data collection. 'e participants were
tested individually and were not briefed about the objectives
of the research. 'eir participation was voluntary and no
monetary reward was given for their involvement, which
lasted about 45min.

4.2.4. Extraction and Processing of Driving Behaviour Data.
Two of the 14 parameters that characterized the Aimsun
passing manoeuvre were selected in the present study as
those most influenced by the driver’s behaviour when
overtaking a stopped vehicle: “PSVE” and “safetymargin”
parameters. 'e first is defined as the ratio between the
maximum speed maintained by 5% of drivers at the end of
the passing manoeuvre and the posted speed limit. It takes
into account the possibility of travelling at a speed higher
than the driver’s free-flow desired speed. 'e second is
defined as the safety margin for the passing manoeuvre and
it is the parameter by which the risk of the manoeuvre is
assessed. It represents the time to collision (TTC) between
the passing vehicle and the opposite vehicle at the end of the
overtaking process (i.e., the remaining gap between the two
vehicles considered). When it reaches a value below a certain
threshold (precisely considered “safety margin”), overtaking
can be risky. Specifically, if the sum of the value of this
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Figure 2: Passing gap configuration.

Table 1: Characteristics of the analysis configurations.

Configuration Traffic condition Passing gap
(s) Passing gap (m)

1 Critical 8 178
2 Intermediate low 12 267
3 Intermediate high 16 356
4 Precautionary 20 444
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parameter and the time required to complete the manoeuvre
is less than the TTC assessed at the start of the manoeuvre,
the overtaking is considered not to be at risk and can be
completed safely. Otherwise, the opposite is true. 'e
“safetymargin” parameter, during microscopic traffic sim-
ulations, takes on a different value for each vehicle.

To evaluate the first parameter considered, the PVSE,
defined by a scalar factor, the speed reached by each driver at
the end of the passing manoeuvre was extracted from the
raw driving simulator data. For the determination of the
“safety margin,” the TTC between the subject vehicle and the
lead opposite vehicle was calculated at the end of each
passing manoeuvre. 'e TTC is measured at the end of the
passing manoeuvre (as there is still a risk of the collision up
to this moment) and reflects the risk to collide with the
opposite vehicle. 'e end of a passing manoeuvre was de-
fined, for each driver, as the instant when the subject vehicle
wholly turns back into his lane (in front of the impeding
vehicle) corresponding to the instant in which the subject
vehicle’s rear left wheel touches the centre line (Figure 3).

It is important to point out that these measures were
available only for “accepted” passing gaps, that is the situ-
ation in which the driver has believed the first available gap
(i.e., the one between the first and the second vehicle coming
from the opposite direction, as shown in Figure 2) was
sufficiently wide and he/she has completed the passing
manoeuvres. In fact, due to how the analysis configurations
in virtual reality were built, if the drivers did not exploit the
first available gap, they were forced to wait for the complete
passage of the entire platoon and overtake the stopped
vehicle when there was no traffic in the opposite lane (this
situation, in the rest of the text, will be indicated as the one in
which the gap is rejected).

In addition, the speed held by each participant in free-
flow driving conditions was also extracted from the raw
driving simulator data. It is the speed recorded along a road
section where there were no road geometrical characteristics
and traffic conditions that forced the driver to change his
driving style and to adopt a speed other than the desired one.

4.3. Traffic Microscopic Simulation

4.3.1. Network Model Coding and Run Simulation. 'e road
network consists of a single straight segment of one kilo-
metre in length, without intersections, with a single car-
riageway and two traffic lanes (one for each direction). Each

traffic lane is 3.75 meters wide. 'e posted speed limit is
80 km/h, and it is consistent with the scenario used in the
virtual reality experiment.

'e traffic demand was assigned through the use of the
origin/destination (O/D) matrix, characterized by the fol-
lowing input data: centroids of origin and destination, ve-
hicle types in the network and their attributes, vehicle
classes, and the number of movements from each origin
centroid to each destination centroid. For the experiment,
two centroids were defined at the ends of the segment, and a
single vehicle class consisting of light vehicles was defined.
As regards the determination of the number of movements,
three different matrices were defined, each associated with a
different traffic flow to reproduce three different levels of
service (LOS). In this way, it was possible to reproduce
different traffic-flow conditions in the opposite direction to
the subject vehicle and, thus, assess how the LOSs may affect
the execution of the passing manoeuvre. Specifically, three
traffic-flow values were considered corresponding to service
levels A, B, and C for a road with a speed limit of 80 km/h,
according to the Highway Capacity Manual [52].

Two different traffic distributions were selected for the
two different directions of travel. In the traffic lane where the
stationary heavy vehicle was located, a uniform distribution
was selected with a number of arrivals such that it did not
create the phenomenon of multiple queuing behind the
stationary heavy vehicle, while in the opposite direction, an
exponential distribution of arrivals was selected.

As regards the input data relating to vehicle classes, in
addition to some behavioural parameters recorded through
the driving simulator, it was decided to adjust other two
input data of the microsimulation model in order to obtain
results closer to reality: (a) the reaction time and (b) the
maximum acceleration. Specifically, the value of 1 second
has been assigned to the first parameter, according to Basak
et al. [53] (the default value assumed by the software is 1.2
seconds), while, according to the acceleration/deceleration
model defined by Bokare et al. [54], an average value of
1.2m/s2 and a standard deviation of 0.3m/s2 have been
assigned for the second parameter (the default values are,
respectively, 3m/s2 and 0.2m/s2).

Once the scenario described above was set up, it was
decided to run the experiment using the Monte Carlo al-
gorithm. 'ree different experiments were performed, each
characterized by a different traffic demand, corresponding to
the three LOS examined.

Table 2: Participant characterization according to the factors considered.

25–34 years 35–44 years 45–54 years 55–64 years Total
Sample consistency 14 17 15 8 54

Gender F 7 6 5 4 22
M 7 11 10 4 32

Age MV 27.6 39.6 48.9 57.4 38.5
SD 2.5 2.8 2.8 1.5 9.7

Driving experience (years) MV 9.6 21.6 30.9 39.4 20.5
DS 2.5 2.8 2.8 1.5 9.7

F� female; M�male; MV�mean value; SD� standard deviation.
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A series of replicas were defined for each experiment to
obtain a consistent data sample for subsequent analyses.
Specifically, for each of the three experiments, the following
replicas were carried out in order to obtain a comparable
number of overtaking manoeuvres for the three different
traffic conditions considered: (a) 12 replications for LOS A
condition, (b) 36 replications for LOS B condition, and (c) 48
replications for LOS C condition. 'e different number of
replicas for the different LOS conditions analysed is
explained by the fact that it was necessary to generate a
smaller number of vehicles in the lane where the stationary
vehicle was in order not to create queuing phenomenon
behind it.

4.3.2. Estimation of the Risk of Passing Manoeuvre. In order
to assess the influence of different traffic-flow conditions on
the risk of passing manoeuvre, the TTC was selected as a
surrogate safety indicator. It is considered the most efficient
and it is usually quantified using microscopic traffic simu-
lations [55–57]. TTC is defined as the time remaining to the
collision between two vehicles if they continue at their
current speed and remain on their paths until the moment of
the crash. 'erefore, TTC is inversely related to accident
risk: the smaller the value assumed by the TTC, the greater
the probability that the conflict evolves into an accident (i.e.,
a null value of the TTC reflects a collision).

In this study, according to several similar types of re-
search [8, 28, 33, 41, 58–60], the minimum TTC to the
opposite vehicle at the end of the passing manoeuvre was
used as a head-on collision proximity measure. Specifically,
the minimum TTC was defined as the remaining gap (in
seconds) between the passing vehicle and the opposite ve-
hicle at the end of the overtaking process. Mathematically,
the TTC was calculated by the division of the distance
between the fronts of the subject vehicle and the opposite
vehicle by the sum of their speeds. 'e minimum TTC was
the TTC value at the end of a successful passing manoeuvre.

Several threshold values have been suggested for TTC in
the literature. In the present study, according to the in-
formation provided by [52], passing with a final clearance
time of less than 2 s was deemed risky.

'e data sample recorded during the traffic micro-
simulations was analysed (as previously described) by di-
viding it into six subsets, according to the traffic condition
(LOS A, LOS B, and LOS C) and the type of manoeuvre
performed. Preliminarily, by analysing the driving

behaviour in the initial phase of the passing manoeuvres
recorded during the traffic microsimulation (in particular by
examining the speed), it was possible to distinguish them
into two types: (a) flying passing manoeuvre (i.e., a pass in
which the driver is not forced to slow down before making
the pass, referred to as type “1” passing manoeuvre) and (b)
passing manoeuvre after waiting for queues (i.e., when the
user decides to stop behind the impeding front vehicle and
wait for the first available gap to be able to pass it safely,
referred to as type “2” passing manoeuvre).

Each subset was analysed in terms of both the gap ac-
cepted by the user to carry out the overtaking manoeuvre
and TTC with respect to traffic coming in the opposite
direction.

4.4. Comparative Analysis. To preliminary evaluate the ef-
fectiveness of the proposed methodology in carrying out
safety analysis, further microscopic traffic simulations were
performed with only Aimsun default values. Specifically, the
results, obtained from these latter microscopic traffic sim-
ulations, were processed and analysed in the same way
adopted in the second step (Figure 1), in order to compare
them with those obtained from the microsimulations, in
which some driving behavioural parameters were adjusted to
evaluate any statistically significant differences.

'e most popular statistical approaches for group
comparisons (such as parametric tests for unpaired sam-
ples: independent t-test and ANOVA test) are typically
used to examine the level of confidence about the hy-
pothesis that the data of two groups of different samples
belong to the same population. Among them, in the
comparative analysis of the two considered traffic micro-
simulation applications, bilateral independent-samples
Student’s t-tests (t-test) were carried out to determine the
statistical significance of the results achieved. Specifically,
for both dependent variables (gap and TTC), six bilateral
independent-samples t-tests were run: one for each LOS
and type of manoeuvre considered (3 LOS x 2 types of
manoeuvre). Preliminarily, it was verified that the data
recorded can be analysed using this type of test, verifying
the assumptions that must be considered (normality dis-
tribution and homogeneity of variances). In the null hy-
pothesis (H0), the indicators (gap and TTC values) in the
two data sets were considered to belong to the same
population.'e threshold for statistical significance was set
at 0.05.

Phase 2
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Phase 1

Passing gap
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Figure 3: Passing manoeuvre phases (LOV� leading opposite vehicle; OV� opposite vehicle; SV� subject vehicle; FV� front vehicle).
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5. Results and Discussion

5.1. Driving Simulator Results

5.1.1. General Statistics. 'e resulting data set included a
total of 216 passing gap observations (54 participants∗ 4
configurations of passing gaps). In two cases, these passing
manoeuvres ended in a collision; both crashes occurred in
the “critical” configuration and at the end of the passing
manoeuvre (during the reentry phase). 'e drivers collided
with the stationary heavy vehicle to avoid a head-on collision
with the oncoming vehicle in the opposite direction. 'ese
two observations were removed from the estimation data
sets and, thus, 214 passing gap observations were examined.
Of these passing gaps, 134 (62.6%) were accepted, while the
rest were rejected.

Table 3 presents summary statistics of passing ma-
noeuvres relating to the number of accepted and rejected
gaps in the 4 different analysis configurations.'e analysis of
the type of behaviour approaching the heavy stopped vehicle
(Table 3) understandably showed that, as the available gap
increases, the number of gaps accepted by drivers also in-
creases. Specifically, the results showed that, in the “critical”
gap situation (8 s), most of the participants (52%) did not
perform any manoeuvre and they preferred waiting behind
the stationary vehicle. On the contrary, in presence of larger
gaps, the percentage of the motorists who performed an
overtaking manoeuvre increased considerably reaching 78%
in the configuration “4” (available gap equal to 20 s).

'e Chi-squared test results showed that there was a
statistically significant association between configuration
and the type of manoeuvre chosen by the driver (no passing/
passing) (χ2(3)� 11.928 and P � 0.008). 'e association was
moderately strong according to Cohen [50] (Cramer’s
V� 0.235). 'erefore, the considered passing gaps signifi-
cantly affected the driver’s manoeuvre approaching the
heavy stopped vehicle.

5.1.2. Driving Behaviour Parameters for Microscopic
Simulation

(1) PSVE. To determine the PVSE parameter, the speed
recorded at the end of the overtaking manoeuvre was
extracted for each participant in each analysis configuration.
'e mean speed and the standard deviation of acquired data
are summarized in Table 4.

'e results revealed that the average value of all speeds
recorded at the end of the overtaking manoeuvre (consid-
ering all configurations) was 71.58 km/h (DS� 12.55 km/h).
Specifically, it was found that the speed at the end of the
analysed manoeuvre increases as the gap available in the
opposite traffic flow increases.'e speed increase recorded is
about 22 km/h (i.e., 38%) between configurations “1” and
“4,” whose speed at the end of the manoeuvre reached a
value close to the posted speed limit. 'is is probably due to
the way the drivers are overtaken based on the available gaps.
In fact, it was found that, in the smallest gap configurations
(8 s and 12 s), after passing the stationary vehicle, drivers

were forced to turn sharply to reenter into their lane. 'is
did not allow them to reaccelerate and to reach the desired
speed. In the wider gap configurations (16 s and 20 s); on the
contrary, drivers overtook less abruptly, using these spaces
to accelerate again, regain the desired speed, and get back
into their lane.

It should also be noted that, as the available gap in-
creased, higher standard deviations were recorded, high-
lighting a reduction in the homogeneous behaviour of the
driver where the gap available to overtake increased.

In order to understand if these differences were attrib-
utable to the analysed configuration and were not random, a
one-way repeated measures ANOVA test was conducted.
'ere were no outliers and the data were normally distrib-
uted, as assessed by Shapiro–Wilk’s test (P> 0.05). 'e as-
sumption of sphericity was violated, as assessed by Mauchly’s
test of sphericity (χ2(5)� 15.683, P � 0.008) and, therefore, a
Greenhouse–Geisser correction was applied (ε� 0.720). 'e
findings of the statistical test revealed that the configuration
(i.e., the gap available to perform the passing manoeuvre)
made statistically significant speed changes recorded at the
end of the passing manoeuvre (F (2.159, 51.807)� 48.457,
P< 0.001, partial η2� 0.669). Post hoc analysis with a Bon-
ferroni adjustment revealed that there are significant differ-
ences between all configurations (P< 0.001), except between
the configuration “3” and the configuration “4” (P � 0.065).

Before determining the value of the PVSE parameter, the
speed data observed at the end of the manoeuvre were
organized into a histogram (Figure 4) and the Shapir-
o–Wilk’s test was conducted to verify the goodness of fit of
these data to the normal distribution. Specifically, it was
assumed that the speed data are from a normally distributed
population (H0� null hypothesis) if the resulting P value
was equal to or higher than 0.05. 'e results showed that the
speed data can be considered as fitting a normal distribution
(P � 0.192).

Subsequently, the speed value adopted by 5% of users
(95th percentile-V95) was calculated and, consequently, the
value of the PVSE factor, as the ratio between the obtained
value of V95 and the posted speed limit. 'e two parameters
were, respectively, 92.23 km/h (dashed red line in Figure 4)
and 1.15.

'e PVSE value obtained is higher than the Aimsun
default value set at 1.10 determined based on the overtaking
data recorded during the field observations [43], thus showing
that the speed recorded in the virtual reality experimentation
at the end of the manoeuvre analysed is greater than that
observed in the field. 'is difference may be caused by some
differences in the situation analysed, in terms of the type of
passing manoeuvre faced by the driver and the type of vehicle
to overtake. While in the field study [43] the overtaking
manoeuvre of a moving vehicle was examined, in the present
virtual reality experimentation, the overtaking manoeuvre of
a stationary heavy vehicle was instead analysed. 'is can
presumably lead you to believe that it has changed the user’s
behaviour. In fact, while the situation of overtaking a vehicle
in motion is a situation frequently faced by the driver in the
real world, the situation analysed in this study represents an
unusual condition that occurs much less frequently on Italian
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rural roads. 'erefore, it is plausible that the driver, in this
situation, has performed the manoeuvre in a less “quiet” and
more sudden way due to the lack of habit in practising it. 'is
hypothesis was confirmed by the results of the questionnaire
filled out by the participants at the end of the virtual ex-
periment; many of them declared that they had made a hasty
decision on how to carry out the manoeuvre, as it was not
clear to them whether the stopped vehicle was isolated or the
last one in a queue.

Furthermore, since, in the experiment, the driver has to
overtake a heavy vehicle (approximately twice the length of a
light vehicle), he/she will presumably tend to assume a
higher speed at the end of the manoeuvre, due to a longer
acceleration phase held during the manoeuvre itself: the
longer the vehicle to be overtaken, the greater the space in
which the vehicle will have to accelerate.

(2) Safetymargin. As regards the evaluation of the “safe-
tymargin” parameter, the value of TTC recorded for all the
passing manoeuvres observed, for each analysis configura-
tion, was determined. 'e descriptive statistics of observed
data are summarized in Table 5.

'e results highlighted a very different driver behaviour
in the analysed configurations. A similar trend to that
recorded for the speed values at the end of the passing
manoeuvre can be observed. Specifically, it was found that
the TTC value increases as the gap available in the opposite
traffic flow increases. 'e maximum increase (corre-
sponding to 2.47 seconds) was recorded between configu-
rations “1” and “4.” It should also be noted that, as the
available gap increased, higher standard deviations were
recorded. It confirms the results described in the previous
session, that is, a reduction of homogeneity in the driver
behaviour where the gap available for overtaking has
increased.

Only in low traffic conditions (configuration “4” char-
acterized by the widest gap analysed), the driver turns back
into the right lane with a mean value of TTC greater than 2
seconds, while in the other analysis situations themean value
of TTC is less than 2 seconds, resulting even below the
second in the configurations characterized by the smallest
available gaps (configurations “1” and “2”). Also, consid-
ering the four configurations, the average TTC at the end of
the passing manoeuvre was less than 2 seconds (1.56 s).
Furthermore, as can be seen from Table 5, approximately
69% of the observations (total observations 134) were less
than 2 s. In particular, in all the analysis configurations
except for configuration “4,” a TTC value less than 2 seconds
was recorded for most of the observed manoeuvres, even
reaching 100% in configuration “1.” 'erefore, according to
the AASHTO Manual [52] which recommends a minimum
TTC value of 2 s, as well as other studies that have classified
risky passing manoeuvres with clearance gaps of less than 2 s
[61, 62], the manoeuvres recorded in all the analysis con-
figurations (except in the “4” configuration) are, on average,
to be considered risky.

A one-way repeated measures ANOVA was conducted
to determine if the differences in recorded TTC values,
between the configurations, were statistically significant.

Table 3: Gaps accepted and rejected in the analysis configuration.

Configuration Passing gap (s) No. of gaps accepted No. of gaps rejected
1 8 25 (48%) 27 (52%)
2 12 31 (57%) 23 (43%)
3 16 36 (67%) 18 (33%)
4 20 42 (78%) 12 (22%)

Table 4: Number of measurements, mean value, and standard deviation of speed in each analysis configuration.

Configuration No. of measurements Mean value (km/h) St. deviation (km/h)
1 (gap: 8 s) 25 57.88 7.92
2 (gap: 12 s) 31 66.75 8.17
3 (gap: 16 s) 36 75.47 9.66
4 (gap: 20 s) 42 79.98 11.12
All configurations 134 71.58 12.55
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Figure 4: Histogram of speed data at the end of passing
manoeuvre.
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'ere were no outliers and the data were normally dis-
tributed, as assessed by Shapiro–Wilk’s test (P> 0.05). 'e
assumption of sphericity was violated, as assessed by
Mauchly’s test of sphericity (χ2(5)� 38.000, P< 0.001) and,
therefore, a Greenhouse–Geisser correction was applied
(ε� 0.556). 'e findings of the statistical test revealed that
the configuration (i.e., the gap available to perform the
passing manoeuvre) made statistically significant changes in
TTC recorded (F (1.669, 40.048)� 99.152, P< 0.001, partial
η2 � 0.805), showing that drivers adopted very different
behaviours in terms of risk at the end of the manoeuvre,
according to the changes in the traffic configuration. Post
hoc analysis with a Bonferroni adjustment revealed that
there are significant differences between all configurations
(P< 0.001).

Few driving simulation studies are available in the lit-
erature to compare the obtained TTC values. Specifically, the
comparison with these studies shows a very similar value
with the TTC mean value obtained by [28], in which a value
equal to 1.30 s was recorded, as well as a fairly appreciable
difference (approximately 1 second higher than the value
recorded in this study) with the study by Farah et al. [41].
'is difference is probably due to the different configura-
tions of the driving simulators since Farah et al. [41] used a
low-cost driving simulator (steering and pedals not installed
on a real vehicle, only one screen in front of the driver with a
usual field of view of only 60°). 'erefore, bearing in mind
differences in equipment and traffic conditions used in the
different experiments, our results are consistent with those
obtained in previous studies carried out using driving
simulators.

Based on the data obtained from the driving simulations
(Table 5), the safety margin parameter for passing ma-
noeuvre, defined by its average, standard deviation, mini-
mum, and maximum values, is characterized, respectively,
by the following values (in seconds): 1.56, 1.18, 0.02, and
5.62. 'ese values differ from the Aimsun default values,
which instead assume the following values, respectively: 5,
5.8, 1, and 10. According to Llorca et al. [43], a minimum
value of 1 s was chosen based on previous research [17, 61],
while the maximum value was 10 s, as longer safety margins
were not considered reasonable by them even with very
conservative drivers. 'e mean and standard deviation
values were selected (by adjusting simulated and observed
critical gaps with a probability of acceptance equal to 0.5) to

be 5 s and 5.8 s, respectively. 'ese differences are attrib-
utable (according to the results of the questionnaire filled out
by the recruited subjects), to the differences in the situation
analysed in terms of the overtaking type to be performed
(vehicle stopped and not in motion) and of the type of
vehicle to overcome (heavy vehicle, rather than a light
vehicle).

(3) Desired Speed. 'e desired speeds adopted by the drivers
while driving in a road section where they were able to adopt
the desired driving style were calculated, in order to char-
acterize the drivers’ behaviour while driving in “undis-
turbed” conditions.

Preliminary, the speed data observed were organized
into a histogram (Figure 5).

'e Shapiro–Wilk’s test was conducted to analyse the
appropriateness of the normal distribution to the desired
speed data. 'e test results showed that the null hypothesis
(data are from the hypothesized normal distribution),
cannot be rejected at the 95% confidence level (P � 0.864).

'emeans and standard deviation values of the free-flow
speed are 92.70 km/h and 9.38 km/h, respectively.'is result
is consistent with the indications of the Highway Capacity
Manual [6], which provides an approximate estimate of the
speed desired by the driver corresponding to the posted
speed limit plus 10 mph (approximately, 16 km/h) or cor-
responding to the design speed of the road. Due to the
dependence of the desired speed to the posted speed limit
equal to 100 km/h [42], the average desired speed value
obtained in the virtual reality simulation (92.70 km/h with
standard deviation equal to 9.38 km/h) and that defined by
the Aimsun default values (equal to 110 km/h) is not
comparable. However, regardless of the posted speed limit,
the standard deviation obtained by driving simulator results
is consistent with the Aimsun default values, equal to 10 km/
h. 'erefore, in this case, the findings show a similar dis-
tribution between the real behaviour and the lane-change
model used in the Aimsun microsimulator [43].

5.2. Traffic Microscopic Simulation Results

5.2.1. General Statistics. 'e data set from the traffic
microsimulations included a total of 1,114 passing gap
observations. In 622 (56%) on these gaps, the passing ma-
noeuvre type “1” was performed (i.e., the stationary vehicle
was passed, without waiting behind it), while in the rest 492
cases (44%), a type “2” overtaking manoeuvre was observed.
Table 6 shows summary statistics of observed passing ma-
noeuvres based on the three LOS conditions considered.'e
results are consistent with those obtained from the exper-
iments conducted in virtual reality. As traffic flow increases,
the percentage of vehicles forced to queue behind the
stopped vehicle and wait for the passing of the platoon
coming in the opposite direction (before overtaking) in-
creased; consequently, the percentage of flying pass ma-
noeuvres observed decreased. Specifically, the results
(Table 6) highlighted that, in LOS A traffic conditions, most
of the vehicles (74.3%) performed the passing manoeuvre,

Table 5: Number of measurements, mean value, and standard
deviation of TTC in each analysis configuration.

Configuration N NTTC<2s
MV
(s)

SD
(s)

Min
(s)

Max
(s)

1 (gap� 8 s) 25 25 (100%) 0.39 0.20 0.02 0.78
2 (gap� 12 s) 31 29 (94%) 0.91 0.47 0.38 2.21
3 (gap� 16 s) 36 28 (78%) 1.43 0.60 0.40 2.75
4 (gap� 20 s) 42 11 (26%) 2.86 1.05 0.80 5.62
All
configurations 134 93 (69%) 1.56 1.18 0.02 5.62

N� number of measurements; NTTC< 2 s�number of measurements with
TTC values less than 2 seconds; MV�mean value; SD� standard deviation.
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not performing any deceleration behaviour. 'is trend was
completely reversed in the traffic condition represented by a
LOS C (only 33 2% of the total passing manoeuvres observed
were classified as flying pass manoeuvres), while an inter-
mediate situation occurred in the LOS B traffic conditions.
Although, in this situation, the percentage of overtaking
carried out without stopping behind the stationary vehicle is
still lower (46.4%) to the one in which the opposite be-
haviour was observed (53.6%).

'e Chi-squared test results showed that there was a
statistically significant association between traffic conditions
and the type of passing manoeuvre performed (flying pass/
pass after stopping behind the stopped vehicle) (χ2(2)�

142.042 and P< 0.0001). 'e association was quite strong,
according to Cohen [50] (Cramer’s V� 0.355). 'erefore,
the traffic-flow condition significantly affected the passing
manoeuvre approaching the heavy stopped vehicle.

5.2.2. Risk Analysis of the Passing Manoeuvre. Data set
recorded were preliminarily plotted into histograms in
which the TTC frequency was correlated to the three dif-
ferent traffic-flow conditions, respectively, for the two types
of passing manoeuvres analysed (Figure 6). It is possible to

note that, in both manoeuvres, as traffic increases (i.e., as
LOS decreases) the frequency of lower TTC values increases.
In particular, for the most intense traffic conditions (LOS C),
no TTC values higher than 10 seconds for type “1” passing
manoeuvre and exceeding 12 seconds for type “2” passing
manoeuvre were recorded.'is is because high time gaps do
not occur as traffic increases, as shown by the histograms in
Figure 7 which represent the accepted gap distributions in
the three different traffic conditions, respectively, for the two
manoeuvres analysed.

Figure 7 highlights how, as traffic increases, the width of
the most accepted gap decreases. Specifically, for LOS A,
there is a fairly uniform distribution of the gaps included in
the interval (4 s–6 s) for the type A manoeuvre and in the
widest interval (8 s–14 s) for the type “2” manoeuvre. For
LOS B and LOS C, on the other hand, the histograms show
peaks shifted to the left, in the interval (4 s–6 s) for the type
“1” manoeuvre and in the interval (6 s–10 s) for the type “2.”

Table 7 summarizes the gap and TTC values (mean and
standard deviation), as well as the results relating to ma-
noeuvres considered at risk, that is, those for which a risk
threshold TTC value has been recorded (set equal to 2 s
following the Highway Safety Manual [52]). 'e results
showed that, as traffic increases, the number of manoeuvres
considered at risk increases. In fact, as the traffic flow in-
creases, there are fewer gaps of such width as to guarantee
the possibility of carrying out the manoeuvre safely, and the
users who have to overtake, after having waited for a certain
time for the gap useful to carry out the manoeuvre, are
willing to accept gaps of a smaller size than is deemed
appropriate. As a result, the TTC values are significantly
reduced and the percentage of manoeuvres considered at
risk increases. Specifically, between the situation of LOS A
and that of LOS B, there was an increase in manoeuvres
considered at risk of around 10% for both types of passing
manoeuvres. While between the situation of LOS B and LOS
C, there was a greater increase for type “1” passing ma-
noeuvre (8%) and a negligible increase in type “2” passing
manoeuvre (2%).

It was also found that, for passingmanoeuvre “1,” greater
manoeuvres at risk were recorded compared to those
recorded for passing manoeuvre “2,” in all traffic-flow
conditions. 'is difference can be attributed to the different
driver behaviour in the two different circumstances. In fact,
in the first condition, the driver is now projected towards the
manoeuvre and, therefore, accepts even smaller gaps. In the
case of the second type of passing manoeuvre, however, the
driver, stopping behind the heavy vehicle, must consider that
the time necessary to carry out the manoeuvre corresponds
to the sum of the latter and that necessary for its restart.
Consequently, he/she is forced to carry out the manoeuvre
only where there are larger gaps. In addition, for the first
type of manoeuvre, it should be considered that being
carried out entirely in the dynamic phase, the driver could
also have greater difficulty in assessing the available gaps.

A two-way ANOVA was conducted to examine the
effects of type of passing manoeuvre and LOS on the gap and
TTC values. For the analysis of both dependent variables,
outliers were assessed by inspection of a boxplot, normality
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Figure 5: Histogram of free-flow speed data.

Table 6: Type of manoeuvres performed according to the different
LOS analysed.

LOS
Type of passing manoeuvre Total passing

manoeuvre1 2
N % N % N %

A 373 74.3 129 25.7 502 100
B 159 46.4 184 53.6 343 100
C 90 33.2 181 66.8 271 100
1� flying pass manoeuvre; 2� overtaking manoeuvre, observed after
waiting behind the stationary vehicle.
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was assessed using Shapiro–Wilk’s normality test for each
cell of the design, and homogeneity of variances was assessed
by Levene’s test. 'ere were no outliers, residuals were
normally distributed (P> 0.05), and there was homogeneity
of variances (P> 0.05). 'e findings of the statistical test
revealed that the interaction effect between the type of
passing manoeuvre and LOS on both the gap and TTC
values was statistically significant, respectively (F (2, 1120)�

6.787, P � 0.001; partial η2 � 0.012) and (F (2, 1110)� 6.787,
P≤ 0.001; partial η2 � 0.014).'erefore, an analysis of simple
main effects for type of passing manoeuvre and LOS was
performed.'ere was a statistical significance in mean “gap”
values for both factors (F (1, 1120)� 529.957, P< 0.0001;

partial η2 � 0.321) and (F (2, 1120)� 53.631, P< 0.0001;
partial η2 � 0.087) and there was a statistical significance in
mean “TTC” values for both factor (F (1, 1110)� 115.495,
P< 0.0001; partial η2 � 0.094) and (F (2, 1110)� 51.616,
P< 0.0001; partial η2 � 0.085). For both dependent variables
(gap and TTC) and factors, all pairwise comparisons were
run, where the reported 95% confidence interval and P value
are Bonferroni-adjusted. 'ese analyses showed that, for the
type of manoeuvre factor, a statistical difference was
recorded for each LOS considered (Table 8).

Regarding the LOS factor, the results showed that there
was a statistical difference within the type “2” manoeuvre
between all LOS groups, while this was not recorded between
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Figure 6: Histograms of TTC for recorded passing manoeuvre of types “1” and “2.”
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Figure 7: Histograms of gap distributions for recorded passing manoeuvre of types “1” and “2.”

Table 7: Mean value and standard deviation of the gap, TTC, and risky manoeuvres.

Type of passing manoeuvre LOS
Gap TTC TTC< 2 s

MV (s) SD (s) MV (s) SD (s) N (%) MV (s) SD (s)

1
A 8.12 2.79 4.08 2.68 95 (25.5) 1.10 0.58
B 7.21 2.84 3.37 2.67 56 (35.2) 1.09 0.59
C 6.47 2.02 2.64 1.92 39 (43.3) 1.07 0.53

2
A 13.63 3.98 6.98 3.47 5 (3.9) 1.56 0.25
B 11.36 3.48 4.90 3.05 25 (13.6) 1.30 0.36
C 10.42 2.65 4.02 2.34 28 (15.5) 1.19 0.50

1� flying pass manoeuvre; 2� overtaking manoeuvre, observed after queuing behind the stationary vehicle.
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LOS B and LOS C as regards the type “1” manoeuvre
(Table 9). 'ese results confirm that, on two-lane two-way
rural roads, the passingmanoeuvre is strongly affected by the
gap between two successive vehicles on the opposing lane.
'erefore, the probability of a safe manoeuvre, especially a
flying pass manoeuvre, strongly depends on the LOS that the
road infrastructure can offer.

5.2.3. Comparative Analysis. Before presenting the results of
the comparative analysis, the main results, obtained using
exclusively all the default values of the Aimsun, are reported
below. 'e data set, from this traffic microsimulations, in-
cluded a total of 831 passing gap observations. In 232 (28%)
of these gaps, the passing manoeuvre type “1” was per-
formed, while in the remaining 599 cases (72%), a type “2”
overtaking manoeuvre was observed. In this case, a different
trend was recorded from that observed in step 2, where some
input values were adjusted with the data recorded during the
experiments in virtual reality: the number of fly manoeuvres
is lower than those carried out following a stop behind the
stationary vehicle.

Table 10 shows summary statistics of passing manoeu-
vres observed on the basis of the three LOS considered.
Overall, also, in this case, the results showed that, as traffic
flow increases, the percentage of type “1” passing ma-
noeuvres decreases. In this situation, however, it is observed
that even in the presence of a free-flow traffic condition (LOS
A), in which users are practically unaffected by the presence
of other vehicles on the road section, the percentage of
vehicles that performed a type “2” passing manoeuvre is
higher than those that performed a type “1” passing
manoeuvre.

'e Chi-squared test results showed that there was a
statistically significant association between traffic conditions
and the type of passing manoeuvre performed (flying pass/
pass after stopping behind the stopped vehicle) (χ2(2)�

94.673 and P< 0.0001), even when using only default
software input data. 'e association was quite strong,
according to Cohen [50] (Cramer’s V� 0.338). 'erefore, it
can be said that the traffic-flow conditions significantly affect
the passing manoeuvre approaching the heavy stopped
vehicle.

Developing the same analysis performed in step 2, the
results (in terms of gap and TTC values, as well as these
relating to manoeuvres considered at risk) summarized in

Table 11 were obtained. In this case, also, it was found that,
as traffic increases, the TTC values are considerably reduced,
and the percentage of manoeuvres considered at risk in-
creases. Moreover, as recorded during step 2 the results
showed that, for passing manoeuvre “1,” greater manoeuvres
at risk were recorded compared to those recorded in passing
manoeuvre “2,” in all traffic-flow conditions.

Unlike what was obtained from the simulations carried
out in step 2, a difference was recorded between the types “1”
and “2” of manoeuvre in terms of manoeuvres considered at
risk; for the first type, there is a greater increase in these
manoeuvres from LOS A to LOS C compared to the second
type of manoeuvre. Specifically, considering the type “1”
manoeuvre, there was an increase of approximately 10%
between the LOS A configuration and that of LOS B and
between the LOS B configuration and LOS C of approxi-
mately 7%. While for the second type of manoeuvre, the
increases recorded between the different LOS conditions
considered are always negligible (about 2% between LOS A
and LOS B and 1% between LOS B and LOS C). However,
the value of the percentage of manoeuvres considered risky
recorded using only the default data of the Aimsun was
lower than that obtained using data adjusted according to
what was recorded in the virtual reality experiments.

All this highlights that the results obtained with the
software default input values differ, in a more precautionary
way, compared to those recorded in which some input pa-
rameters were adjusted according to the driving behaviour
recorded during experiments conducted with a driving
simulator. Specifically, it appears that the use of the Aimsun
software with its default input values produces a more pre-
cautionary situation in terms of safety (in this study quantified
in terms of reducing the number of overtaking manoeuvres
considered at risk), but more critical in terms of functionality,
or the level of service offered (increase in type “2” overtaking
and therefore increase in waiting times, queuing times, etc.).
'is could be a consequence of the fact that these tools are
created primarily to simulate road traffic in detail (both in the
city and on the motorway) to develop more efficient mobility
management strategies, rather than to perform road safety
analyses. 'erefore, although they can potentially be very
powerful tools for also performing road safety analyses, in
these cases, it seems appropriate that since the variability of
driving behaviour plays a determining role, some input pa-
rameters are set after their careful evaluation to provide re-
liable results.

Table 8: Results of the pairwise comparison test (P value) for the type of passing manoeuvre factor.

Dependent variable Gap TTC
LOS Type of passing manoeuvre “1” “2” “1” “2”

LOS A “1” — <0.0001 — <0.0001
“2” <0.0001 — <0.0001 —

LOS B “1” — <0.0001 — <0.0001
“2” <0.0001 — <0.0001 —

LOS C “1” — <0.0001 — <0.0001
“2” <0.0001 — <0.0001 —

Boldface indicates statistically significant values with a 5% level of significance.
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'e two data sets (the one related to all the default values
and the other one obtained with some input values adjusted
by driving simulation experiment) have been statistically
analysed to determine if these differences were statistically
significant. For both dependent variables (gap and TTC) 6
independent-samples t-test were run: one for each LOS and
type of manoeuvre considered (3 LOS x 2 types of ma-
noeuvre). 'ere were no outliers in the data, as assessed by
inspection of a boxplot. 'e gap and TTC values for each
level of LOS and type of manoeuvre were normally dis-
tributed, as assessed by Shapiro–Wilk’s test (P> 0.05), and

variances were homogeneous, as assessed by Levene’s test for
equality of variances (P> 0.05).

'e results of statistical tests revealed that, at each level
considered, the differences recorded in the two data sets
(driving simulator input data and Aimsun default input
data) were statistically significant (Table 12).

6. Conclusions

'is study aimed to examine the influence of different traffic
conditions on passing manoeuvres on rural two-lane two-

Table 9: Results of the pairwise comparison test (P value) for the LOS factor.

Dependent variable Gap TTC
Type of passing manoeuvre LOS LOS A LOS B LOS C LOS A LOS B LOS C

“1”
LOS A — 0.004 <0.0001 — 0.020 <0.0001
LOS B 0.004 — 0.190 0.020 — 0.132
LOS C <0.0001 0.190 — <0.0001 0.132 —

“2”
LOS A — <0.0001 <0.0001 — <0.0001 <0.0001
LOS B <0.0001 — 0.009 <0.0001 — 0.007
LOS C <0.0001 0.009 — <0.0001 0.007 —

Boldface indicates statistically significant values with a 5% level of significance.

Table 10: Type of manoeuvres performed according to the different LOS analysed.

Type of passing manoeuvre
Total passing manoeuvre

LOS
1 2

N % N % N %
A 159 45.3 192 54.7 351 100
B 51 18.5 225 81.5 276 100
C 22 10.8 182 89.2 204 100
1� flying pass manoeuvre; 2� overtaking manoeuvre, observed after waiting behind the stationary vehicle.

Table 12: Result of statistical test for the GAP and TTC values recorded in the two microscopic traffic simulations performed.

GAP
Passing manoeuvre type “1” Passing manoeuvre type “2”

|t| P value Result of test |t| P value Result of test
LOS A 7.975 <0.001 H0 reject 2.272 0.024 H0 reject
LOS B 4.429 <0.001 H0 reject 5.633 <0.001 H0 reject
LOS C 2.445 0.016 H0 reject 7.418 <0.001 H0 reject

TTC Passing manoeuvre type “1” Passing manoeuvre type “2”
|t| P value Result of test |t| P value Result of test

LOS A 7.290 <0.001 H0 reject 5.887 <0.0001 H0 reject
LOS B 4.375 <0.001 H0 reject 10.251 <0.0001 H0 reject
LOS C 2.854 0.005 H0 reject 12.535 <0.001 H0 reject

Table 11: Mean value and standard deviation of the gap, TTC, and risky manoeuvres.

Type of passing manoeuvre LOS
Gap TTC TTC< 2 s

MV (s) SD (s) MV (s) SD (s) N (%) MV (s) SD (s)

1
A 10.16 2.52 5.89 2.50 9 (5.7) 1.44 0.34
B 9.25 2.94 5.29 2.88 8 (15.7) 1.48 0.41
C 7.72 2.65 4.03 2.59 5 (22.73) 1.68 0.24

2
A 14.54 3.15 8.99 2.64 0 (0.0) — —
B 13.30 3.46 7.93 2.90 4 (1.8) 1.50 0.19
C 12.76 3.32 7.42 2.79 5 (2.8) 1.25 0.39

1� flying pass manoeuvre; 2� overtaking manoeuvre, observed after waiting behind the stationary vehicle.
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way rural roads, focusing on the end of the manoeuvre
considered, using a combined simulation approach (driving
simulator and traffic microsimulation).

'e results showed that the passing manoeuvre is sig-
nificantly conditioned on the gap between two successive
vehicles on the opposing lane and, as presumably expected,
the traffic condition significantly affects the type of ma-
noeuvre performed. In fact, as traffic increases, the per-
centage of performed fly manoeuvres decreases (LOS A
74.3%, LOS B 46.4%, and LOS C 33.2%), a trend due to the
occurrence of a smaller number of gaps of considerable
width. 'is highlighted that a medium traffic-flow condition
(LOS B) is sufficient to make a fly manoeuvre a less frequent
event: compared to the condition of LOS A, a decrease of
about 38% was recorded. 'e results obtained from traffic
microsimulation confirm what had already emerged from
the qualitative analysis of the data recorded through the
driving simulator. It was found that over 50% of the par-
ticipants in the experimentation in virtual reality did not
take the risk of overtaking in the condition characterized by
the minimum gap, which was strictly necessary to physically
manoeuvre (corresponding to 8 s).

It was also found that at the end of the passing ma-
noeuvre, the recorded behaviour is very different depending
on the variations in the traffic conditions. Clearly, as ve-
hicular flow increases, there are fewer gaps of sufficient
width to ensure the possibility of performing the manoeuvre
safely; therefore, it was recorded that after having waited for
a certain time for the useful gap to carry out the manoeuvre,
users are willing to accept gaps of a reduced width compared
to that deemed appropriate. Consequently, the TTC values
are significantly reduced and the percentage of manoeuvres
considered at risk (TTC< 2 s) increases. From a traffic
condition of LOS A to one of LOS B, there was an increase of
about 10% for both types of manoeuvre, even if a higher
percentage of risky overtaking was recorded, higher in the
case when fly manoeuvre was carried out (about 25%
compared to the other type): the user, already oriented to
carry out the manoeuvre, tends to accept even smaller gaps.
'e results obtained confirmed the trend already observed in
the data recorded in virtual reality, where even in that case,
as the gap decreases, the overtaking considered at risky
increased.

'ese results highlight that it would be advisable to
reduce the interference caused by traffic to avoid unsafe
behaviour during passing manoeuvres. 'erefore, it might
be appropriate to review some design requirements for the
type of roads examined so that these also consider the
performance of the road infrastructure under prevailing
traffic conditions and these are not limited only to the use of
design standards (such as passing sight distance) which are
not correlated to the traffic condition. In this context, it
could be useful to consider further design measures/solu-
tions that meet the specific traffic demand of that specific
road. For example, it would be appropriate to limit the
longitudinal grade, add additional lanes for slow-moving
vehicles, review the location on the road layout of emergency

lay-bays, especially where the amount of heavy vehicles is
significant, and it might lead to not only a significant re-
duction in the level of service but also the probability that
situations such as the one simulated in this study (stationary
heavy vehicle obstructing the entire traffic lane) may arise.

Furthermore, the comparative analysis highlighted that
there is a statistically significant difference between the
results obtained from the traffic simulations, in which some
input parameters of the microscopic passing manoeuvre
model for two-lane rural roads were adjusted, with the data
recorded in the virtual reality experiment and those that
were instead collected from traffic microsimulations using
all the software’s default input data. Specifically, the results
obtained from microsimulations (without adjustment) that
have been adopted on the input data seem to differ from
those, in which this was carried out more critically, in terms
of the level of service offered by the road infrastructure
(increase in waiting times, queuing times, etc.) and more
precautionary in terms of road safety (in terms of reducing
the number of overtaking manoeuvres considered at risk).
'is could be a consequence of the fact that these types of
software were born and widely used and consequently
validated to perform traffic management assessments, rather
than road safety analyses. 'erefore, since the variability of
driving behaviour plays a decisive role, especially in complex
driving environments such as rural roads, it seems appro-
priate that the input parameters that can be most influenced
by the driver behaviour are set following a careful evaluation
to the reality we want to represent.

Although the results obtained are promising and have
allowed us to reach useful conclusions, this study presents
some limitations that deserve further research in several
directions and that it is worth mentioning.

'e results obtained refer exclusively to the driving
environments and situations considered: a road section in
straight, flat, and excellent weather conditions. 'erefore,
further research efforts are necessary to generalize the results
obtained by considering a wider range of driving environ-
ments and situations, including examining the impact of
some geometric characteristics passing behaviour, such as
vertical alignment, pavement quality, visual distances, and
roadside characteristics.

'e sample was one of convenience and representative
only of the Tuscan driver population; as such, it may not be
representative of the broader population of drivers.
'erefore, further investigations will be performed to
evaluate the impact of different driver groups (such as young
and old drivers, drivers with different personality traits:
anxious, aggressive, etc.) on the influence of traffic condi-
tions on passing behaviour.

Finally, in order to develop predictive models which
include traffic volumes, it may be appropriate to analyse
other situations, such as overtaking of a moving vehicle.

Despite these limitations, the results obtained clearly
show the effect of traffic on passing manoeuvre and promise
to also guide the development of initiatives to improve the
safety on two-lane two-way rural roads.

16 Journal of Advanced Transportation



Data Availability

All data supporting the results are archived and kept by the
Department of Civil and Environmental Engineering, Road
Safety and Accident Reconstruct Laboratory (LaSIS).

Conflicts of Interest

'e authors declare no conflicts of interest.

References

[1] OECD, Road Safety Annual Report 2019, IRTAD, OECD/ITF,
Paris, France, 2019.

[2] National Center for Statistics and Analysis, State Traffic Data:
2017 data, (Traffic Safety Facts. Report No. DOT HS 812 780),
National Highway Traffic Safety Administration,Washington,
DC, USA, 2019.

[3] Bureau of Infrastructure Transport and Regional Economics
(BITRE), Road Trauma Australia 2015 Statistical Summary,
Commonwealth of Australia, Canberra, Australia, 2016.

[4] European Commission, Annual Accident Report 2018, Eu-
ropean Commission, Brussels, Belgium, 2018, https://ec.
europa.eu/transport/road_safety/sites/roadsafety/files/pdf/
statistics/dacota/asr2018.pdf.

[5] ACI-ISTAT, Incidenti Stradali in Italia-Anno 2019, ACI-
ISTAT, Rome, Italy, in Italian Language, 2019.

[6] Highway Capacity Manual (HCM), TRB, National Research
Council, Washington, DC, USA, 2010.

[7] R. Gray and D. M. Regan, “Perceptual processes used by
drivers during overtaking in a driving simulator,” Human
Factors: ?e Journal of the Human Factors and Ergonomics
Society, vol. 47, no. 2, pp. 394–417, 2005.

[8] G. Hegeman, A. Tapani, and S. Hoogendoorn, “Overtaking
assistant assessment using traffic simulation,” Transportation
Research Part C: Emerging Technologies, vol. 17, no. 6,
pp. 617–630, 2009.

[9] S. Jamson, K. Chorlton, and O. Carsten, “Could intelligent
speed adaptation make overtaking unsafe?” Accident Analysis
& Prevention, vol. 48, pp. 29–36, 2012.

[10] T. Richter, S. Ruhl, J. Ortlepp, and E. Bakaba, “Causes,
consequences and countermeasures of overtaking accidents
on two-lane rural roads,” Transportation research Procedia,
vol. 25, pp. 1989–2001, 2017.

[11] H. Bar-Gera and D. Shinar, “'e tendency of drivers to pass
other vehicles,” Transportation Research Part F: Traffic Psy-
chology and Behaviour, vol. 8, no. 6, pp. 429–439, 2005.
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H. Hecht, “'e behavioral validity of dual-task driving per-
formance in fixed and moving base driving simulators,”
Transportation Research Part F: Traffic Psychology and Be-
haviour, vol. 37, pp. 78–96, 2016.

[25] A. Knapper, M. Christoph, M. Hagenzieker, and
K. Brookhuis, “Comparing a driving simulator to the real road
regarding distracted driving speed,” European Journal of
Transport and Infrastructure Research, vol. 15, no. 2,
pp. 205–225, 2015.

[26] G. H. Bham,M. C. Leu, M. Vallati, and D. R.Mathur, “Driving
simulator validation of driver behavior with limited safe
vantage points for data collection in work zones,” Journal of
Safety Research, vol. 49, no. 6, pp. 53–60, 2014.

[27] F. Bella, “Driving simulator for speed research on two-lane
rural roads,” Accident Analysis & Prevention, vol. 40, no. 3,
pp. 1078–1087, 2008.

[28] F. Bella, “How traffic conditions affect driver behavior in
passing maneuver,” Advances in Transportation Studies,
pp. 113–126, 2011.

[29] H. Farah, E. Yechiam, S. Bekhor, T. Toledo, and A. Polus,
“Association of risk proneness in overtaking maneuvers with
impaired decision making,” Transportation Research Part F:
Traffic Psychology and Behaviour, vol. 11, no. 5, pp. 313–323,
2008.

[30] S. El-Bassiouniand and T. Sayed, “Design requirements for
passing sight distance: a risk based approach,” in Proceedings
of the 89th Annual Meeting Transportation Research Record,
Washington, DC, USA, 2010.

Journal of Advanced Transportation 17

https://ec.europa.eu/transport/road_safety/sites/roadsafety/files/pdf/statistics/dacota/asr2018.pdf
https://ec.europa.eu/transport/road_safety/sites/roadsafety/files/pdf/statistics/dacota/asr2018.pdf
https://ec.europa.eu/transport/road_safety/sites/roadsafety/files/pdf/statistics/dacota/asr2018.pdf


[31] H. Farah and T. Toledo, “Passing behavior on two-lane
highways,” Transportation Research Part F: Traffic Psychology
and Behaviour, vol. 13, no. 6, pp. 355–364, 2010.

[32] H. Farah, “Modeling drivers’ passing duration and distance in
a virtual environment,” IATSS Research, vol. 37, no. 1,
pp. 61–67, 2013.

[33] H. Farahand and C. L. Azevedo, “Safety analysis of passing
maneuvers using extreme value theory,” IATSS Research,
vol. 41, no. 1, pp. 12–21, 2016.

[34] S. M. S. Mahmud, L. Ferreira, M. S. Hoque, A. Tavassoli, and
A. Tavassoli, “Micro-simulation modelling for traffic safety: a
review and potential application to heterogeneous traffic
environment,” IATSS Research, vol. 43, no. 1, pp. 27–36, 2019.

[35] J. Archer, Indicators for Traffic Safety Assessment and Pre-
diction and ?eir Application in Micro-simulation Modelling:
A Study of Urban and Suburban Intersections, Royal Institute
of Technology, Stockholm, Sweden, 2005.

[36] FHWA, Surrogate Measures of Safety from Traffic Simulation
Models, Federal Highway Administration, Washington, DC,
USA, 2003.

[37] D. Gettman, L. Pu, T. Sayed, and S. G. Shelby, “Surrogate
safety assessment model and validation: final report,” Turner-
Fairbank Highway Research Center, McLean, VA, USA,
FHWA-HRT-08-051, 2008.

[38] J. J. L. Rilett, “Application of distributed traffic simulation for
passing behavior study,” Transportation Research Record:
Journal of the Transportation Research Board, vol. 1899,
pp. 11–18, 2005.

[39] W. Young, A. Sobhani, M. G. Lenné, and M. Sarvi, “Simu-
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*e purpose of this study is to investigate and compare the significant influencing factors of driver injury severity in single-vehicle
(SV) crashes under foggy and clear weather conditions. Based on data for SV crashes in Shandong Province, China, themixed logit
model (MLM) was employed to interpret driver injury severity for SV crashes in clear and foggy weather. *e results showed that
there are significant differences in the influencing factors of the severity of SV crashes in foggy and clear weather. Specifically, 15
factors are significantly associated with the severity of SV crashes in clear weather, and 18 factors are significantly associated with
the severity of SV crashes in foggy weather. In addition, young drivers (age< 30), non-dry road surfaces, and signal control
significantly influence the severity of foggy weather crashes but not clear weather crashes. Self-employment and weekends have
significant effects on the severity of crashes only in clear weather. Interestingly, drivers whose occupation is farming showed
opposite trends in the effect of crash severity in foggy and clear weather. Based on the findings of this research, some potential
countermeasures can be adopted to reduce crash severity in foggy and clear weather.

1. Introduction

*e investigation of single-vehicle (SV) crash severity is of
great interest to numerous transportation experts due to its
high fatality rate. According to statistics from the National
Highway Traffic Safety Administration (NHTSA) in 2017,
SV crashes and fatal SV crashes accounted for 30% and 54%
of total collisions and fatalities, respectively [1], and the
fatality rate of drivers was higher than for other types of
traffic collisions [2]. In Singapore, for example, the risk of
fatality for drivers in SV crashes is 1.7 times compared to
two-vehicle crashes [3]. Such information shows that ex-
tremely adverse effects are initiated by SV crashes; to better
understand the impact of contributing factors on the severity
of SV crashes, in-depth research is urgently needed.

Some differences in SV crashes between foggy and clear
weather may exist [4, 5]. *e low visibility caused by fog
affects driver behavior and the driving environment, which
can lead to contributing effects on traffic collisions that are
different from those in clear weather. Foggy weather and

clear weather effects in terms of both crash risk and severity
are developed [6]. To clarify the influencing factors of crash
risk, Wu et al. [7] compared the variability of traffic patterns
and crash risk between clear and foggy weather.*e research
showed that traffic volume and vehicle speed on foggy days
tend to decrease compared to sunny days. In addition, the
risk of crashes on foggy days is significantly increased near
ramps or with large traffic flow. However, to date, the dif-
ference in contributing factors influencing the severity of SV
crashes between foggy and clear days has not been studied. Li
et al. [8] discussed the contributing factors of low visibility-
related SV crash severity, but the exploration did not include
the variability of influencing factors in foggy and clear
weather. Considering the different characteristics of traffic
flow in different regions, the research conclusion according
to US collision data cannot be directly transferred to other
countries. For example, Feng et al. [9] uses the crash data of
Shanghai, China, and Florida, USA, to establish safety
performance functions (SPFs), respectively, and investigate
the transferability between the two SPFs. It was found that
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the transferability of SPFs between Florida and the Chinese
cities turned out to be unsatisfactory and this phenomenon
was contributed by the difference in traffic flow.

Based on an in-depth literature review of the potential
correlation between different collision models, the existing
literature on weather-related crashes can provide reference
for modeling clear and fog-related SV crashes. In the existing
literature, foggy and clear weather are usually analyzed and
modeled as categorical variables of weather factors. For
example, Wen and Xue [10] classified weather factors into
four variables-sunny, rainfall, snowfall, and foggy. *e study
found that compared with sunny weather, the probability of
fatal accidents increased by 3.4%, 3.3%, and 15.7%, re-
spectively, for rainfall, snowfall, and fog. Research on the
influence of severe weather on SV crashes mainly focuses on
rainfall or snowfall weather. For example, Li et al. [11]
developed a mixed logit model (MLM) for SV crashes in
rainy weather to identify the influence of different factors on
crash severity. Yu et al. [12] studied SV crashes in snowy
weather and found that male drivers had individual het-
erogeneity on the impact of crash severity. In research on
fog-related collisions, Moore and Cooper [13] conducted a
study of traffic collisions in foggy weather and found that fog
increases the probability of traffic collisions by 16%, noting
that fog is one of themost feared weather hazards for drivers.
Abdel-Aty et al. [14] developed a multilevel ordered logit
model using collision data from Florida to study fog-related
crashes. Early winter mornings and nights without street-
lights were found to be the highest crash periods. It was
considered that fog would dilute color depth and further
aggravate the severity of traffic collisions. Later, based on the
fact that fog can affect a driver’s correct judgment of driving
distance, Tarel et al. [15] proposed an algorithm to improve
the visibility of road images, which was used to improve
existing advanced driver assistance systems (ADAS) and
improve traffic safety in foggy weather.

Modeling approaches are recognized as an important
part of traffic safety research, and many discrete choice
models have been established to analyze SV crashes [16].
Among them, the multinomial logit model (MNL) has been
widely used. However, MNL involves two limitations: (1) it is
based on the assumption of independence of irrelevant al-
ternatives (IIA); this hypothesis is not always accepted as the
model can be influenced by unobserved factors [17]; and, (2)
the parameter is treated as a fixed value, which cannot reflect
the individual heterogeneity across observations; this may
lead to bias in parameter estimation. (a comprehensive
analysis of the heterogeneous effects of independent vari-
ables was conducted by Mannering et al. [18]).

To overcome the limitation of traditional econometric
models, the method of using an MLM to analyze the severity
of SV crashes was proposed. MLM allows parameters to vary
randomly across observations, which obviates the limita-
tions of MNL. *e diversity of random distribution forms
makes MLM highly flexible and adaptable. Ideally, MLM can
fit all data samples with random effects. Currently, most
studies have concluded that the fit performance of MLM for
crash data is significantly better than that of traditional
discrete choice models. For instance, Ye and Lord [19]

verified that the fit performance of MLM outperforms
conventional models that do not account for heterogeneity
by allowing the model parameters to vary across the ob-
servations according to a predefined distribution. *erefore,
the MLM was established to identify the influence of con-
tributing factors on SV crash severity in foggy and clear
weather. *e marginal effects of significant independent
variables in MLM were calculated to further quantify the
effect of each contributing factor on crash severity.

In addition, considering that traffic crashes may lead to
multiple casualties, three methods are generally used to
classify the severity of crashes: (1) based on the severity of the
driver’s injury; (2) based on the most seriously injured
passengers; and, (3) based on the most serious injury in the
crash [20–22]. It has been widely recognized that there are
differences existing in safety precautions among passengers
as well as between drivers and passengers. *e probability of
injury is often different. To reduce the influence of potential
factors on crash severity, driver injury severity is used as the
index to measure crash severity.

*e main objective of this research was to investigate the
contributing factors of SV crash severity in foggy and clear
weather. More specifically, this study focused on answering
the following two questions: (1) is the prediction effect of
MLM on the severity of SV crashes in foggy weather and
clear weather satisfactory? (2) What are the different effects
of different factors on the severity of SV crashes in foggy and
clear weather?

2. Data Collection

With support of the Shandong Department of Trans-
portation (SDOT), data on SV crashes over the five-year
period of 2015–2019 that occurred on the national highway
in winter were collected as the sample database. Considering
that weather and visibility information were by observation,
data were estimated by traffic police at the scenes of accident,
and some errors may exist. According to the time of crashes,
these data were obtained from the Shandong Climatic Data
Center (SCDC).

National highways in China are indispensable and carry
most intercity traffic volumes. *e grade of the national
highway is very high, and the average speed is fast. As a
result, vehicles operating on national highways are more
prone to serious crashes. Furthermore, in Shandong, the
alternate occurrence of foggy and clear days often occurs in
winter; thus, it is more suitable to use winter for studying the
difference of crashes between foggy and clear weather.

In this study, visibility below 200m was treated as foggy
weather. *erefore, fog-related SV crashes were extracted
when the visibility was less than 200m. Visibility above
200m was considered as clear weather. It is noted that
rainfall and snowfall may also lead to low visibility; there-
fore, this part of the data was eliminated.

Based on the above selection rules, raw data for 11,126
SV crashes were obtained by data extraction. Of these, out-
of-control crashes and rollover crashes were excluded due to
the them accounting for less than 1%. An additional 407
(3.9%) crash records were excluded due to missing vital
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information. Ultimately, a total of 10,137 crashes were
employed for subsequent analysis, including 5,138 SV
crashes in foggy weather (SVCF) and 4,999 SV crashes in
clear weather (SVCC). Crash severity was based on the
severity of driver injuries and was classified as no injury,
slight injury, and serious or fatality injury (a driver passing
away within seven days was regarded as a fatal event). In the
dataset, there were 6,854 (67.6%) no-injury crashes, 2,051
(20.2%) slight-injury crashes, and 1,232 (12.2%) serious or
fatality injury (SFI) crashes. Annual distribution statistics of
crashes with different severities are shown in Figure 1. As
shown, the number of crashes decreased with the increase of
injury severity, which is in line with reality.

Fifteen factors were chosen as independent variables from
driver characteristics, vehicle type, road characteristics, and
other characteristics. All independent variables have been
discredited for modeling. More specifically, snowy pavement
and wet pavement were combined as the non-dry road surface;
therefore, dry and non-dry road surfaces were contained in
road condition. In addition, more than 20 crash types were
contained in the original records, which were combined into
four categories: collision with non-fixed object, collision with
fixed object, collision with pedestrian, and other crashes. *ere
were nearly 80 types of motor vehicles. In the preprocessing
process, less than 1% of vehicle types (e.g., farmmachinery and
large buses) were classified into other vehicle types. Ultimately,
vehicle types were categorized into five types: passenger car,
motorcycle, pickup, truck, and other vehicle types. *e specific
variable classification and description are shown in Table 1.
Considering that the actual distribution of factors in the sample
was masked by the discrete variables, the number changes of
the two archetypal continuously distributed variables, driver
age, and time of crashes are shown in Figures 2 and 3.

From Table 1, we can see that the percentage of SVCF
resulting in slight injuries and SFI are 22.0% and 14.7%, re-
spectively, which are higher than the percentage of SVCC (18.3%
and 9.7%). *is indicates a significant difference in the driver
injury severity between fog-related SV crashes and clear-related
SV crashes. For different age groups, the number of crashes is
roughly the same in both foggy weather and clear weather.
Figure 2 shows the trend more clearly; the highest percentage is
between ages 38 and 47 in both weather conditions. In addition,
it can be seen fromFigure 3 that a significant differences’ trend is
shown about time characteristics during clear and foggy
weather. *e number of crashes in clear weather shows a slow
upward trend from 06 : 00 am–18 : 00 pm, and the peak value is
at 1500 pm–1800 pm. *e number of crashes in foggy weather
shows an upward trend from 15 : 00 pm–21 : 00 pm, and the
peak value is at 18 : 00 pm–21 : 00 pm.*e peak value of crashes
in foggyweather is significantly higher than that in clearweather.
*ese data further exemplify the differences in traffic operating
characteristics between foggy and clear conditions. It is necessary
to study the differences between SVCC and SVCF.

3. Methodology

3.1. Mixed Logit Model. *e mixed logit probability can be
derived from utility-maximizing behavior. Assume that
driver injury severities are divided into J categories (in this

research, J� 3). *e utility function of the ith crash with the
injury severity j can be specified as the following equation:

Uij � xij
′ βj + εij, (i � 1, . . . , n; j � 1, . . . , J), (1)

where Uij is the utility when the severity of the ith crash is j,
xij
′ represents the independent variables, εij is the observed

disturbance term, βj is the coefficient of the independent
variable, and n indicates sample size.

When the injury severity of the ith crash is j, the utility is
higher than that of other severe categories. Assuming that εij
obeys the generalized extreme value distribution, the
probability of injury severity j for the ith crash can be
expressed as equation (2), and it is also known as the MNL
model:

P yi � j | xij􏼐 􏼑 � P Uij ≥Uik,∀k≠ j􏼐 􏼑 �
exp xi
′βj􏼐 􏼑

􏽐
J
j�1 exp xi

′βj􏼐 􏼑
.

(2)

Considering the random distribution of parameter
across observations, the MLM can be expressed as the fol-
lowing equation:

P yi � j |φ( 􏼁 � 􏽚
exp xi
′βj􏼐 􏼑

􏽐
J
j�1 exp xi

′βj􏼐 􏼑
f βj |φ􏼐 􏼑dβj, (3)

where f(βj |φ) represents the probability density function
of parameter βj, φ represents an unknown characteristic
parameter of the probability density function, such as the
mean value μ and the variance σ of normal distribution,
which can be expressed as φ � μ, σ􏼈 􏼉, and parameter βj varies
across observations which may be random or fixed. MLM
will degrade to MNL when all parameters in the model are
fixed.

3.2. Marginal Effects. Given that the coefficient in MLM
cannot measure the quantitative relationship between the
independent variable and the dependent variable, the
marginal effects of significant independent variables in the
model were calculated. *e mathematical meaning of the
marginal effect refers to the probability change of a certain
crash severity when a variable changes by one unit, while the
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Table 1: Classification statistics of variables.

Variables
SVCF SVCC Total

Number Rate (%) Number Rate (%) Number Rate (%)
Number of crashes 5138 50.7 4999 49.3 10137 100
Severity
No injury∗ 3253 63.3 3601 72.0 6854 67.6
Slight injury 1135 22.0 916 18.3 2051 20.2
SFI 750 14.7 482 9.7 1232 12.2

Driver characteristics
Driver gender
Male 4860 94.5 4622 92.4 9482 93.5
Female∗ 278 5.5 377 7.6 655 6.5

Driver age
<30 1195 23.3 1095 21.9 2290 22.6
30–60∗ 3658 71.2 3588 71.8 7246 71.5
>60 285 5.5 316 6.3 601 5.9

Seat belt used
Not used 1211 23.6 875 17.6 2086 20.6
Used∗ 3927 76.4 4124 82.4 8051 79.4

Alcohol-impaired
No∗ 4552 82.6 4264 85.3 8816 83.9
Yes 586 11.4 735 14.7 1321 13.1

Career
Staff∗ 594 11.5 809 16.1 1403 13.8
Self-employed 768 14.9 1042 20.8 1810 17.8
Farmer 3296 64.1 2622 52.4 5918 58.3
Others 480 9.3 526 10.5 1006 9.9

Driving experience
<4 years 983 19.1% 1031 20.6% 2048 20.2%
4–10 years∗ 2026 39.4% 1871 37.4% 3943 38.9%
>10 years 2125 41.4% 1977 39.5% 4146 40.9%

Driving license
With license 4530 88.1% 4484 89.6% 9014 89.0%
Without license∗ 608 11.9% 515 10.3% 1123 11.0%

Vehicle characteristics
Vehicle type
Passenger car∗ 1859 36.1% 2019 40.3% 3878 38.2%
Motorcycle 1642 31.9% 1101 22.0% 2743 27.0%
Pickup 351 6.8% 439 8.7% 790 7.7%
Truck 1114 21.6% 1194 23.8% 2308 22.7%
Other 172 3.3% 246 4.9% 418 4.1%

Road characteristics
Road surface
Non-dry 526 10.2% 263 5.3% 789 7.8%
Dry∗ 4612 89.7% 4736 94.7% 9348 92.2%

Other characteristics
Traffic controls
No control∗ 1684 32.7% 1516 30.3% 3200 31.5%
Signal control 205 3.9% 292 5.8% 497 4.9%
Stop-yield sign 2899 56.4% 2964 59.2% 5863 57.8%
Other control methods 350 6.8% 227 4.5% 577 5.8%

Week
Monday or Friday 2216 43.1% 1394 27.8% 2867 28.2%
Tuesday–*ursday∗ 1473 28.6% 2213 44.2% 4429 43.6%
Weekend 1449 28.2% 1392 27.8% 2841 28.0%

Intersection
No∗ 3981 77.4% 3563 71.2% 7544 74.4%
Yes 1157 22.6% 1436 28.7% 2593 25.5

Time of accident
00 : 00–07 : 00 1068 20.7% 442 8.8% 1510 14.8%
07 : 00–09 : 00 299 5.8% 1056 21.1% 1355 13.3%
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value of other variables remains unchanged. Since the
variables in the model have been transformed into discrete
variables (the variables’ value is 0 or 1), the marginal effects
of the variables are shown in the following equation:

E
P yi�j( )
xijk

� P yi � j | xijk � 1􏼐 􏼑 − P yi � j | xijk � 0􏼐 􏼑, (4)

where E
P(yi�j)
xijk

denotes the marginal effect of the kth sig-
nificant independent variable when the injury severity of the
ith crash is j, it can measure the probability of the injury level
j when the value of the binary variable xk changes (from 0 to
1 or from 1 to 0), xijk represents the kth significant

independent variable, and P(yi � j | xijk � 1) denotes the
probability when the severity of the ith crash is j given the
value of independent variable xijk. For variables with random
effects in the sample, the mean of the model coefficient is
used to calculate the marginal effect of the variable.

3.3. Model Diagnostics. Model diagnostics mainly include
tests for validity and goodness-of-fit. *e validity test is
achieved by checking the likelihood ratio (also known as the
chi-square test). *e likelihood ratio test is calculated, as
shown in the following equation:

χ2 � −2 LL(0) − LL βj􏼐 􏼑􏼐 􏼑 ∼ χ2(k), (5)

where the likelihood ratio test for the model is denoted by χ2,
LL(0) denotes log-likelihood at constants (the intercept
model includes only the constant term), the log-likelihood at
convergence is denoted by LL(βj), and k represents the
number of model parameters (the full model with the
constant term and all predicting variables). When the value
of χ2 is greater than the value of χ2(k) on the given sig-
nificance level α, the test is satisfied.

In terms of goodness-of-fit evaluation, the Akaike In-
formation Criterion (AIC) avoids overfitting by introducing
a penalty term for complexity. *us, a criterion for weighing
complexity and fit satisfaction was provided. However, the
penalty factor for the parameters’ number in AIC is not
affected by the observation size (the penalty factor is always
2). *e weakness of AIC will cause the estimated value to
deviate from the real value, when the sample size is large
enough. On the contrary, the Bayesian Information Crite-
rion (BIC) compensates for the deficiency of AIC by in-
troducing sample parameters, which makes the penalty term
higher than AIC. Hence, the BIC can provide more reliable
estimation.

Another evaluation index of model fitting is the
McFadden pseudo R-squared.*e ratio of the log-likelihood
at convergence and the log-likelihood at constants measures
the level of improvements over the constant term model
offered by the full model. Satisfactory fit will be reflected by
the larger McFadden pseudo R-squared value. *erefore, the
MLM was diagnosed by AIC, BIC, as well as McFadden

Table 1: Continued.

Variables
SVCF SVCC Total

Number Rate (%) Number Rate (%) Number Rate (%)
09 : 00–17 : 00∗ 802 15.6% 2613 52.2% 3415 33.6%
17 : 00–20 : 00 1587 30.8% 664 13.2% 2251 22.2%
20 : 00–24 : 00 1382 26.8% 224 4.4% 1606 15.8%

Area
Urban∗ 3011 58.6% 3494 69.8% 6505 64.2%
Rural 2127 41.3% 1505 30.2% 3632 35.8%

Crash type
Non-fixed object∗ 3670 71.4% 4234 84.6% 7904 77.9%
Fixed object 334 6.5% 195 3.9% 529 5.2%
Collision with pedestrian 1079 21.0% 500 10.0% 1579 15.5%
Other object 55 1.1% 70 1.4% 125 1.2%

Note: ∗indicates that that variable was a reference variable in the model.
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pseudo R-squared. *e formulas for AIC, BIC, and
McFadden pseudo R-squared are shown in the following
equations:

AIC � 2k − 2LL βj􏼐 􏼑, (6)

BIC � k ln(n) − 2LL βj􏼐 􏼑, (7)

McFadden PseudoR
2

� 1 −
LL βj􏼐 􏼑

LL(0)
, (8)

where k is the number of parameters and n is the number of
samples in the dataset. In general, the smaller the value of
AIC and BIC, the better the fitting of the model to the
dataset.

3.4. Model Transferability. *e crash severity models may
be different between clear weather and foggy weather
conditions. It is necessary to investigate the transfer-
ability of the crash model under different scenarios. *e
transferability assessment of the crash model can be
achieved by calculating the transfer index (TI), which is
calculated as follows:

TIb βa( 􏼁 �
LLb βa( 􏼁 − LLb βreference,b􏼐 􏼑

LLb βb( 􏼁 − LLb βreference,b􏼐 􏼑
, (9)

where TIb(βa) means the TI value, when the weather
condition is a, the accident model with parameter of βa is
applied to the case of weather condition b and the corre-
sponding TI value, LLb(βa) denotes the log-likelihood of the
model, established by the crash data of weather condition a
and being applied to crash data of weather condition b,
LLb(βreference,b) is the log-likelihood of the intercept-only
model for weather condition b, and LLb(βb) is the full model
built from the crash data of weather condition b.

TI criteria have an upper limit of 1, and no lower limit.
*e larger the TI value is, the better the transferability of the
model. A negative TI value suggests that the transferability of
the model is not satisfactory. *e intercept-only model
which is established under the weather condition b out-
performs the full model which is established under the
weather condition a in fitting the crash data of weather
condition b.

4. Discussion

Since the probability function in MLM is nonclosed, the
analytical solution cannot be achieved by calculating the
integral. *erefore, the simulation-based maximum likeli-
hood method was adopted for model estimation. By
weighing computational efficiency against the goodness-of-
fit, 1,000 iterations and Halton sequences in simulations
were used to ensure effective estimation of parameters [12].
To select the most appropriate form of parameter distri-
bution, it was necessary to test the four commonly-used
distributions of the density function (log-normal, uniform,
normal, and triangular).

Log-normal distribution requires all parameters to keep
the same sign (all positive or all negative). However, the
influence of different factors on driver injury severity may be
either positively or negatively correlated. *us, a log-normal
distribution was not suitable for this research. Subsequently,
the MLM with random coefficients following a log-normal
distribution was ignored. When the SVCF model and the
SVCC model obey normal distribution, triangular distri-
bution, and uniform distribution, respectively, the fitting
results of the models are shown in Table 2. It can be seen
from Table 2 that the AIC and BIC of the SVCF model and
the SVCC model with normal distribution are slightly better
than those of triangular distribution and uniform distri-
bution. *e normal distribution provides a more straight-
forward description about the effect of random variables on
injury severity than the triangular and uniform distribution.
In this study, all random parameters in MLM were assumed
to obey normal distribution to identify the variables that had
random influence on injury severity. Normal distribution is
also widely used in the existing research.

*e MLM was employed to analyze the SVCF and the
SVCC. *e dependent variables include no injury, slight
injury, and SFI. No injury was used as a reference var-
iable during the modeling process. *e parameter esti-
mates are shown in Tables 3 and 4, and all parameters
given in the model were significant at 90% confidence
level. Average marginal effects are shown in Table 5. In
evaluating the fit performance of the crash model,
Mujalli and de Oña [23] concluded that a McFadden
pseudo R-squared value of 0.2 to 0.4 would be sufficient.
As can be seen from Tables 3 and 4, the McFadden pseudo
R2 values for the SVCC and SVCF models were 0.434 and
0.348, respectively, and the p value for the likelihood
ratio test was less than 0.001. *is indicates that the MLM
fits the SVCF and SVCC data satisfactorily. Meanwhile,
both models contain fixed parameters and random pa-
rameters, and the distribution of parameters in different
injury severities is different. *e results show that the
MLM can effectively capture the unobserved heteroge-
neous across observations. *e contributing factors that
had a significant impact on injury severity of SVCC and
SVCF (especially SFI) are discussed in detail. It should be
pointed out that, in the follow-up discussion, the mar-
ginal effects were mainly used to quantify the influence of
risk factors on the severity of crashes.

4.1. Driver Characteristics. Gender has a significant influ-
ence on driver injury severity of both SVCF and SVCC
crashes. *e marginal effect shows that compared with fe-
male drivers, the probability of SFI injury of male drivers in
SVCF and SVCC accidents decreased by 4.5% and 0.3%,
respectively [24, 25]. Moreover, the influence of male drivers
on the occurrence of SFI crashes in both weather conditions
shows a random effect. It can be seen that although the effect
of gender on SVCF and SVCC injury severity levels is in the
same direction, the proportion of SFI crashes in foggy
weather is significantly lower than in clear weather. *is
finding is very meaningful, which not only can further
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validate and enrich existing findings but also clarify the
impact of driver gender difference on SV crash severity
under foggy and clear weather.

In terms of age, the marginal effect indicated that
compared with middle-age drivers, the probability of SFI
injury of young drivers (age< 30) in SVCF is reduced by
3.2%. *e parameter corresponding to the SFI obeys a
normal distribution with a mean of −0.476 (0.158) and a
standard deviation of 1.10 (0.106). However, the effect of
young drivers on SVCC injury severity is not significant.
*is discrepancy finding is of great interest and can be used
to develop management measures such as increased su-
pervision of middle-age drivers in foggy weather.

In SVCF and SVCC, older drivers (age> 60) lead to a
significant increase in the probability of both slight and SFI
injuries. *e marginal effect indicated that the probability of
SFI injury increased by 11.9% and 8.7%, respectively. Abdel-
Aty [26] reached the same conclusion that older drivers are
most vulnerable to serious injuries among different age

groups, as they need more reaction time in case of emer-
gency and are more likely to sustain serious injury in case of
a crash.

As can be seen from the model, no seatbelt use has a
significant impact on the severity of both SVCF and SVCC
crashes. Drivers not using a seat belt are 7.1% and 7.6%more
likely to suffer SFI injuries in SVCF and SVCC, respectively,
which is consistent with the findings of previous studies
[11, 27]. Seatbelts, as an important part of passive safety
defense measures, can restrain occupant displacement and
absorb impact energy in a vehicle collision or emergency
braking effectively. Especially when driving in foggy
weather, it is difficult for drivers to maintain a satisfactory
driving condition because they cannot distinguish obstacles
ahead. Seatbelt use becomes even more important to protect
drivers from fatal crashes. However, 20.6% of drivers still did
not use seat belts in the total sample. It is necessary for traffic
managers to take measure for this phenomenon, such as
more publicity and education.

Table 2: Fitting index statistics of MLMs under different distributions.

Fitting test
SVCC model SVCF model

Normal Triangular Uniform Normal Triangular Uniform
LL(βj) −2187.58 −2188.19 −2187.90 −3029.94 −3030.51 −3030.42
AIC 4491.17 4492.39 4491.79 6159.88 6162.15 6161.54
BIC 4869.15 4870.34 4869.78 6487.10 6488.41 6487.82

Table 3: Model estimation results of SVCC.

Variable Description
Slight injury SFI

Mean S.E. z-value Mean S.E. z-value
Driver characteristics

Gender Male −0.702∗∗ 0.162 −4.33 −0.491∗ 0.267 −1.84
Std. dev. – – – 1.241 0.108 –

Age >60 1.192∗∗ 0.194 6.14 2.151∗∗ 0.244 36.13
Seat belt used Not used 0.370∗∗ 0.132 2.80 2.004∗∗ 0.170 11.79
Alcohol-impaired Yes 0.950∗∗ 0.183 5.19 3.580∗∗ 0.194 18.45

Career Self-employed – – – −0.624∗ 0.265 −2.35
Farmer – – – −0.450∗ 0.207 −2.17

Driving license With license −0.681∗∗ 0.161 −4.23 −0.826∗∗ 0.227 −3.64
Vehicle characteristics

Vehicle type
Motorcycle 2.594∗∗ 0.143 18.14 2.442∗∗ 0.226 10.81
Pickup −0.638∗∗ 0.167 −3.82 −0.692∗ 0.318 −2.18
Truck – – – −0.776∗∗ 0.253 −3.07

Other characteristics

Area Rural 0.278∗ 0.109 2.55 0.403∗ 0.166 2.43
Std. dev. 1.015 0.074 – – – –

Week Weekend – – – 0.540∗∗ 0.176 3.07

Time of accident
07 : 00–09 : 00 −0.268∗ 0.127 −2.111 – – –
20 : 00–24 : 00 1.056∗∗ 0.209 5.05 1.412∗∗ 0.299 4.72
00 : 00–07 : 00 – – – 0.981∗∗ 0.254 3.86

Crash type Fixed object 1.791∗∗ 0.253 7.08 3.440∗∗ 0.285 12.07
Pedestrian −1.997∗∗ 0.216 −9.25 −2.800∗∗ 0.454 −6.17

Intercept −1.994∗∗ 0.228 −8.75 −4.917∗∗ 0.401 −12.26
Likelihood ratio χ2(56)� 3350.98; p< 0.001
McFadden pseudo R2 0.434
Sample size 4999

Note: ∗∗ and ∗ indicate that variables are significant at 1% and 5% significance levels, respectively; S.E. means the standard error; – means this variable is not
significant in the model.
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Driver alcohol-impaired has a significant effect on the
severity of SVCF and SVCC, and the probability of SFI
increases by 15.5% and 12.9%, respectively. *is finding can
be confirmed in the existing literature. For example, it was
found that the probability of fatal crashes caused by drunk
driving increased by 150% [28]. *is finding makes sense
because alcohol can affect a driver’s psychological and
physiological functions (such as reaction time, vision, and
agility). Also, it is difficult to maintain a normal driving state
in case of emergency, which leads to an increased probability
of serious crashes. Increasing driver education and en-
forcement intensity are effective measures to reduce driving
under the influence (DUI). In addition, advanced vehicle
identification systems can be developed to automatically
monitor a driver’s driving status and alcohol concentration
in real time. If national standards are not met, mandatory
measures could be implemented.

Significant differences are shown in the effect of occu-
pation factors on the severity of SVCF and SVCC. Compared
with company employment, the probability of SFI caused by
self-employment decreases by 2.1% in SVCC, but this var-
iable has no significant impact on injury severity of SVCF.
On the contrary, the coefficient of farmers corresponding to
SFI injury is the opposite in the SVCC and SVCF models

(the marginal effects of SVCC and SVCF are −0.015 and
0.036, respectively). All valuable findings suggest that there
are significant differences in the influencing factors and
effects of the severity of SVCC and SVCF. *e influence of
driver occupation on the severity of SV crashes in foggy
weather is well revealed.

Model results indicate that with/without driver license is
significant at a 90% confidence level (p< 0.01). *e prob-
ability of SFI in SVCF and SVCC with driving license is 3%
and 4.9% lower than that without driving license, respec-
tively [29].*is finding suggests that traffic managers should
strengthen management of driver licensing.

4.2. Vehicle Characteristics. Compared with passenger cars,
the probability of SFI of motorcycles in SVCF and SVCC
accidents increased by 14.4% and 4.7%, respectively, which is
consistent with the existing literature [22]. Motorcycles are
limited by their own characteristics and cannot provide
adequate protection for a driver in a crash, which makes the
driver exposed and easy to cause SFI. *e rollover phe-
nomenon tends to occur in motorcycle SV crashes, which
increases the probability of SFI. In detail, it can be seen from
the marginal effect that the probability of motorcycle drivers

Table 4: Model estimation results of SVCF.

Variable Description
Slight injury SFI

Mean S.E. z-value Mean S.E. z-value
Driver characteristics

Gender Male −0.948∗∗ 0.176 −5.39 −1.132∗∗ 0.255 −4.44
Std. dev. – – – 0.881 0.120 –

Age
<30 – – – −0.476∗∗ 0.158 −3.01

Std. dev. – – – 1.10 0.106 –
>60 1.100∗∗ 0.195 5.64 1.834∗∗ 0.225 8.15

Seat belt used Not used 0.262∗ 0.109 2.40 1.017∗∗ 0.134 7.59
Alcohol-impaired Yes 0.619∗∗ 0.129 4.80 2.407∗∗ 0.140 17.19
Career Farmer – – – 0.487∗ 0.230 2.12
Driving license With license – – – −0.538∗∗ 0.183 −2.94
Vehicle characteristics

Vehicle type

Motorcycle 2.884∗∗ 0.115 25.08 3.289∗∗ 0.179 18.37
Pickup −0.721∗∗ 0.167 −4.32 −0.983∗∗ 0.277 −3.55
Truck – – – −0.619∗∗ 0.194 −3.19

Std. dev. – – – 0.650 0.116 –
Road characteristics
Road surface Non-dry – – – −0.593∗∗ 0.187 −3.17
Traffic controls Signal control 0.543∗∗ 0.206 2.64 0.603∗ 0.289 2.09
Other characteristics
Area Rural – – – 0.234∗ 0.108 2.17

Time of accident
07 : 00–09 : 00 −0.593∗∗ 0.210 −2.82 – – –
20 : 00–24 : 00 0.388∗∗ 0.137 2.83 0.581∗∗ 0.186 3.12
00 : 00–07 : 00 0.292∗ 0.145 2.01 1.075∗∗ 0.187 5.75

Crash type Fixed object 1.609∗∗ 0.197 8.17 3.053∗∗ 0.206 14.82
Pedestrian −1.718∗∗ 0.129 13.32 −2.358∗∗ 0.218 −10.82

Intercept −1.831∗∗ 0.266 −6.89 −3.480∗∗ 0.346 −10.06
Likelihood ratio χ2(48)� 3228.21; p< 0.001
McFadden pseudo R2 0.348
Sample size 5138
Note: ∗∗ and ∗ indicate that variables are significant at 1% and 5% significance levels, respectively; S.E. means the standard error; – means this variable is not
significant in the model.
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suffering from SFI in SVCF is significantly higher than that
in SVCC (in the SVCF and SVCC models, the marginal
effects of motorcycle drivers corresponding to SFI were 0.144
and 0.047, respectively). *is may be due to low visibility in
foggy weather, which affects a driver’s correct judgment of
headway distance.

In the SVCF and SVCC models, pickup and a driver’s
probability of slight injury and SFI injury are significantly
negatively correlated (using passenger car as the reference).
*e reason is that the driving vision of a pickup is better than
that of a passenger car and it can absorb more energy in
crashes so as to reduce the risk of SFI. Furthermore,
Desapriya et al. [30] found that when a passenger car col-
lided with a pickup, the injury to the pickup driver was
significantly lower than that of the passenger car driver. *is
finding confirms the validity of the conclusions drawn in this
study.

Compared to passenger cars, the probability of SFI in
truck-related SVCF and SVCC crashes are reduced by
3.7% and 2.9%, respectively. A similar conclusion was
reached by Bédard et al. [31]. More specifically, the pa-
rameters of a truck corresponding to SFI in the SVCF
model obey the normal distribution, with mean value of
−0.619 and standard deviation of 0.650. However, there is
no heterogeneity for this variable in the SVCC model. By
constructing the MLMs under the conditions of SVCF
and SVCC, respectively, the heterogeneity of influencing
factors in the subset can be effectively identified. It is
valuable for understanding the source of heterogeneity in
the whole dataset.

4.3. Road Characteristics. In the SVCF model, road surface
condition has a significant impact on SFI. *e average
marginal effect indicates that the probability of SFI caused by
non-dry pavement decreases by 3.2% with a dry road surface
as the reference. In foggy weather, drivers are more cautious
when driving on non-dry road surface and usually keep a
low speed. *us, the probability of SFI will be reduced when
an SV crash occur, but road surface condition has no sig-
nificant effect on the severity of SVCC.*is finding is equally
contributory and can further improve the conclusions of Li
et al. [8], who found a significant effect of the non-dry road
surface on the severity of low visibility-related SV crashes
and did not investigate clear weather scenarios.

*e influence of signal control on the severity of SV
crashes is significant on foggy days but not on sunny days.
Specifically, the probability of slight injury and SFI injury
caused by signal control increases by 4.8% and 2.6%, re-
spectively, compared with uncontrolled roads in the SVCF
model. *is may be due to low visibility in foggy weather,
and fog will dilute the color depth of the signal light [15].
Drivers cannot judge the color of the signal lamp in time.
*us, it is easier to hit roadside fixed facilities such as curb
and guardrail.

4.4. Other Characteristics. Compared with the urban area,
the probability of SFI injury increased by 1.1% and 1.4%,
respectively, when SVCC and SVCF occurred in rural areas
[32]. *is is justified because traffic management in rural
areas is unsatisfactory and speed on national highways is

Table 5: Average marginal effects of significant variables.

Variable Description
SVCC SVCF

Slight injury SFI Slight injury SFI
Driver characteristics
Gender Male −0.061 −0.003 −0.081 −0.045

Age <30 – – – −0.032
>60 0.083 0.087 0.067 0.119

Seat belt used Not used −0.012 0.076 −0.010 0.071
Alcohol-impaired Yes 0.008 0.129 −0.016 0.155

Career Self-employed – −0.021 – –
Farmer – −0.015 – 0.036

Driving license With license −0.049 −0.018 – −0.030
Vehicle characteristics

Vehicle type
Motorcycle 0.341 0.047 0.356 0.144
Pickup −0.054 −0.015 −0.067 −0.043
Truck – −0.029 – −0.037

Road characteristics
Road surface Non-dry – – – −0.032
Traffic controls Signal control – – 0.048 0.026
Other characteristics
Area Rural 0.023 0.011 – 0.014
Week Weekend – 0.023 – –

Time of accident
07 : 00–09 : 00 −0.031 – −0.054 –
20 : 00–24 : 00 0.091 0.036 0.031 0.024
00 : 00–07 : 00 – 0.041 −0.008 0.074

Crash type Fixed object 0.107 0.201 0.061 0.266
Pedestrian −0.114 −0.052 −0.133 −0.085

Note: – means this variable is not significant in the model.
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high. *us, the probability of serious crashes in rural areas is
higher than that in urban areas.

In addition, the probability of SFI injury caused by a
weekend day is significantly higher than that of a working
day (marginal effect is 0.023) in the SVCC model. *is is in
agreement with the findings of previous studies. For ex-
ample, Abrari Vajari et al. [33] conducted modeling and
analysis on motorcycle crashes and found that the proba-
bility of fatal crashes on weekend days was 1.14 times that of
working days. Salum et al. [34] noted that drivers with less
driving experience are more likely to drive on weekends,
which further supports our findings. However, there is not
statistically significant relationship between weekend and
SFI crashes in the SVCF model. *is discovery is interesting
and meaningful. It can verify the necessity of modeling clear
and foggy days separately. More importantly, the traffic
management department can formulate scientific manage-
ment measures based on this discovery. For example, the
management of weekend under clear weather should be
strengthened.

For different time periods, 7 : 00–9 : 00 (morning peak),
20 : 00–24 : 00, and 00 : 00–7 : 00 have a significant effect on
the severity of SVCF and SVCC, but the effect varies with
time. *e average marginal effects indicate that compared
with 9 : 00–17 : 00 in SVCF and SVCC accidents, the
probability of slight injury in the morning peak is reduced by
5.4% and 3.1%, respectively. *is is because traffic is con-
gested in the morning peak hours and driving speed is low.
*us, a driver is less likely to be injured in a collision. In
addition, the probability of causing SFI injuries increased by
2.4% and 3.6% in SVCF and SVCC crashes from 20 : 00–24 :
00, respectively. *ere is also a significant positive corre-
lation between 0 : 00–7 : 00 and injury severity (marginal
effects of SVCF and SVCC are 0.074 and 0.041, respectively),
which is consistent with the findings of previous studies [33].
*e reason for this phenomenon may be that traffic control
during the evening hours is weak, and drivers are more likely
to drive fatigued or under the influence of alcohol. In-
creasing the monitoring of driving behavior during evening
hours is considered a necessary measure to reduce the
probability of severe crashes.

In the SVCF and SVCC models, the probability of SFI
injury caused by collision with a fixed object increased by
26.6% and 20.1%, respectively. Other literature on this factor
has reached consistent conclusions [35]. *is may be due to
the fact that when motor vehicles collide with roadside
concrete facilities or other fixed obstacles, the collision
energy cannot be absorbed by the fixed objects. *erefore,
energy-absorbing devices should be installed on the surface
of fixed obstacles (such as concrete facilities) to reduce the
injury severity of SV crashes.

SV crashes with pedestrians are significantly and neg-
atively correlated with driver injury severity. *e marginal
effects of the SVCF and SVCC models showed that drivers
are 8.5% and 5.2% less likely to have a serious injury, re-
spectively. It is reasonable to draw this conclusion because
compared with motor vehicles, pedestrians are vulnerable.
Collision with pedestrians will not cause serious injury to
drivers but will have a serious impact on pedestrians.

4.5. Verify Model Transferability. To evaluate the model
transferability under clear and foggy weather conditions,
the TI values of the crash model under the two weather
conditions were calculated. *e specific calculation results
are shown in Table 6. It is necessary to point out that the TI
value of the crash severity analysis model for its local
dataset is 1 because the model represents the local situation
of the crash dataset. In addition, the remaining TI values in
Table 6 are less than 0. *is shows that the fitting per-
formance of the intercept-only model established by local
data is better than the transferred model. Hence, the model
transferability test shows that the crash model established
by SVCF and SVCC cannot be directly transferred. In the
process of assessing the risk factors of crash severity, it is
recommended to build the SVCC model and SVCF model,
respectively.

5. Conclusion

*is study used 10,137 SV crashes in Shandong Province,
China, as sample data (from 2015 to 2019) and divided the
dataset into two parts for modeling: single-vehicle crashes in
foggy weather (SVCF) and single-vehicle crashes in clear
weather (SVCC). On this basis, the MLM was employed to
analyze the factors that have significant impact on the se-
verity of SVCF and SVCC crashes. By examining the
McFadden pseudo R–squared and random coefficient dis-
tributions of the model, it is concluded that the goodness-of-
fit is satisfactory and could effectively capture unobserved
heterogeneity across observations. In addition, the results of
the model transferability test showed that the crash models
established by SVCC and SVCF cannot be directly trans-
ferred to each other. It is recommended to build the SVCC
model and SVCF model separately.

*e findings in this study are as follows:

(1) *ere are significant differences in the factors af-
fecting injury severity of SV crashes in foggy and
clear weather. In foggy weather crashes, both young
drivers and non-dry road surfaces resulted in a 3.2%
reduction in the probability of SFI. Signal control
resulted in a 2.6% increase in the probability of SFI in
SVCF. However, none of these variables have a
significant effect on clear weather crashes. *e
probability of self-employment leading to SFI in
clear weather crashes is reduced by 2.1%. Weekends
resulted in a 2.3% increase in the probability of SFI in
SVCC. However, two variables of foggy crashes are
not significant. Interestingly, the effect of the farmer
variable on the severity of foggy and clear weather
crashes showed an opposite trend, i.e., the variable
resulted in a 1.5% decrease in the probability of SFI

Table 6: Model transferability test.

Crash model
Application data

SVCC SVCF
SVCC 1 −0.172
SVCF −0.306 1
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injuries in clear weather crashes and a 3.6% increase
in the probability of SFI injuries in foggy weather
crashes.

(2) *ere is a commonality in the factors influencing the
severity of SV crashes in foggy and clear weather. For
instance, male drivers, having a license and using a
pickup or a truck, resulted in significantly lower
severity of both foggy and clear weather crashes.
Older drivers, seat belts not used, drunk driving,
motorcycles, rural areas, night time (20 : 00–07 : 00),
and collisions with fixed objects resulted in signifi-
cantly higher crash severity in both foggy and clear
weather.

Targeted policies based on the conclusions are more
cost-effective in reducing the severity of crashes. For ex-
ample, in both foggy and clear weather, driving violations
resulted in a significant increase in crash severity. Hence,
advance traffic crash warning systems should be installed to
detect dangerous driving behaviors (such as drunk driving
and seat belts not used). Vehicle-to-road communication
(V2I) technology can be used to provide road information in
real time [36].

Collisions with fixed objects increase driver injury se-
verity significantly. *us, the focus should be on im-
provement of hard guardrails or other road surface fixtures
on both sides of the road.*e Department of Transportation
should consider replacing hard guardrails with soft guard-
rails that can absorb collision energy; an energy-absorbing
buffer device is installed on the fixed surface to reduce the
severity of collision.

In the future, clustering techniques will be used to
classify the data and reduce the heterogeneity of the data.
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Driving safety is considered to have a strong relationship with traffic flow characteristics. However, very few studies have
addressed the safety impacts in the three-phase traffic theory that has been demonstrated to be an advancement in explaining the
empirical features of traffic flow. Another important issue affecting safety is driver experience heterogeneity, especially in
developing countries experiencing a dramatic growth in the number of novice drivers. (us, the primary objective of the current
study is to develop amicrosimulation environment for evaluating safety performance considering the presence of novice drivers in
the framework of three-phase theory. First, a car-following model is developed by incorporating human physiological factors into
the classical Intelligent DriverModel (IDM). Moreover, a surrogate safety measure based on the integration concept is modified to
evaluate rear-end crashes in terms of probability and severity simultaneously. Based on a vehicle-mounted experiment, the field
data of car-following behavior are collected by dividing the subjects into a novice group and an experienced group. (ese data are
used to calibrate the proposed car-following model to explain driver experience heterogeneity. (e results indicate that our
simulation environment is capable of reproducing the three-phase theory, and the changes in the modified surrogate safety
measure are highly correlated with traffic phases. We also discover that the presence of novice drivers leads to different safety
performance outcomes across various traffic phases. (e effect of driver experience heterogeneity is found to increase the
probability of the rear-end crashes as well as the corresponding severity. (e results of this study are expected to provide a
scientific understanding of the mechanisms of crash occurrences and to provide application suggestions for improving traffic
safety performance.

1. Introduction

(e understanding of traffic flow characteristics contributes
to the investigation of various applications of transportation
engineering [1–3]. It has been demonstrated that driving
safety has a strong relationship with traffic states [4,5] and
can be identified by the significant variance of dynamic
features in terms of aggregated indicators, such as occu-
pancy, speed, and speed difference [6–8]. Previous studies
generally evaluated safety performance in the framework of

fundamental diagram that divides traffic into free flow and
congestion [9–11]. However, this classical method has
drawbacks in capturing empirical findings, especially for
complicated congestion patterns [12]. Recently, some safety
analyses were carried out based on finer classifications of
traffic states. For example, Xu [13] evaluated the safety
performance under different levels of service (LOS). Fur-
thermore, a crash likelihood indicator was proposed by
dividing traffic into five states in accordance with measured
occupancies [14]. As expected, these refined considerations
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on traffic flow states bring about positive impacts on crash
evaluations.

Note that the aforementioned works do not have a
universal and concrete theoretical framework to explain
space-temporal traffic flow features, which may lead to
problems in the transferability of the results throughout the
world. In recent decades, Kerner proposed the three-phase
traffic theory based on systematic empirical investigations
[15–17] and theoretical studies [18,19]. According to Ker-
ner’s concept, a macroscopic traffic flow can be classified
into three phases, including free flow (F), synchronized flow
(S), and wide moving jam (J) phases. (e typical phase
transition F⟶ S indicates the occurrence of a traffic
breakdown, and wide moving jams emerge only within the
synchronized flow. Both the synchronized flow and wide
moving jams correspond to traffic congestion operating with
significantly lower speeds. (is theory has been tested and
reproduced by notable numbers of studies, ranging from
empirical investigations [20] to theoretical models [21], and
provides instructions on traffic management [22]. Com-
bined with proper crash evaluation method, it has the po-
tential to explore safety performance that is associated with
complicated spatiotemporal patterns. For example, driver’s
overdeceleration under congested phase usually implies
dangerous situation which has higher probability of rear-end
crash occurrence. Recently, Xu developed an approach to
predict crash likelihoods by introducing the three-phase
theory [23]. (e results suggested that this theory helps to
better understand the occurrence of crashes. Kerner’s work
on traffic flow is expected to have a more widespread ap-
plication in safety analysis, and it could undergo rapid
development by expanding the study with modern
methodologies.

Simulation-based approach was originally developed for
traffic efficiency studies, and now it has been regarded as a
powerful tool for safety evaluation. (e simulation-based
approach is able to proactively provide deep insight into the
details of the interactions among vehicles and has the power
to collect and store the data in real time. (ese advantages
bring about ongoing progress in the field of simulation-
based safety evaluation. A large number of studies [24,25]
were carried out by integrating simulations with surrogate
safety measures, which present the sequence of events with
the causative factors of crashes. However, most of the
previous simulations focused on a homogeneous driver
experience environment, which assumes that all drivers
traveling on roads have similar driving experience with
respect to safety. It is worth noting that novice drivers do not
have adequate driving skills and have problems in recog-
nizing traffic environments [26]. (eir significant presence
in traffic may have a noticeable impact on safety, especially
in developing countries, as a rapidly growing number of
people obtain their own vehicles and licenses. Based on this
consideration, research is needed to incorporate driver
experience heterogeneity into simulation-based safety
evaluations.

Rear-end crashes have been found to be a major collision
type as frequent decelerations and accelerations occur es-
pecially in congested traffic conditions [27]. (en, the

primary objective of the current study is to develop a
microsimulation environment for rear-end crash evaluation
in the framework of three-phase traffic theory. (e study
focuses on car-following scenarios and takes into account
the impacts of driver experience heterogeneity. (e re-
mainder of the paper proceeds as follows. In the next section,
previous studies related to safety analysis across traffic flow
states, simulation-based safety evaluation, and driver ex-
perience heterogeneity are reviewed. In Section 3, a
microsimulation environment consisting of a car-following
model and a modified surrogate safety measure is developed.
In Section 4, a vehicle-mounted experiment is carried out to
provide data for model calibration. Section 5 reports the
simulation results with a detailed discussion. Finally, the
conclusions of the study are discussed in Section 6.

2. Review of Related Works

2.1. Safety and Traffic Flow Characteristics. Traffic charac-
teristics have been found to have a significant correlation
with crash occurrences. (e core concept of previous studies
was to evaluate the probability of crash occurrences by
relating traffic flow factors to safety performance measures.
Based on this concept, a notable number of statistical models
have been carried out. For example, matched case-control
logistic regression is a widely used statistical method to
identify factors associated with crashes [28]. Moreover, some
studies have suggested log linear models and Bayesian
statistics to evaluate the likelihood of crashes in response to
various traffic flow parameters [29,30]. In recent decades,
with vigorous progress in the field of data science, artificial
intelligent (AI) methods have been proposed to promote the
accuracy of crash risk analysis. AI methods mainly include
neural networks [8], random forests [31], support vector
machines [32], and deep learning [33]. In comparison, these
models aimed to improve prediction accuracy, while the
statistical models had better interpretations.

(e models developed in previous studies generally
focused on identifying the relationship between crash and
traffic flow parameters. Note that a certain value of a pa-
rameter can correspond to various traffic flow states in which
drivers have significantly different psychological charac-
teristics and driving behaviors. Such factors have been
demonstrated to have great impacts on crash occurrence
[14]. Based on this consideration, some studies have in-
vestigated the crash mechanism according to the funda-
mental diagrammethod, which divides traffic states into free
flow and congested flow [9–11]. However, this traditional
methodology ignores the fact that different dynamic features
can exist within the same traffic flow states. Some recent
studies have carried out safety evaluations by considering the
finer classification of traffic states [13,14,23,34,35]. However,
most of the classifications do not have a generally accepted
theoretical framework. Recently, the results of several studies
showed that the three-phase theory has positive impacts on
fitting safety performance to empirical traffic states. For
example, Xu et al. developed a crash prediction model by
using statistical methods, which link safety to the phases and
the phase transitions categorized by three-phase theory [23].
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Hu et al. evaluated the safety performance when bikes and
buses are present on a motorway based on a cellular
automata model that can reproduce the empirical findings of
the three-phase theory [34,35]. Drawing from the conclu-
sions of these studies, it can be expected that such a pre-
dominant theory has great potential to explore safety
performance in a manner considering more details with
respect to driving safety.

2.2. Safety Evaluation with Microscopic Simulations. In re-
cent decades, traffic simulation technology has achieved
significant advancements in behavior modeling, data pro-
cessing, and system optimization. Compared with statistical
models and AI models, the simulation-based method for
safety research has the ability to scan and repeat the process
of a crash occurrence and provide scientifically based sug-
gestions regarding how to reduce the likelihood of a crash.
To date, commercial software packages have been proposed
to evaluate various types of crashes. One of the most fre-
quently used packages was VISSIM. Other packages, such as
PARAMICS, AIMSUN, and CORSIM, also have notable
applications [36]. By a systematic comparison, a review
study concluded that none of the current commercial
packages have noticeable superiority to the others in terms of
safety evaluations [37]. Moreover, these tools have several
weaknesses due to specific issues. First, complicated software
operations cannot be started up quickly due to the numerous
input settings. Second, there are insufficient options for
modeling crash-related factors, as the simulation packages
are not specially designed for traffic safety. (ird, much
coding time is needed for integration with surrogate safety
measures and for processing output data.

Given that commercial simulation packages are still not
targeted for safety evaluations, some recent studies began to
develop original simulation frameworks regarding the
specific factors of crash occurrences. Some of these simu-
lation models were concerned about the “less-than-perfect”
driving strategy associated with human drivers [38,39].
More specifically, factors regarding unsafe driving behavior,
such as the inattention interval, variable reaction times, and
perception limitations, were incorporated into the behav-
ioral modeling of the simulations. On the other hand, some
simulation models have addressed reproducing various
crash-prone situations and have provided detailed insight
into the mechanism of crash occurrences [34,35,40]. For
example, Hou. et al. [40] proposed a holistic framework for
safety evaluations based on cellular automata. (e simula-
tion model took into account several safety-related factors,
including lane configurations and road surfaces in the work
zone, adverse weather, and the effect of speed limits. (e
results suggested that the proposed framework was partic-
ularly suitable for a comprehensive evaluation of safety
performance under specific driving situations.

2.3.Driver ExperienceHeterogeneity and Safety. Another key
issue with respect to traffic safety is driver experience het-
erogeneity, which is especially prevalent in developing
countries due to the notable growth in the number of novice

drivers [41].(ere has been increased interest in the study of
driver experience with respect to safety. It was found that the
major causes of crashes for novice drivers included inade-
quate speed control, overreaction delay, and inappropriate
attention allocation, all of which could be attributed to the
lack of driving experience [42]. Some previous studies
carried out experiments to record crash-relevant driving
parameter data and compared the difference in safety per-
formance between novice drivers and experienced drivers
with statistical methods [43–45]. However, these results
were drawn by relating crash occurrences to several driving
parameters without considering their differences across
various compositions of driver experience. In other words,
the studies ignored the fact that drivers behave differently
when interacting with various driver populations, and this
difference could have unequal impacts under different traffic
flow states.

2.4. Summary of the Review. According to our review of
previous works, very few studies have focused on applying
the simulation-based method to evaluate safety performance
in the three-phase traffic theory, and even fewer have also
focused on the impacts of driver experience. To this end, it is
necessary to develop a systematic simulation framework for
evaluating crashes considering driver experience heteroge-
neity under various traffic flow phases and that is able to
benefit safety improvements in terms of both theoretical
research and practical applications.

3. Model Development

3.1.Car-FollowingModel. Notable number of studies carried
out car-following models to explain empirical findings in the
three-phase theory. (e modeling methodology generally
includes spatially continuous model and cellular automata
model. However, these models did not consider human
driving characteristics or suffered from over-rigid modeling
framework to avoid crash risk. For example, a classic car-
following model named Kerner-Klenov model [18] has
complicated update rule of vehicle motion to reproduce the
theory from the view of traffic physics rather than human
factors. Most cellular automata models [46,47] intend to
avoid crash by incorporating rigid safety conditions into the
models, which deviates from real driving behavior especially
for safety evaluation. (en, this study proposes a new model
by introducing typical human factors that are able to explore
the relationship between rear-end crash and driver behavior.
Moreover, the parameters in the model are expected to have
significant meaning in explaining driver experience het-
erogeneity, and they can be estimated by our experimental
data.

Previous studies have demonstrated that when an “in-
difference zone” is incorporated into a modeling framework
for car-following behavior, the resulting model is capable of
reproducing empirical findings in the three-phase theory
[48]. More specifically, this zone reflects human driver’s
psychological characteristics, suggesting that while driving
vehicle in car-following scenarios, a driver tends to maintain
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spacing or time headway within a satisfactory range instead
of achieving an optimal value. (e nonoptimal driving
strategy has the potential to capture near accident scenarios
as it reproduces unsafe driving associated with misjudgment
and over reaction delay especially in complicated traffic
conditions. Based on this consideration, we propose an
improved car-following model by incorporating humans’
unconscious reaction feature into the classical Intelligent
DriverModel (IDM), which can lead to the occurrence of the
“indifference zone.”

(e proposed unconscious reaction originates from
Wiedemann’s action point paradigm [49]. Wiedemann
suggested that car-following has four reaction regimes
identified by action point thresholds. As shown in Figure 1,
AX is the desired distance between two successive stationary
vehicles, which consists of the length of the leading vehicle
and the front-to-rear distance. ABX defines the threshold of
the minimum desired spacing with respect to traveling
speed. (is indicates that the driver realizes the following
distance too small and consequently reacts with decelera-
tion. SDX is the threshold of themaximum accepted spacing,
which is 1.25–3.0 times ABX. (is indicates that a driver
perceives themself to be too far away from the leading ve-
hicle and hence decides to accelerate. CLDV or SDV is the
threshold for recognizing the speed difference when
approaching the leading vehicle, whereas OPDV is the
threshold for recognizing the speed difference during an
opening process. (ese thresholds indicate the action points
where drivers react to changes in driving conditions and
make the corresponding changes in acceleration.

As seen in Figure 1, within the unconscious regime
enclosed by ABX, SDX, CLDV, and OPDV, drivers tend to
unconsciously maintain a speed difference and spacing
within a satisfactory range rather than maintaining the
optimum value. Car-following spirals can be identified due
to these nonoptimal expectations [39], resulting in the speed
difference and spacing oscillating around the “optimal” state
represented by a desired spacing and null speed difference.
In this study, we propose an accelerationmodel to reproduce
the car-following spirals based on the dynamic features of
vehicle motion.

Figure 2 shows a typical car-following spiral drawn from
our empirical data. Two subprocesses can be identified while
undergoing a complete car-following spiral. It includes a
deceleration subprocess (A-B-C) and an acceleration sub-
process (C-D-A). During subprocess A-B-C, for example,

follower driver n starts to decelerate at point A with random
deceleration an as the driver perceives slower leader n-1.
(en, the distance between them gradually drops down and
reaches an identified ABX value at point B associated with a
null speed difference. However, the follower continues to
keep decelerating until the speed distance reaches an OPDV
value at point C. According to the basic principle of dy-
namics, the acceleration rates can be determined as follows.

For the subprocess A-B,

sn−1 + dn � sn + ABX, (1)
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Figure 2: A typical spiral extracted from the unconscious reaction
regime.
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Figure 1: Action point thresholds and reaction states of Wiede-
mann’s concept.
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whereΔvn � vn−1 − vn is the speed difference between vehicle
n and its leading vehicle and dn is the net distance (gap)
between the two vehicles. sn is the distance traveled by ve-
hicle n during subprocess A-B, and An−1 is the initial ac-
celeration rate of the leader at A. ABX is the identified action
point at point A. A previous study found that the acceler-
ation rate within the unconscious regime did not exceed the
range of −0.6m/s2 and 0.6m/s2 and varied according to a
certain probability [50,51]. (en, the acceleration rate is
modified as follows:

an � max
Δv2n +

�����������������������

Δv4n − 8 dn − ABX( 􏼁An−1Δv
2
n

􏽱

4 ABX − dn( 􏼁
× NRND, −0.6

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
,

(4)

where NRND is a normally distributed random parameter
[51].(e acceleration rates during other subprocesses can be
determined as above. (ey are presented in (5)–(7).

For the subprocess B-C,

an � max
OPDV2

2 dn − SDX( 􏼁
× NRND, −0.6􏼨 􏼩. (5)

For the subprocess C-D,
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For the subprocess D-A,

an � min
CLDV2

2 dn − ABX( 􏼁
× NRND, 0.6􏼨 􏼩, (7)

where OPDV, SDX, and CLDV are the identified action
points at points B, C, and D. (e other variables have the
same meaning as in (1)–(4).

When a vehicle passes any of the action point thresholds
enclosing the unconscious regime, drivers consciously make
changes in acceleration in response to variations in the
driving environment. In this study, the IDM is proposed to

capture the dynamic features within conscious reaction
regimes. (e model is calculated by the following equations:

an(t + τ) � a 1 −
v(t)

v0
􏼠 􏼡

4

−
Sdes(t)

dn(t)
􏼠 􏼡

2
⎡⎣ ⎤⎦, (8)

where a is the maximum acceleration, τ is the driver’s re-
action time, and Sdes is the desired safety gap, which is
written as follows:

Sdes(t) � S0 + vn(t)T +
vn(t)Δvn(t)

2
��
ab

√ , (9)

where S0 is the jam distance when the vehicle stops, T is the
desired safety time gap, and b is the desired deceleration.

3.2. Surrogate SafetyMeasure. Surrogate safety measures can
be divided into two categories, including time-related in-
dicator and energy-related indicator. For example, the time
to collision (TTC) has been considered a major surrogate
safety measure in crash evaluations. Previous studies have
demonstrated that the TTC is able to indicate the probability
of a crash but cannot describe the severity of a crash as speed
is not involved in the measure [52]. In comparison, the
energy-related indicator is developed by taking into account
the kinetics (usually represented by speed or speed differ-
ence) to describe the severity of a crash. (e estimation of
such indicators usually needs to identify accurate trajectories
with respect to conflicting vehicles. However, it lacks the
associated data considering driver experience heterogeneity
across various traffic phases. (e simulation-based approach
has advantages for studies using surrogate safety measures,
as it is much less dependent on actual crash data, and
intravehicle interactions of high resolution are allowed to be
reproduced and collected. (erefore, this study developed a
modified surrogate safety measure to evaluate rear-end
crashes by integrating it with the proposed simulation
model. More specifically, the measure comprehensively
considers the probability of a rear-end crash and the as-
sociated severity based on the deceleration rate to avoid
crash (DRAC). (e DRAC is calculated as follows:

DRACn(t) �
vn(t) − vn− 1(t)􏼂 􏼃

2

2 xn(t) − xn−1(t) − Ln−1􏼂 􏼃
, (10)

�
vn(t) − vn−1(t)􏼂 􏼃

2 xn(t) − xn−1(t) − Ln−1􏼂 􏼃/ vn(t) − vn−1(t)􏼂 􏼃
�

vn(t) − vn−1(t)􏼂 􏼃

2TTCn(t)
, (11)

where DRACn(t) and TTCn(t) are the DRAC and the time
to collision (TTC) of a following vehicle n at time t. vn(t) and
vn−1(t) correspond to the speeds of vehicle n and leader n-1,
respectively. xn(t) and xn−1(t) show the positions of vehicle
n and leader n-1, respectively.

It is worth mentioning that, as shown in (11), the
denominator (TTC) implies the crash likelihood, while
the numerator (speed difference) indicates the severity of

the rear-end crash. According to previous studies, the
smaller the TTC value, the higher the probability of a
collision occurrence. Moreover, the greater the speed
difference, the greater the energy generated by a vehicle
collision, and the higher the severity of the crash. (us, it
is encouraging that DRAC has the ability to simulta-
neously evaluate traffic safety performance in terms of
probability and severity.
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A representative previous study [53] suggested that the
integration of surrogate safety measure over space and time
is able to fully utilize the advantages of simulation-based
method. Driven by this consideration, we propose an in-
tegrated DRAC (IDRAC) through a generalization of the
concept of time integrated time to collision (TIT) [53]. (is

surrogate safety measure focuses on general performance,
which is calculated by the sum of the DRAC values that are
higher than the critical safety threshold DRAC∗ within the
range of the investigation road section over time. (e in-
dicator can be determined as follows:

IDRAC � 􏽘
N

n�1
􏽚

T

0
DRACn(t) − DRAC∗􏼂 􏼃dt, ∀DRACn(t)>DRAC∗, (12)

where N is the sample size of drivers and T is the time
duration of observation or simulation. Furthermore, con-
sidering the fact that a simulation time is discretely driven,

the time-discrete version of IDRAC is modified by the
following equation:

IDRAC � 􏽘
N

n�1
􏽘

T

0
DRACn(t) − DRAC∗􏼂 􏼃Δt, ∀DRACn(t)>DRAC∗. (13)

To make the simulation results comparable with dif-
ferent sample sizes and time durations, IDRAC needs to be
standardized to obtain the average IDRAC per vehicle per
unit time:

IDRAC �
IDRAC
N · T

. (14)

(e combination of IDRAC and traffic simulation
models hold promise for the safety evaluation as a DRAC
value is standardized over a specific time horizon T for a
certain roadway segment on which N vehicles run.
Moreover, the probability of crashes as well as the asso-
ciated severity can be evaluated by the modified indicator,
simultaneously. Note that the critical safety threshold
DRAC∗ is related to factors such as driver characteristics,
vehicle performance, traffic flow conditions, and road
conditions. DRAC∗ usually ranges from 1m/s2 to 3.5m/s2.
Because the proposed car-following does not consider
some factors that may cause traffic accidents, such as driver
distractions, operation errors, and illegal driving, a smaller
value of 1.5m/s2 for the critical safety threshold is selected
in the current study as a criterion for judging whether a
traffic conflict incident is occurring.

4. Field Data Collection

4.1. Data Collection Environment. In this study, car-fol-
lowing data were measured on an eight-lane highway section
over a length of 3.8 km in the city of Nanjing, China. (e
highway plays an important role in serving major traffic
demand in the eastern area of Nanjing. More specifically, an
average of more than 35,000 vehicles traveled through the
experimental section every day in 2018.(e speed limit is set
at 80 km/h. Furthermore, the experimental section has the
following characteristics with respect to geometric design,
traffic states and environmental conditions: (1) the traffic in

both directions is separated by a physical central median, (2)
the road pavement of the section is in good condition, (3) the
traffic is mainly composed of passenger vehicles, and (4) the
intensity of land-use development on either side of the
section is limited.

4.2. Device System. To capture drivers’ car-following char-
acteristics in a natural traffic environment, a dedicated data
collection system that uses an instrumented vehicle mounted
with a GPS device, a laser rangefinder, and a microcomputer
is developed. Figure 3 provides an overview of the data
collection system and the instrumented vehicle. More spe-
cifically, GPS is used to track the instrumented vehicle’s
latitude and longitude coordinates, which can be converted
to trajectory data. (e laser rangefinder aims to determine
the distance by measuring from the rear of the leading
vehicle to the head of the instrumented vehicle. (e laser
rangefinder covers a range of approximately 100m. (e
microcomputer can synchronize the GPS data and spacing
data and store them in a format that can be read by the
dedicated software. For the data validity test, the experi-
mental scenario is recorded with a digital camera.

To ensure that the laser rangefinder’s emission beam can
reach the rear plate of the leading vehicle, it is mounted on
the platform behind the windshield. (e GPS device is fixed
inside the vehicle. (e microcomputer lies on the passenger
seat and always maintains wired connections to the laser
rangefinder and the GPS device. (e digital camera is placed
on the backrest of the rear seat to monitor the driver’s
behavior and the forward roadway. (e instrumented ve-
hicle (Figure 3(b)) equipped with the data collection system
is a Hyundai Sonata, which has an engine displacement of
2.0 liters. (is vehicle type has a dynamic performance
similar to that of most vehicles traveling on the experimental
section.
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4.3. Participants. A total of 41 participants, including 20
experienced drivers and 21 novice drivers, were recruited
in this study. (ey mainly differed in, first, driving ex-
perience (years) and, second, cumulative mileage (km).
Drivers with less than 2 years of driving experience and no
more than 12,000 km of cumulative mileage were cate-
gorized as novice drivers and otherwise categorized as
experienced drivers. (e results of the t-test indicated that
there was no significant difference in gender between the
two driver population groups. Male participants
accounted for 71.1% and 69.1% of the drivers in the two
groups. (e average ages of the experienced and novice
participants were 38.7 years old and 28.5 years old,
respectively.

4.4. Procedure. (e car-following data used in this study
were collected under good weather conditions to avoid the
impact of weather factors on the driving environment. (e
duration of the experiment spanned typical time periods,
including morning rush hours, off-rush hours, and evening
rush hours on various weekdays. During an experiment tour,
the participants drove the instrumented vehicle in a natural
driving environment without any interference from our
research team. More specifically, every participants were
employed to complete 2 tours which covered rush peak and
off-rush peak. Each tour experienced a duration of 1 hour
consisted of 15minutes to get familiar with the instrumented
vehicle and 45minutes to drive as usual for data collection.
Both the laser rangefinder and the GPS worked at a fre-
quency of 1Hz.

It should be noted that the measured following dis-
tance sometimes missed as the leading vehicle steered or
when some random factors interrupted the emission
beam. Locally weighted regression (LWR) is a statistical
learning method that has been used for capturing missing
data [54]. In this study, LWR is then used to yield the
leading vehicles’ trajectory profiles. (e following dis-
tance is calculated by identifying the distance between the
trajectory of the instrumented vehicle and that of the
leading vehicle.

5. Results

5.1. Model Calibration. Empirical car-following spirals are
taken from the collected data, and candidate action points
are identified according to Brackstone’s concept [55]. Fur-
thermore, the perpetual thresholds including ABX, SDX,
CLDV, and OPDV are fitted to the identified 95% values of
the candidate action points by relating them to the speed or
spacing. In this study, a linear relationship was used, which
has been demonstrated by previous works to show good
consistency with the data [56]. More specifically, the fitted
thresholds for experienced drivers and novice drivers are
shown as follows. For the experienced drivers,

ln(OPDV) � −1.029 + 0.043 × v,

ln(CLDV) � −0.725 + 0.055 × v,

ABX � 1.914 + 1.767 ×
�
v

√
,

SDX � 1.83 × ABX.

(15)

For the novice drivers,

ln(OPDV) � −0.876 + 0.045 × v,

ln(CLDV) � −0.547 + 0.040 × v,

ABX � 2.103 + 2.022 ×
�
v

√
,

SDX � 2.40 × ABX,

(16)

where v is the travel speed.
(e R-square values for all of the fitted functions above

are over 0.8, indicating good performance for determining
the relationship between action points and driving pa-
rameters. It is worth noting that the fitted results imply that
the “indifference zone” for experienced drivers has a smaller
area, which may lead to improvements in safety perfor-
mance, especially in the traffic oscillation under congested
phases. (e detailed discussion about the safety impacts of
driver experience heterogeneity will be presented in Section
5.4.

By means of the genetic algorithm, the best parameter
settings of the proposed car-following model for the

(a) (b)

Figure 3: (e device system and the instrumented vehicle. (a) (e device system includes a laser rangefinder, a GPS device, and a
microcomputer. (b) (e instrumented vehicle is a Hyundai Sonata with an engine displacement of 2.0.
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collected data are found, as shown in Table 1. As seen,
experienced drivers prefer a larger desired speed and
maximum acceleration and keep a smaller desired time gap
and stop distance. In general, they tended to implement
relatively aggressive driving manners compared with novice
drivers. (is may originate from their skillful driving ex-
perience in terms of perceiving and reacting to variations in
the traffic environment. (eoretically, these differences in
driving parameters indicate that driver experience hetero-
geneity could have significant impacts on traffic charac-
teristics and safety performance.

In the next sections, periodic boundary conditions are
selected for numerical simulations. (e length of the road
section is 2000m, the vehicle length is 5m, and the simu-
lation step is 0.1 s. (e default initial traffic consists of all
novice drivers. A simulation first runs with a warm-up
duration of 3600 s to eliminate the transient effects, and then
the relevant traffic data are collected after the warm-up
period.

5.2. Basic Traffic Flow Characteristics. (e following two
initial conditions are implemented to explore the basic traffic
characteristics of the proposed model: (1) vehicles are ho-
mogeneously distributed on the test road and (2) vehicles are
distributed a mega-jam form. Moreover, the simulated
traffic consisted 100% novice drivers as their safety per-
formance constitutes a major concern of this study. (e
fundamental diagram is presented in Figure 4, where the
data points are the aggregations over 5 min flow rate data
collected from the virtual detectors.

(ree various traffic phases can be identified, which is
consistent with the three-phase traffic theory. When the
occupancy rate is low, the traffic operates under free flow
phase in which drivers drive steadily at their own desired
speed. (e flow rate increases approximately linearly with
the increase in the density. When the density reaches
k1 < k< kc, the free flow is in a metastable state, indicating
that the phase transition F⟶ S may occur with probability
as the internal disturbance of the traffic may exceed a certain
extent. (e critical occupancy kc corresponds to the max-
imum flow rate that the free flow can reach.

When the density reaches kc < k< k2, synchronized flow
emerges. Due to the decrease in the distance between ve-
hicles, vehicle motion is restricted by the associated leading
vehicle, and the traveling speed is significantly lower than
drivers’ expectation. (e flow rate decreases with the in-
creasing occupancy. In this phase, car-following spirals can
be identified within the corresponding “indifference zone.”
Such unconscious driving stabilizes traffic because of the
absence of overreaction to small speed difference between
successive vehicles. (en, local fluctuations will not be
enhanced, and no traffic jams occur within the traffic flow.
However, if the vehicles are initially distributed in a mega-
jam form, the jam does not dissipate over time.

When the density further exceeds k2, jams spontane-
ously occur within the synchronized flow. Within this
density range, fluctuations caused by a vehicle can trigger the
followers to take overdeceleration, which causes the

amplitude of the fluctuation to intensify while propagating
upstream of the traffic. (e internal density of a jam is
extremely high, and the speed nearly decreases to a null
value. (e downstream boundary of a jam propagates up-
stream of the traffic with a rough constant speed, and there
coexists free flow and synchronized flow between jams.

5.3. Evaluating Safety Performance in the7ree-Phase7eory.
(e simulation environment developed in the current study
is used to evaluate the safety performance with respect to
each traffic phase in the framework of three-phase theory.
(e occupancy is taken as the measure to indicate the traffic
phase, and it varies between 0.0 and 0.6, which covers the
entire phase spectrum. Fifteen independent simulations are
carried out, and the corresponding variation trends of
IDRAC are shown in Figure 5.

As seen in the simulation results, when the occupancy of
traffic flow keeps in low range (< 0.16), the IDRAC value is
close to 0, suggesting that the crash probability and severity
are very small. As the occupancy continues to increase, the
IDRAC increases sharply and reaches a peak near the critical
occupancy (an occupancy at which the capacity occurs).(is
can be explained by the fact that small spacing with relatively
high speed can lead to crashes with high uncertainty. When
the occupancy further increases, IDRAC significantly de-
creases and fluctuates within a certain range, indicating an
improvement in the safety performance. As the occupancy
increases beyond a certain threshold (approximately 0.36),
IDRAC increases again and then gradually decreases.

Figure 6 is a scatter plot of the average IDRAC values
associated with different occupancies. According to the
three-phase traffic flow theory, we propose the following
statements:

(i) When the average occupancy is low, the traffic state
corresponds to the free flow phase, in which vehicles
can run at their own desired speed and the distances
between pairs of successive vehicles are large. (e
relaxed driving environment leads to small IDRAC
values. (e result indicates that the probability of
the occurrence of a rear-end crash as well as the
potential severity is low.

(ii) As the occupancy gradually increases to the vicinity
of the critical occupancy, the traffic flow is in the
metastable state in which the transition from free
flow to synchronized flow occurs with probability.
Aggressive behaviors such as abrupt acceleration
and overdeceleration would cause fluctuation,
which can be intensified when propagating along a
vehicle platoon. Compared with the free flow phase,

Table 1: (e calibrated parameter sets.

Driver
population

Model parameters
v0

(m/s)
S0
(m) T (s) A

(m/s2)
b

(m/s2) τ (s)

(e novice 21.94 2.35 1.65 0.81 −1.92 1.35
(e experienced 25.27 1.75 1.12 0.88 −1.56 1.05
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IDRAC dramatically increases, suggesting that the
safety performance under this traffic state signifi-
cantly deteriorates.

(iii) When the occupancy exceeds the critical value,
synchronized flow inevitably emerges. In this phase,
as spacing and travel speed significantly decrease,
drivers tend to take more cautious driving decisions
in terms of driving with stable accelerations. (en,
IDRAC decreases and keeps within a relatively small
range. (e result indicates that the probability of a

crash as well as the potential severity are substan-
tially reduced.

(iv) As the formation of wide moving jams is usually
accompanied by stop-and-go traffic, the speed
difference between pairs of successive vehicles
sharply increases, which contributes to an increase
in IDRAC, suggesting a higher crash probability and
severity.

5.4. Evaluating the Impacts of Driver-Experienced
Heterogeneity. (e proposed car-following model is cali-
brated to fit themeasured data associated with novice drivers
and experienced drivers. (us, our simulation is capable of
capturing driver experience heterogeneity for rear-end crash
evaluation. (e results in the above sections are achieved by
assuming that traffic is consisted of 100% novice drivers.
However, in real situations, both the novice and the expe-
rienced occupy significant proportions in traffic. In this
section, the scenario of 100% novice drivers is set to be the
base condition, and different proportions of experienced
drivers are considered to study the impacts of driver ex-
perience heterogeneity on traffic safety performance. More
specifically, the simulations are performed by increasing the
proportion of experienced drivers from 0% to 100% with a
step size of 10%, and a range of traffic occupancies between
0.0 and 0.6 is also applied as previously mentioned. (e
results are shown in Figure 7.

With the increase in the proportion of experienced
drivers in the traffic flow, the values of IDRAC in the free
flow state do not change significantly. In themetastable state,
the difference in IDRAC values from the base condition
gradually increases until the experienced drivers account for
60% of the drivers on the road, and then it decreases. When
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Figure 4: Fundamental diagram of the proposed model. Each data point is the average of 10 individual simulation runs that last 3600 time
steps.
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the occupancy reaches the levels of the congested phases (i.e.,
including synchronized flow and wide moving jam phases),
this difference has a further downward trend. According to
these simulated results, the following can be concluded .

(i) Due to the large spacing between successive vehicles
in free flow, there is ample driving space, and the
crash is not sensitive to the change in the compo-
sitions of driver experience.

(ii) In the metastable free flow, traffic breakdown can
be trigged by small disturbance such as over-
deceleration. (e ever-increasing traffic occu-
pancy leads to a significant shrink of the spacing
between vehicles, whereas the traveling speed is
still closed to the free flow speed. According to the

calibration results of the simulation model pa-
rameters, experienced drivers tend to drive with a
more aggressive style in terms of smaller spacings
and faster speeds, consequently resulting in rear-
end crashes with higher probability and severity.
(e result is also consistent with some previous
studies [57,58] which argued that aggressive
driving had negative impacts on driving safety. It
is worth mentioning that the maximum value of
IDRAC occurs when the percentage of experi-
enced drivers reaches 60% (see Table 2). (is
implies that the higher the heterogeneity of the
traffic composition, the worse the safety
performance.

(iii) In the congested phases, the traveling speed drops
dramatically, indicating that a driver’s sensitivity to
changes in the surrounding environment plays a
major role in safety performance. (is sensitivity is
represented by the area of the “indifference zone”
enclosed by the perpetual thresholds, as a follower
in the zone is not sensitive to the speed difference of
the leader. (en, the larger the area is, the less
sensitive the follower is to the stimulus in terms of
speed difference. (erefore, according to the fitted
parameters, the presence of novice drivers brings
about negative impacts on driving safety, as they
have a larger “indifference zone” area and higher
response delays.

(iv) As can be drawn from the results above, the oc-
currence of rear-end crash is explained by a
competition between headway and sensitivity to
speed difference. Smaller headway is more likely to
bring about a tendency towards a rear-end crash in
the metastable flow, whereas less sensitivity to
speed variation plays a more important role in such
tendency when driving under the congested
phases.
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Figure 6: Scatter plot of the average IDRAC values under different traffic phases.
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6. Conclusion

(e current study evaluates rear-end crash risk by devel-
oping a microsimulation in the framework of three-phase
theory. (e safety impact of driver experience heterogeneity
is also considered as a major reason in the crash evaluation.
A car-following model is developed by incorporating the
classical action point paradigm and the IDM. (is modeling
methodology can explain human drivers’ psychological
factors for safety assessments. Field data collection is carried
out to collect car-following data with respect to novice
drivers and experienced drivers, respectively. (e data is
used to calibrate the proposed car-following model. A
surrogate safety measure is proposed by the concept of
integrating an individual’s DRAC over spacing and time,
which is suitable for simulation analysis. Moreover, the
measure can simultaneously quantify the probability of a
rear-end crash as well as the potential severity.

(e simulation results show that the proposed car-
following model is capable of simulating typical traffic
dynamics in the framework of three-phase theory. More
specifically, the model reproduces the three phases, in-
cluding free flow (F), synchronized flow (S), and wide
moving jams (J). (ese complicated empirical findings are
captured by introducing the “indifference zone” into the
modeling of car-following behavior. It is worth men-
tioning that the “indifference zone” has correlation with
human drivers’ nonoptimal driving strategies, which can
provide better performance in catching near accident
scenarios.

In the safety assessment, traffic phase transitions lead to
changes in driving behavior and interactions among vehi-
cles, which causes the proposed IDRAC value to change with
the corresponding traffic phase. (is implies that the
probability of a crash and the potential severity are related to
the traffic flow phase. More specifically, safety performance
achieves the highest level in free flow. Nevertheless, the
probability and severity of crashes sharply increase in the
metastable state, where the transition from free flow to
synchronous flow has a probability of occurring, and de-
crease when traffic completely evolves into a synchronized

flow. However, stop-and-go traffic in wide moving jams
again brings about negative impacts on safety performance.

Driver experience heterogeneity has a profound impact
on rear-end crashes. (e presence of novice drivers affects
the safety performance in two ways. On the one hand, novice
drivers have drawbacks in responding to risk situations in
terms of a larger “indifference zone” and reaction time, and
this brings about a higher value of IDRAC under the syn-
chronized phase and the jam phase. On the other hand,
novice drivers tend to maintain a larger gap and slower
speeds. In the face of metastable flow, such drivers can
stabilize traffic due to larger safety margins, reducing the
crash probability and the potential severity. Moreover, the
simulation results indicate that as the composition of driver
experience becomes more heterogeneous, the safety per-
formance deteriorates associated with a higher value of
IDRAC.

(e current study makes efforts to advance a compre-
hensive methodology for traffic safety evaluation through
simulation. However, some problems need to be considered
in future works. First, lane-changing behavior could be
introduced into the simulation to analyze broader and more
complicated situations, such as merging and diverging
bottlenecks. Second, it is expected that the simulation
performance would be improved by expanding the amount
of driving behavior data with a naturalistic collection
method. Finally, traffic control measures such as variable
speed limits have correlation with crash risk and then their
safety impacts in the three-phase theory could be evaluated
by an integration with the proposed simulation environ-
ment. We recommend that future studies address these
issues.
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One goal for large-scale deployment of connected and autonomous vehicles is to achieve the traffic safety benefit since connected
and autonomous vehicles (CAVs) could reduce the collision risk by enhancing the driver’s situation perception ability. Previous
studies have analyzed the safety impact of CAVs involved in traffic, but only few studies examined the safety benefits brought by
CAVs when approaching high-collision-risk road segments such as the freeway crash hotspots. +is study chooses one freeway
crash hotspot in Wuhan, China, as an instance and attempts to estimate the safety benefits for differential penetration rates (PRs)
of CAVs using the surrogate safety assessment model (SSAM). First, the freeway crash hotspot is identified with kernel density
estimation and simulated by VISSIM. +en, the intelligent driver model (IDM) and Wiedemann 99 (a car-following model) are
adopted and calibrated to control the driving behaviors of CAVs and human-driven vehicles (HVs) in this study, respectively.+e
impact that rather CAVs are constrained with or without managed lanes on traffic safety is also discussed, and the PR of CAVs is
set from 10% to 90%. +e results of this study show that when the PR of CAVs is lower than 50%, there is no significant
improvement on the safety measures such as conflicts, acceleration, and velocity difference, which are extracted from the vehicle
trajectory data using SSAM. When the penetration rate is over 70%, the experiment results demonstrate that the traffic flow
passing the freeway hotspot is with fewer conflicts, smaller acceleration, and smaller velocity difference in the scenario where
CAVs are constrained with managed lane compared with the scenario without managed lane control.+e safety benefit that CAVs
bring needs to be discussed. +e lane management of CAVs will also lead to distinct safety impact.

1. Introduction

As vehicle-to-everything (V2X), vehicle sensors, on-board
computers, and calculating efficiency develop, more con-
nected and autonomous vehicles (CAVs) will be involved in
traffic flow on road [1]. +e development and application of
technology need time; a mixed condition of CAVs and
human-driven vehicles (HVs) will exist for several years [2].

For the benefit of situation perception technology and
quick-response driving behavior, the involvement of CAVs
would help improve traffic safety levels [3]. But due to the
driving behavior difference and decision-making difference
between CAV and HVs, CAVs and HVs may disturb each

other in the mixed condition, which may lead to hidden
troubles on traffic safety [4]. +e impact of the involving of
CAVs on traffic remains unclear [5–7].

On the one hand, some research studies indicated that
the involvement of CAVs might be of benefit to traffic safety.
CAVs can improve string stability by preventing shockwaves
[8]. CAVs equipped with beyond-line-of-sight ability can
significantly improve safety by preventing the cascading of
braking events [9]. +e increase of penetration rate (PR) of
CAVs would greatly improve traffic safety in the mixed flow
in the way of keeping time to collision (TTC) an appropriate
range [10]. In the mixed condition of CAVs and HVs, as the
PR of CAVs increases, the potential conflicts decline both in
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intersections and highways [11]. A CAV control algorithm
improves road safety significantly by reducing conflicts even
at low PRs of CAVs [12]. Based on crash data of 6 countries
from 2012 to 2016, the reduction of the average number of
crashes by 47.48% was revealed if all vehicles were equipped
with connected vehicle (CV) or autonomous vehicle (AV)
technologies [13]. +ese research studies demonstrated the
advantages of CAVs in traffic safety. On the other hand,
some researchers demonstrated that the mixed condition
would cause interference between CAVs and HVs and
negatively affect traffic safety under certain conditions
[4, 14]. +e involvement of CAVs may lead to an increase in
potential collisions with low PRs of CAVs [11].

Considering the feature of CAVs, a road without lateral
interference would make full use of CAVs’ capability and
improve traffic efficiency and safety with the formation of
the fleet. To better investigate the influence of mixed con-
ditions of CAVs and HVs on traffic safety, considering the
characteristics of crash hotspots, urban freeway crash hot-
spots are chosen as the experiment conditions. Research on
CAV traffic safety mainly used microsimulation to experi-
ment and obtain data [10, 15–18]. To investigate the impact
of CAVs and lane management strategy on traffic safety,
microsimulation is used [19, 20].

Vehicle trajectory data are often used for the analysis of
traffic flow characteristics [21]. Conflicts can be measured
with trajectory data through the surrogate safety assessment
model (SSAM) [22–26]. Combined with microscopic traffic
simulation, precise trajectory data can be obtained.

In summary, to investigate the impact of CAVs on traffic
safety on urban freeway, a simulation platform is necessary.
With a simulation platform, the adjustment of PRs of CAVs
is accessible, which could contribute to the further research
into the traffic safety impact.

+is study advances the understanding of the traffic
safety impacts of CAVs on urban freeway crash hotspots
with microscopic traffic simulation and explores the
proper lane management under different PRs of CAVs.
+is paper is organized as follows: Section 2 introduces
the experiment framework used in this research, which
includes the selection of experiment road section, simu-
lation scenarios design, the detail of the simulation and
vehicle control algorithms for CAVs and HVs, surrogate
safety assessment model for potential conflict detection,
and the methods for traffic safety assessment. Section 3
contains the results obtained from the microsimulation
and the analysis of the impact of CAVs on traffic safety
through the calculation of 3 parameters. Section 4 dis-
cusses the limitation of this study and proposes im-
provement for the future traffic safety research involving
CAVs. Section 5 includes the conclusion obtained from
the research results.

2. Methods

2.1. Experimental Road Segment: Crash Hotspot Site.
Crash data used for hotspots identification and analysis are
extracted from the Crash Report System developed by the
Ministry of Public Security. For each traffic crash case, its

detailed crash information was recorded, as shown in
Table 1. +e crashes that occurred from January 2016 to
November 2019 and along the 3rd Ring Road of Wuhan city
were used in this study. In summary, 11,498 crashes oc-
curred in this six-lane two-way separated freeway in the
period of 47 months.

A kernel density estimation method [27] is used to
determine the hotspots in this study, and four crash hotspots
are identified and indicated in Table 2 and Figure 1. +e
fourth hotspot is with the highest kernel density and chosen
as the test site, which is located in the section of Luoshi South
Road to Qingling Highway Interchange.

+en, a microscopic simulated road is built using
VISSIM based on the fourth accident hotspot.+is section of
the road is 4.6 kilometers long, and it goes east–west with 3
lanes on each direction. +e satellite imagery with accident
stamps is shown in Figure 2.

In addition to the crash data, the traffic flow data
recorded by microwave detectors could be used to represent
the traffic condition and as an input of the simulation, as
listed in Table 3.

2.2. Scenarios of CAVs Controlled by Lane Management.
Based on the real road condition of the section of Luoshi
South Road to QinglingHighway Interchange on theWuhan
3rd Ring Road, two scenarios are set. +e purpose of these
two different microscopic traffic simulation scenarios is to
test how lane change management would affect traffic safety
with different PRs of CAVs involved. With the setting of
various penetration rates, the impact of CAVs on traffic
safety could be reflected by conflicts [28, 29].

In scenario 1, no limits are set to the CAVs that CAVs
could change lanes as they want. In scenario 2, a managed
lane is set for CAVs where CAVs could only run on this
managed lane.

+e 4.6-kilometer road is divided into 2 parts: the first
500 meters of it is set to be the preparing part which helps
make the traffic flow stable, and the rest part is set as the test
part where the data are collected, presented in Figure 3.

For the decision-making mechanisms of CAVs and HVs
are different, the response of two different types of vehicles
under the same traffic condition would be different.

As time goes by, with the development of technology, the
PR of CAVs would keep rising. A proper traffic management
strategy of CAVs would be necessary to avoid the mutual
interference of driving behaviors that CAVs and HVs would
have on each other.

2.2.1. Scenario 1: CAVs Allowed to Change Lanes. As no
lane-changing limits are set for the CAVs in scenario 1, a
mixed condition of CAVs and HVs is shown as in Figure 4.

2.2.2. Scenario 2: CAVs Constrained to Managed Lanes.
CAVs are only allowed to operate on the managed lane,
while HVs could operate anywhere on the road at will.
Scenario 2 is shown in Figure 5.
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2.3. Microsimulation and Vehicle Control Algorithm. +e
simulation test is conducted using the microsimulation
software VISSIM. +e trajectory file is generated from the
simulation for surrogate safety measures. Control algo-
rithms for CAVs and HVs shall be calibrated before the
simulation.

Two scenarios are built for the simulation. +e traffic
vehicle composition settings, vehicle input, expected speed,
traffic flow, and vehicle proportions are all based on the
actual collected traffic flow data collected by microwave
detectors as input.

2.3.1. Microsimulation. As for the simulation, to ensure the
reliability of the simulation results of 2 scenarios, 5 different
random seeds are set for each group of simulations in each
scenario. For each scenario, simulations are set 5 times at
each PR of CAVs with different random seeds, and the PR of
CAVs is in the range of 10% to 90% at 10% interval. Overall,
for each scenario, the total number of simulations is 45.

A single complete simulation consists of two phases,
which are warm-up phase and data-recording phase. +e set
of warm-up phase is to make sure the traffic flow stabilizes
during the simulation. Only the data recorded during the
data-recording phase are used in data processing.+e length
of warm-up phase is 3600 s, the length of data-recording
phase is 7200 s, and the total time of a complete simulation is
10800 s. All the trajectory files are imported into SSAM to
analyze traffic conflicts.

2.3.2. Car-Following Behavior. In our study, with regard to
the HV, the Wiedemann 99 model [30] is used to simulate the
driving behavior of vehicles on the freeway. And the intelligent
driving model (IDM) is adopted for CAV simulation.

For Wiedemann 99 model, the driving behavior is based
on the following algorithm, as illustrated in equation (1).
And the parameters involved in Wiedemann 99 are listed in
Table 4.

dx safe � CC0 + CC1 · v, (1)

where dx safe denotes the safety distance between the
leading vehicle and the following vehicle, CC0 is the average
distance when the vehicle is stopped, CC1 denotes the
desired headway, and v is the velocity.

+e IDM was proposed by Treiber [31] in 2000 and has
been used in many pieces of research on the control algo-
rithm of CAVs [28, 32].

Table 2: +e location of 4 crash hotspots.

Crash hotspots Location (all four hotspots are on Wuhan 3rd Ring Road)
1 +e section south of Changfeng Bridge
2 +e section of Wangjiazui Highway Interchange
3 +e section of Yingwu Highway Interchange
4 +e section of Luoshi South Road to Qingling Highway Interchange

Table 1: Crash information recorded in the Crash Report System.

Parameter Notes Sample
Time +e time that crash occurred 2018/9/3 20:07:00
Description +e situation description of the crash Two buses side impact
Location +e road name where crash occurred Wuhan 3rd Ring Road
Mileage +e mileage where crash occurred K1 + 200 meter
Direction +e direction where crash occurred (downstream, upstream) Downstream

Figure 1: Visualization of the spatial distribution of accident
density by kernel density estimation.

Figure 2: +e location of accidents on the section of Wuhan 3rd

Ring Road from Luoshi South Road to Qingling Highway
Interchange.
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+e basis of this theoretical car-following model is that
assumes the IDM would fit well under both free flow and
congested flow. Vehicles controlled by IDM could adjust the
head spacing and their velocity to the vehicles ahead. With

better stability of vehicle control, the IDM is now wildly
used.

As parameters of IDM have clear physical meanings,
which could influence driving behaviors of controlled

Table 3: Example of the traffic flow data recorded by microwave detectors.

Vehicle type (1—car, 2—truck) Time Checkpoint Direction (south to north) Velocity (km/h) Lane
2 20190302230647300 1 South to north 37 3
2 20190303074851300 1 South to north 46 2
2 20190303095717700 1 South to north 50 3
2 20190304005344800 1 South to north 53 3
2 20190304181204800 1 South to north 53 2
2 20190306041031900 1 South to north 36 2
2 20190306132039000 1 South to north 38 2
2 20190306220631700 1 South to north 32 2
2 20190307010854000 1 South to north 62 3
2 20190307024558500 1 South to north 56 2
2 20190307050453600 1 South to north 67 2
2 20190307114304200 1 South to north 54 3

The direction vehicles travel

Preparing partTest part
(data-recording part)

Figure 3: Schematic diagram of the experiment road section.

Human-driven vehicle
- CAV

- Truck

- CAR

Figure 4: No lane-changing limits are set for CAVs.

Managed lane
for CAV

Human-driven vehicle
- CAV

- Truck

- CAR

Figure 5: A managed lane is set for CAVs.
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vehicles. Moreover, the model could simultaneously de-
scribe the car-following behavior of vehicles on a single
lane in the state of both free flow and congested flow. In
the state of congested flow, when the velocity difference of
two vehicles one after another is small, a slight change of
space ahead would not cause rapid deceleration of ve-
hicles. A relatively stable vehicle operating state helps
provide a comfortable driving experience and improve
traffic safety. +e function of IDM is expressed as equa-
tions (2) and (3):

a � a0 1 −
v

v0
􏼠 􏼡

δ

−
s∗(v,Δv)2

s
􏼠 􏼡

2
⎛⎝ ⎞⎠, (2)

s
∗
(v,Δv) � s0 + vT +

vΔv
2

���
a0b

􏽰 , (3)

where a is the acceleration of vehicle n, v is the velocity of
vehicle n, Δv is the velocity difference of the following
vehicle and the vehicle ahead, v0 is the expected velocity
of the vehicle in the free flow, a0 is the acceleration, b

is the deceleration, s0 is the minimum space headway of
the following vehicle when the vehicle stops, T is the
expected time headway, and δ is the parameter which is
normally 4.

For an accurate simulation of CAVs, an operation
strategy is made. In the free flow, CAVs are expected to pass
through the road section at a high speed. In a congested flow,
CAVs could keep a shorter space headway. According to
previous research [33], there is a reduction coefficient under
each traffic condition, as shown in Table 5.

Combining previous research results and traffic char-
acteristics of freeways in China, the parameters and value
ranges of the selected IDM are shown in Table 6.

2.3.3. Lane-Changing Behavior. In this research, the lateral
movement behaviors of all vehicles in the micro-
simulation are set to VISSIM default lane-changing
control strategy.

2.4. Surrogate Safety AssessmentModel. +e surrogate safety
assessment model is a model developed by the Federal
Highway Administration (FHWA), U.S. Department of

Transportation, to automatically identify, classify, and
evaluate potential vehicle-to-vehicle conflicts with trajectory
files. A trajectory file could be output after running the
microsimulation on VISSIM, which contains data about the
positions, velocities, and other data of vehicles. SSAM uses
several algorithms to identify potential conflicts based on
vehicle trajectory files. Software with SSAM built in is de-
veloped by the FHWA on Windows.

Several parameters can be adjusted to determine the
criterion of identifying conflicts. +e criterion of conflicts
detecting could be affected by the change of several
parameters.

TTC is the minimum time-to-collision value during
the conflict [34]. A TTC is the time step between the
identification moment to the collision moment. As TTC
is set larger, more potential conflicts will be detected.

To classify different types of conflicts, the conflict angle is
set. A conflict angle is the approximate angle of the con-
flicting vehicles in a potential collision.

According to the conflict angle, vehicle-to-vehicle
conflicts are divided into 3 types, presented in Figure 6. If θ is
smaller than θ1, the conflict is of rear-end conflict. If θ is
bigger than θ2, the conflict is of crossing conflict. If θ is
bigger than θ1 and smaller than θ1, the conflict is of lane-
change conflict.

2.5. Assessment of Traffic Safety. To assess the impact of
CAVs on traffic safety, three methods are used, which are the
number of conflicts, acceleration distribution, and velocity.
All these analyzing data are based on the data output from
simulation.

2.5.1. Number of Conflicts. Conflicts between vehicles
could result in crash; therefore, the number of conflicts
could represent the performance of traffic safety [35]. +e
greater the number of conflicts, the lower the level of
traffic safety.

2.5.2. Acceleration Distribution. Acceleration distribution of
vehicles could represent the stability of traffic flows of the
road section [36]. As crash occurs, the distance between
vehicles is zero. In the process vehicles getting close to each
other, a rapid acceleration or deceleration would occur. +e

Table 4: Wiedemann 99 parameters.

Parameter (unit) Short description
CC0 (m) Standstill gap
CC1 (m) Headway time
CC2 (m) “Following” variation
CC3 (s) +reshold for entering “following”
CC4 (m/s) Negative “following” threshold
CC5 (m/s) Positive “following” threshold
CC6 (10−4 rad/s) Speed dependency of oscillation
CC7 (m/s2) Oscillation acceleration
CC8 (m/s2) Standstill acceleration
CC9 (m/s2) Acceleration at 80 km/h
VDES Desired speed of vehicles

Table 5: Reduction coefficient of IDM under different traffic
conditions.

Reduction coefficient ηT ηv0
ηa0

ηb

Smooth traffic flow 1.0 1.0 1.0 1.0
Congestion 0.5 0.9 1.0 1.0

Table 6: +e range of parameters of IDM.

Parameter v0 a0 b T s0

Upper bound 80 0.1 0.1 0.1 0.1
Lower bound 100 5 5 5 10
Value 86 1.2628 2.6907 1.5295 7.8893
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occurrence of a crash must be accompanied by intense
acceleration or deceleration. Acceleration can indicate road
safety [10]. As the acceleration closes to zero, the state of
vehicles in traffic flow tends to keep stable, which represents
a high level of traffic safety.

2.5.3. Velocity Difference. +e distribution of velocity dif-
ference can represent the fluctuation of traffic flow. +e
velocity difference is the difference value between the ve-
locity of front vehicle and the velocity of rear vehicle. As the
absolute value of velocity difference gets higher, the distance
between vehicles gets further or closer, which declares an
unstable state of traffic flow.

+e velocity difference is expressed as follows:

vdiff � vfront − vrear, (4)

where vdiff is the velocity difference, vfront is the velocity of
front vehicle, and vrear is the velocity of rear vehicle.

3. Results

+e results obtained from the microsimulation are divided
into 3 parts. Two different scenarios were tested in the
microsimulation, and these results are measured as the mean
value of the simulation output of all 5 random seeds. +ese
results are the parts after the simulation has been started at
3600 s when the vehicle flows tended to remain relatively
stable. +e conflicts are exported from trajectory files ana-
lyzed through SSAM. With the existence of medial divider,
considering only traffic flows in the same direction, no
crossing conflict would exist, conflicts between vehicles are
in the type of rear end and lane change regarding the conflict
angle of two cars. All the parameters are set to default in
SSAM.

3.1.Conflicts onUrbanFreeway. Two scenarios are set for the
microscopic simulation experiment.

In the simulation, the only parameter that has been
changed is the PR of CAVs. +e conclusion obtained in the
simulation test is that while all the vehicles on road are
CAVs, there would not be potential conflicts.

In scenario 1, no managed lane is set for CAVs; all the
vehicles could change lanes or overtake other vehicles. +e
trend of changes in the number of potential conflicts is
shown in Figure 7. +e number of potential conflicts with
various PRs of CAVs is listed in Table 7. As the PR of CAVs
increases from 10% to 50%, the number of potential conflicts
increases from 179 to 724, an increase of 304.47% on the
number of conflicts at a PR of 10%. +is indicates that the
involvement of CAVs interferes with the running status of
traffic flow and lowers the traffic safety level. From 50% to
80% of PR of CAVs, the number of potential conflicts barely
changes. +e mixed condition of CAVs and HVs tends to be
stable. When the PR of CAV changes from 80% to 90%, the
number of potential conflicts decreases from 726 to 584, a
decrease of 19.56% on the number of conflicts at a PR of
80%. As CAVs take a large proportion of traffic flow, the
advantage of CAVs starts to reveal.

In scenario 2, managed lanes are set to constrain lane-
change behaviors of CAVs. Figure 8 provides a visual
representation of the trend of the number of potential
conflicts with the increase of PRs of CAVs. As the PR of
CAVs increases from 10% to 90%, the number of potential
conflicts decreases from 63 to 0, a decrease of 100% on the
number of conflicts at a PR of 10%. +e results indicate
that setting managed lanes and constraining lane-change
behaviors help CAVs avoid lateral interference and form
fleet. CAV fleet could operate fast and smoothly. In the
CAV fleet, CAVs could keep a short head spacing between
each other.

Lane
change

Rear
end

Crossing

180°

0°
θ = conflict angle
θ1 = rear-end threshold angle
θ2 = crossing threshold angle

θ

θ < θ1

θ > θ2

θ1 ≤ θ ≤ θ2θ1

θ2

Figure 6: Diagrammatic sketch of conflict angle (source: [34]).
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3.2. Acceleration Distribution on Urban Freeway. Figure 9
presents acceleration distributions of two scenarios with the
PR of CAVs increases from 10% to 90%. Figure 10 provides a
visual representation of the change in standard deviation
(SD) of acceleration as the PR of CAVs changes. +e SD of
acceleration and PR are listed in Table 8.

As Figure 9 shows, under both scenarios, a gradual
increase in the ratio of the acceleration at 0m/s2 can be easily
found, which indicates that the involvement of CAVs would
boost the portion of smooth driving in the mixed traffic flow.
With the increase in the PR of CAVs, the ratio of high
deceleration rate is also decreased, which indicates that a
smoother traffic flow can be attained.

3.3. Velocity Difference on Urban Freeway. According to the
data of the microwave detector, traffic conditions on road
can be analyzed. Comparing data recorded by themicrowave
detector and data exported through the simulation, the
impact that CAVs made can be detected. Figure 11 dem-
onstrates the velocity difference of vehicles in real situations
and human-driven vehicles (PR of CAVs� 0) in simulation.
+e distribution of velocity difference is close to a normal
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Figure 7: Number of potential conflicts in scenario 1 in 10% increments of CAV penetration rate.

Table 7: Tabular representation of the number of potential conflicts in two scenarios.

CAV penetration rate (%)
Scenario 1 Scenario 2

Rear end Lane change Total conflicts Rear end Lane change Total conflicts
10 15 164 179 8 55 63
20 33 257 290 12 45 57
30 44 344 388 21 24 45
40 67 480 547 6 7 13
50 75 649 724 3 4 7
60 48 679 727 0 4 4
70 56 682 738 0 2 2
80 71 655 726 0 0 0
90 64 520 584 0 0 0
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Figure 8: Number of potential conflicts in scenario 2 in 10%
increments of CAV penetration rate.
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distribution. +e SD of velocity difference on road is 10.504,
and the SD of velocity difference in simulation is 8.653.
Despite little difference, the close SD indicates the accuracy
of simulation is high.

Previous studies showed that CAVs can affect traffic
safety by affecting the speed of the front and rear cars [10]. In

this research, vehicle velocity differences have been calcu-
lated under various PRs of CAVs from 10% to 90%.
Figure 12 presents the distribution of velocity differences of
vehicles on the road of 2 scenarios. As shown in Figure 12,
the velocity difference distribution is like normal distribu-
tion. In the mixed traffic flow, as the PR of CAVs increases,
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Figure 9: Acceleration of vehicles on the road of 2 scenarios at different PRs. (a) Scenario 1. (b) Scenario 2.
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velocity differences tend to close to 0, which represents that
vehicles on road keep a relatively stable flow. +ese results
show that CAVs can promote the stability of traffic flow. In
scenario 2, the velocity differences converge to 0 faster than
those in scenario 1, indicating that CAVs could help improve
traffic safety on freeway crash hotspots.

As shown in Table 9, as the PR of CAVs increases, the SD
of velocity difference in scenario 1 rises and then decreases.
+e trend of SD of velocity difference in scenario 2 falls,
follows with rise, and then falls. But the range of SD of
velocity difference is smaller in scenario 2 than in scenario 1.

Standard deviation is a good indicator to describe the
degree of dispersion in a normal distribution. As shown in
Figure 13, on the whole, the SD of velocity difference de-
creases as the PR of CAVs increases.

+e velocity difference between the vehicles and the
following vehicles can reflect the traffic safety level at the
microscope level. Vehicles driving smoothly not only make
drivers and passengers feel comfortable but also help in-
crease the volume of traffic flow. In general, CAVs can
promote the tendency of the velocity difference between the
vehicles and the following vehicles to converge toward 0. As
the PR of CAVs increases, the trend of aggregation of ve-
locity difference is getting more obvious, which could

represent that CAVs could help the traffic flow operate
smoothly. Constraining CAVs on the managed lane could
help improve traffic safety with high PR of CAVs at the
freeway crash hotspots. In the condition that CAVs can
change lanes freely, velocity difference with different PRs of
CAVs is not the same, but on the whole view, there is an
aggregate trend that velocity difference gets close to 0. +e
reason why there is a trend is that, compared with HVs,
CAVs can better perceive traffic conditions ahead and adjust
their operation in time to keep a relative safe distance to the
vehicle ahead in time. With a more sensitive response in the
car-following flow, vehicles (include CAVs) can travel more
smoothly and avoid nonsense deceleration and congestion.
In this way, setting lane-change constrain to CAVs could
better use the strengths of CAVs without the interference of
HVs. +e biggest feature of driver behaviors is random and
unpredictable. With random deceleration, lane changing,
and over-passing behaviors, the balance of traffic flow on
road can be easily broken. +at is one of the reasons why
traffic jams would occasionally happen on road. In sum-
mary, as the PR of CAVs getting higher, the stability of the
overall traffic flow tends to get better, where setting con-
straints to CAVs’ lane-change behavior helps improve traffic
safety.
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Figure 10: Standard deviation distribution of acceleration of vehicles in simulation.

Table 8: Tabular representation of the standard deviation of acceleration in two scenarios.

PR of CAVs (%)
SD of acceleration

Scenario 1 Scenario 2
10 0.39832 0.34323
20 0.42410 0.33488
30 0.46552 0.29471
40 0.49242 0.23735
50 0.51403 0.17574
60 0.56258 0.13405
70 0.62391 0.09934
80 0.61760 0.07070
90 0.50907 0.04140
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Figure 12: Continued.
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Figure 11: Velocity difference of vehicles from 7:00 to 9:00 on the selected road section. (a) Velocity difference of vehicles on the road.
(b) Velocity difference of HVs in simulation.
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Figure 12: Velocity difference of vehicles on the road of 2 scenarios. (a) Scenario 1. (b) Scenario 2.
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Figure 13: +e standard deviation of velocity difference of vehicles in simulation.

Table 9: Tabular representation of the standard deviation of velocity difference in two scenarios.

SD of velocity difference 0% 10% 20% 30% 40% 50% 60% 70% 80% 90%
Scenario 1 8.653 8.752 8.914 8.918 8.688 8.335 7.269 7.226 6.449 5.287
Scenario 2 8.653 8.497 8.156 8.337 8.711 8.857 8.522 8.542 7.956 7.112
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4. Conclusions

In this research, the impact of CAVs on traffic safety with
various PRs of CAVs is investigated by simulation, and two
experiment scenarios are set to study the traffic safety im-
provement of two traffic management strategies.

+e authors built a mixed traffic scene with CAVs and
HVs using microscopic simulation software. During the
experiment, the PR of CAVs has been changed from 10% to
90%, two traffic management strategies were designed by
settingmanaged lanes for CAVs or not. Evaluation data were
generated from the simulation, and potential conflict de-
tection was completed through the surrogate safety as-
sessment model using vehicle trajectory files.

+ough that the situation perception advantages seem to
provide CAVs with significant improvement in traffic safety,
the results indicate that the involvement of CAVs in the
mixed traffic flow on urban freeway would cause an increase
of more than 300% in the number of conflicts and a decline
in traffic safety levels as the PR of CAVs increases from 10%
to 50%. +e results indicate that the arrangement of man-
aged lanes for CAVs rises in traffic safety as the PR of CAVs
is in the range of 10% to 50% compared with allowing CAVs
lane-changing. As the PR of CAVs rises above 70%, the
safety level rises up again without lane management of
CAVs. +e reason for the traffic safety level decline may be
the driving behavior difference between HVs and CAVs, and
the difference may cause interference in vehicle operating
and lead to conflicts. +e results also indicate that setting
managed lanes for CAVs could help improve traffic safety at
the freeway crash hotspot. With a better perception of the
surrounding conditions and information sharing, CAVs
running at the same lane could keep a short head spacing
and form a fleet.

Because only one set of traffic flow data was used in this
study, the impact of CAVs on traffic safety may not be
completely revealed. In the further study, more road situ-
ations with different traffic flow shall be considered, and the
function of more detailed lane management shall be
discussed.

5. Discussion

+e impact of CAVs on traffic safety would change along
with the change of PR of CAVs [11].+e number of potential
conflicts increases with the increase of PR of CAVs, with the
PR under 50%. +e SD of acceleration also increases, which
indicates the decline of traffic safety levels. When the PR of
CAVs is between 50% and 80%, the number of potential
conflicts, acceleration distribution, and velocity difference
distribution barely change with PRs increasing. CAVs and
HVs form a stable traffic flow state. As the PR of CAVs is
beyond 80%, the number of potential conflicts and standard
deviation of acceleration decrease with an increase in the PR
of CAVs. +is indicates the improvement of traffic level
compared with the situation when the penetration is 50%.
But the number of potential conflicts is still higher with the
PR of CAVs at 90% compared with 10%.

After constraining CAVs not to change lanes, the
number of potential conflicts and SD of acceleration de-
crease with an increase in the PR of CAVs, which indicates
the improvement of traffic safety level.

+ough simulation is relatively cheap and easy to con-
duct, the reliability and precision of simulation cannot fully
reveal the actual rule of CAV field-driving behavior. For
further investigation of the influence of CAVs on traffic
safety, a real-road CAV test is essential. Two traffic man-
agement strategies were proposed in this research, which
were no managed lane and managed lane for CAVs. A more
specific and customized management strategy could im-
prove traffic safety levels better. +e PR mentioned in this
research is the proportion rate of CAVs in the process of
vehicle input before the simulation. +e input proportion
rate cannot reflect the PR in the traffic operating process
accurately. For a more accurate investigation of the impact
of the mixed condition of CAVs and HVs on traffic safety,
controlling the PR during the simulation is essential.

For further research, calibrating the CAV control al-
gorithms is necessary, which could help improve the ac-
curacy of microsimulation and improve the reliability of the
research. Experiments with real CAVs could reflect the
driving behaviors directly, and traffic safety levels could be
evaluated by analyzing the data collected in the experiment.
More experiment scenarios could be designed, and a more
concrete traffic management strategy should help the traffic
flow operating more smoothly.
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Traffic crash is a complex phenomenon that involves coupling interdependency among multiple influencing factors. Considering
that interdependency is critical for predicting crash risk accurately and contributes to revealing the underlying mechanism of
crash occurrence as well, the present study attempts to build a Real-Time Crash Prediction Model (RTCPM) for urban elevated
expressway accounting for the dynamicity and coupling interdependency among traffic flow characteristics before crash oc-
currence and identify the most probable risk propagation path and the most significant contributors to crash risk. In this study,
Dynamic Bayesian Network (DBN) was the framework of the RTCPM. Random Forest (RF) method was employed to identify the
most important variables, which were used to build DBN-based RTCPMs.-e PC algorithm combined with expert experience was
further applied to investigate the coupling interdependency among traffic flow characteristics in the DBN model. A comparative
analysis among the improved DBN-based RTCPM considering the interdependency, the original DBN-based RTCPM without
considering the interdependency, and Multilayer Perceptron (MLP) was conducted. Besides, the sensitivity and strength of
influences analyses were utilized to identify the most probable risk propagation path and the most significant contributors to crash
risk. -e results showed that the improved DBN-based RTCPM had better prediction performance than the original DBN-based
RTCPM and the MLP based RTCPM.-emost probable risk influencing path was identified as follows: speed on current segment
(V) (time slice 2)⟶V (time slice 1)⟶speed on upstream segment (U_V) (time slice 1)⟶Traffic Performance Index (TPI)
(time slice 1)⟶crash risk on current segment. -e most sensitive contributor to crash risk in this path was V (time slice 2),
followed by TPI (time slice 1), V (time slice 1), and U_V (time slice 1). -ese results indicate that the improved DBN-based
RTCPM has the potential to predict crashes in real time for urban elevated expressway. Besides, it contributes to revealing the
underlying mechanism of crash and formulating the real-time risk control measures.

1. Introduction

Predicting road crashes in real time is a hotspot in road
safety under the context of active trafficmanagement (ATM)
over the past two decades. Real-time crash prediction refers
to the assumption that the occurrence probability of a crash
on a specific road segment can be predicted within a very
short precrash time interval by adopting instantaneous
traffic flow characteristics [1–3]. -e development of In-
telligent Transportation System (ITS) and advanced trans-
portation information systems (ATIS) is helpful for easily

collecting traffic data in real time, promoting the effective
and accurate assessment on crash risk on highways and
expressways by use of RTCPMs [4–11].

In general, numerous RTCPMs studies establish a direct
connection between traffic flow data (i.e., volume, speed,
occupancy and their combinations) and crash data. In these
models, the collinearity and correlation among dependent
variables are avoided; thus, the independence of variables is
guaranteed [12, 13]. However, road crash is a complex
phenomenon involving coupling interdependency among
multiple influencing factors. -e concept of coupling

Hindawi
Journal of Advanced Transportation
Volume 2021, Article ID 5569143, 12 pages
https://doi.org/10.1155/2021/5569143

mailto:lujian_1972@seu.edu.cn
https://orcid.org/0000-0002-9661-1337
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5569143


interdependency can be used to express the interaction
between various risks. Although these complex system
factors can exhibit many characteristics on their own, in
reality these individual factors interact and couple with each
other in even more complex ways in terms of coupling
direction and coupling strength [14–16]. -is interaction is
called coupling interdependency, which can lead to an in-
creased or a decreased risk of an accident [17].-erefore, it is
essential for RTCPMs to account for the interdependency
among influencing factors. Additionally, the one-time in-
terval of traffic data is frequently adopted for real-time crash
prediction in a number of RTCPMs [6, 18]. However, for
urban elevated expressway, the merging and lane-changing
driving behaviours are frequent due to the dense-ramp
setting. -e traffic flow characteristic is prone to displaying
dynamicity that varies over time, which is closely associated
with crash risk [19]. -erefore, the dynamicity of traffic flow
in the temporal dimension should be considered with the
implementation of the RTCPM for predicting crashes on
urban elevated expressway.

DBN, a particular form of Bayesian Network (BN),
represents the dynamic evolution of some state space
model through time [20]. It has been widely used to predict
and assess the dynamically evolving process of risk in the
field of maritime accidents, tunnel construction, ship-ice
collision, etc. [21–23]. In order to express the dynamicity of
traffic flow characteristics, some RTCPMs studies apply
time-series traffic data consisting of several time intervals
[24–27], which are proved to be feasible and robust.
However, these researches ignore the investigation of in-
terdependency among different traffic flow characteristics
and simply connect each influencing factor to crash risk
directly in the construction process of the graph structure.
As the most critical step in the DBN construction, the
interdependency of variables can be well assessed in the
DBN model with the application of the structure learning
algorithm. Besides, the neural network-based models (e.g.,
MLP) are also able to accommodate correlated dependent
variables. However, the whole model should be rebuilt and
recalibrated once the future new variables and knowledge
from new data are input, whose tuning process can be
highly resource-demanding [13].

Furthermore, considering the interdependency among
influencing factors also helps to reveal the underlying
mechanism of crash occurrences. -e present study esti-
mates the crash risk by quantifying the probability of crash
occurrences. We hope this model can provide some real-
time countermeasures to mediate risk when there is a high
probability of crash. -e formulation of countermeasures
should be based on the identification of risk propagation
path and significant risk contributors. However, there has
been a dilemma between predictive and explanatory models:
the models specialized in prediction are not the best in
knowledge discovery, and vice versa [7, 28]. -e DBNmodel
has the advantage of implementing uncertainty analysis and
probability reasoning and conducting bidirectional uncer-
tainty investigation for prediction and diagnostic analyses.
Combining with the sensitivity and strength of influences
analysis methods can not only identify the most probable

risk propagation path, but also can recognise the most
sensitive contributors in the propagation path [29]. Once the
most sensitive risk contributors in the whole propagation
path are revealed, the references for the sequence and
emphasis of mediation can be provided, which helps to
formulate appropriate real-time countermeasures to cut off
the risk propagation path and decrease the probability of
crash occurrence.

-e existing DBN-based RTCPMs mainly emphasize the
dynamicity of traffic flow characteristics, lacking inves-
tigation on the coupling interdependency among traffic
flow characteristics. -e main contributions of this study
are (1) to apply the DBN structure learning algorithm in an
example to predict road crashes; (2) to compare the
performances of two DBN-based RTCPMs (considering
the interdependency and not considering the interde-
pendency) and the MLP-based RTCPM; and (3) to identify
the most sensitive risk contributors in the propagation
path by the use of the sensitivity and strength of influence
analyses.

-e manuscript is organized into five sections. -e re-
mainder is organized as follows. In Section 2, the materials
and methods are presented. Section 3 presents the results
and discussions. Section 4 provides some concluding
remarks.

2. Materials and Methods

2.1. Study Area and Data Preparation. -e 40 segments of
the Yan’an elevated expressway in Shanghai, China, se-
quentially linking up to each other along the westbound and
eastbound expressway, were selected as the study areas (see
Figure 1). All segments are three-lane with detectors spaced
at an approximate distance of 300–500m. Each segment has
similar road geometry and on/off-ramp arrangement; thus,
the road geometries and ramp locations were not considered
as influencing variables on the crash risk. -ere were 82
crashes that happened on the Yan’an expressway during
August and September 2018. -e dates, times, and segment
IDs of the crashes were collected. Based on the matched
case-control design, three corresponding noncrash cases for
each crash case were randomly matched for the same seg-
ment and occurrence time (246 noncrash cases in total).
Besides, traffic flow characteristics and weather variables
were also obtained as inputs of the RTCPM, aiming at
classifying the crash and noncrash states based on the in-
vestigation of relationship between crash risk, traffic flow
characteristics, and weather conditions.

-e existing dual-loop detectors in study areas are
available for providing the average speed (km/h) and the
average volume of a single lane (pcu/h) for each segment.
Hourly weather variables, including visibility (km) and
weather type (rainy or sunny), were collected from the
Shanghai Xujiahui Observatory, which is 7.5 km far from the
Yan’an expressway. In this study, the Traffic Performance
Index (TPI) varying between 0 and 1 was applied as an
indicator to measure the magnitude of congestion degree,
where 1 is a traffic jam state and 0 is a free flow state
(equation (1)). Consider

2 Journal of Advanced Transportation



TPI �
Vmax − Vi( 􏼁

Vmax
, (1)

where Vmax is the maximum speed and Vi is the average
speed at the ith time period.

-e average speed data on the current, upstream, and
downstream segments of the crash location and the TPI of
the whole expressway were aggregated in 5-minute intervals.
-e evolution of traffic flow with time leading to a crash was
a dynamic process; thus, the traffic flow characteristics of
several time intervals before the crash should be combined to
build the model. -e intervals of 0–5min (time slice 0),
5–10min (time slice 1), and 10–15min (time slice 2) prior to
the crash were considered. -e time slice 0 was excluded,
because the crash warning system needs some time to
recognise crash states, and the actual crash occurrence time
and recorded time are not always completely consistent. Due
to the raw weather data updated once an hour, the weather
condition was regarded as a stable influencing variable
across different time slices. Finally, the traffic flow and
weather data corresponding to 82 crash cases and 246
noncrash cases were generated. In total, nine variables
combining traffic flow characteristics on current, upstream,
and downstream segments of the crash location with
weather condition are shown in Table 1.

2.2. Random Forest (RF). -e main purpose of constructing
RTCPM is to evaluate crash risk in real time. High-dimensional
variable space can increase the processing complexity of the
RTCPM. -us, Random Forest (RF), a widely used variable
selection model, was implemented in this study to select
influencing variables and reduce the redundancy of variables.
Variable importance (VI) metric was used as the criterion to
pick the mostly related variables [12, 30], which can be de-
termined with the following steps.

(1) Sample N amount of data from the learning set to
build a tree classifier by bootstrap sample technique,
and the remaining samples of the learning set were
not used in the growth of the tree. -e left-out
samples, an effective internal test data set, were called
out-of-bag (OOB) data, which were adopted to

obtain an unbiased error estimate. m number of
variables were randomly selected from the original
variable set M (m <M), and the best split variable in
m at each tree node was adopted to split node. Each
tree grew naturally without pruning. Repeat this step
k times to construct RF consisting of k trees.

(2) Each tree classifier produced a classification result by
voting for the binary target (crash or noncrash)
based on OOB samples, and the classification error
rate Ri was calculated consequently.

(3) Add random noise disturbance for the values of any
variable in the OOB sample, and the new OOB
sample was produced. Each tree that was imple-
mented for crash/noncrash classification tests with
the new OOB sample was used to calculate the
classification error rate Ri’.

(4) VI was calculated as the increase in the mean of the
classification error rate of trees after adding random
noise disturbance. -e calculation formula was
shown in the following equation:

VI �
1
k

􏽘

k

i�1
Ri
′ − Ri( 􏼁. (2)

2.3. Dynamic Bayesian Network (DBN). -e Bayesian Net-
work (BN) is a probabilistic graphical model that expresses
the probability relationships among a set of variables that
connect those variables in a directed acyclic graph (DAG).
-e BN has the advantages in learning causal relationships,
predicting the consequences of intervention, and analyzing
the most probable explanations of consequences. Some
researchers have adopted BN to evaluate and analyze traffic
accidents risk [31–33]. Most crashes did not happen based
on a particular point in time, but they can be described
through multiple traffic states among a series of time slices.
-e DBN is a kind of BN, which can couple time-series data
to express the risk evolving process with time flowing for-
ward [20]. With the application of the probabilistic infer-
ence, the critical step of BN generalization was to reveal the
probabilistic dependencies of random variables, which are

Figure 1: Yan’an elevated expressway, Shanghai, China.
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also expressed in time sequence in the DBN. Two types of
dependencies existed in the DBN: dependencies within one
time slice and dependencies among time slices. -e DBN
model consisted of observable evidence X� {x1, x2, . . . , xt}
and hidden variables Y� {y1, y2, . . . , yt}, which were traffic
state variables and crash likelihood, respectively. When a
Markov model and a BN were integrated to construct a DBN
model, there were a transition model P(xt|xt−1), an obser-
vation model P(yt|xt), and an initial state distribution P(x1).
-e joint probability distribution can be expressed as
follows:

P(X, Y) � 􏽙
t

t�2
P xt|xt−1( 􏼁 􏽙

t

t�1
P yt|xt( 􏼁P x1( 􏼁. (3)

-ere were three key steps to initialize a DBN model: (1)
-e ChiMerge algorithm was adopted to implement the
discretization of continuous variables. (2) Structure learning
was applied to present the graphic dependencies among
variables. In this step, the DBN not only estimated the
dependencies between variables within one time slice but
also examined them among different time slices. -e PC
algorithm was used to build the structure of the BN within
one slice among traffic state variables and crash likelihood.
-en, the same variables among different slices were con-
nected to build the structure of the DBN. (3) Parameter
learning was conducted to learn the conditional probability
distribution of variables within one time slice and across
time slices. Parameter estimation was tested by the Expec-
tation Maximization (EM) algorithm.

2.4. ChiMerge Algorithm. -e continuous variables are
usually problematic in DBNs because it fails to capture the
relationships between the continuous variables [34]. -e
classical way to deal with continuous variables in DBNs is to
discretize the variables [35]. Discretization is the operation
of dividing continuous variables into a small number of
intervals, where each interval is mapped to a discrete symbol.
-ere are two widely used simple methods, the equal-width
intervals, which divides the variables between the minimum
and maximum values into a number of intervals in equal
size, and the equal-frequency intervals, where the interval
boundaries are chosen based on the fact that each interval
contains the same number of samples. However, both of the

methods ignore the class of samples [36]. A good dis-
cretization has both the intrainterval uniformity and
interinterval difference. ChiMerge algorithm performs
merging operation by using the χ2 statistic to test whether
there are significant differences or similarities of relative
class frequencies between adjacent intervals.

-e ChiMerge algorithm is mainly consisted of several
steps.

(1) Sort the samples according to their value.
(2) Calculate the χ2 value for each pair of adjacent in-

tervals with the following equation:

χ2 � 􏽘
m

i�1
􏽘

n

j�1

Aij − Eij􏼐 􏼑
2

Eij

, (4)

where m� 2 (the 2 intervals being compared), n� 2
(number of classes, i.e., crash and noncrash),
Aij � number of samples in the ith interval, jth class,
and Eij � expected frequency of Aij.

(3) Merge the pair of adjacent intervals with the lowest
χ2 value until all pairs of intervals with χ2 values
beyond χ2 threshold. -e χ2 threshold is determined
by a desired significance level (0.95 percentile level in
this study) and the number of degrees of freedom (1
less than the number of classes). -ere are 2 classes
(crash and noncrash); thus, the degree of freedom is
1. Finally, the χ2 value is 3.841.

2.5. PC Algorithm. -e PC algorithm is an efficient and
classical algorithm used for structural learning in BN
[37, 38]. -e process of the PC algorithm mainly consists of
three steps:

(1) Determine the skeleton of the graph by conditional
independence tests. Let X� {x1, x2, . . ., xk}be a set of
random variables and V� {v1, v2, . . . , vk} be a set of
nodes in a graph so that each node in V represents a
random variable in X. -en, construct an undirected
graph G where all nodes are connected to each other,
and then the PC algorithm implements statistical
tests to remove or maintain edges between adjacent
nodes xi and xj given a conditioning xc in the graph
by calculating the cross entropy CE(xi, xj | xc):

Table 1: Information of the nine alternative variables.

Variable Description
TPI -e average TPI of the whole expressway within 5 min interval
V -e average speed of current segment within 5 min interval (km/h)
U_V -e average speed of upstream segment within 5 min interval (km/h)
D_V -e average speed of downstream segment within 5 min interval (km/h)
Q -e volume of current segment within 5 min interval (pcu/h)
U_Q -e volume of upstream segment within 5 min interval (pcu/h)
D_Q -e volume of downstream segment within 5 min interval (pcu/h)
Visibility -e horizontal visibility within one hour (km)
Weather -e weather type in one hour, rainy or sunny
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CE xi, xj|xc􏼐 􏼑 � 􏽘
xc

P xc􏼐 􏼑 􏽘
xi,xj

P xi, xj|xc􏼐 􏼑

· log
P xi, xj|xc􏼐 􏼑

P xi|xc􏼐 􏼑P xj|xc􏼐 􏼑
.

(5)

-e PC algorithm adopts G2 test statistic, which
equals 2nCE(xi, xj|xc) with n indicating the sample
size, to verify the independence. -e result of this
first step is the skeleton of the graph.

(2) Search the v-structures. If two variables xi and xj are
not conditionally independent with given xc, then vc

is determined as a collider node and a v-structure vi

⟶ vc ← vj is drawn, and the other edges remain
undirected vi − vc − vj.

(3) Confirm the directions of the rest of the edges.
Combining with expert experience, some undirected
edges between nodes are specified based on the
principles where any cycle and any other v-config-
uration are not allowed.

2.6. Expectation Maximization (EM) Algorithm. -e EM
algorithm is a general algorithm to calculate maximal log
likelihood and the performance has been proved to be ef-
fective in parameter learning of BN [39]. -e basic theory of
the EM algorithm is to learn the dependence among the
nodes by iterating the process of parameters estimation [40].
-e EM algorithm mainly consists of three steps:

(1) Initialize θ: Given a set of unknown parameters θ, the
value of a log likelihood is maximized. -e object
function is

ℓ(θ; X) � log P(X|θ) � log􏽘
Y

P(Y, X|θ). (6)

Introduce a distribution Q(Y): an initialization dis-
tribution of θ is defined based on Jensen’s inequality:

ℓ(θ; X) � log􏽘
Y

Q(Y)
P(Y, X|θ)

Q(Y)
≥ 􏽘

Y

Q(Y)log
P(Y, X|θ)

Q(Y)
.

(7)

(2) E-Step: Calculate the distribution Q(Y)� P(Y|X; θ),
which is viewed as the E-step.

(3) M-Step: Optimize the parameters based on the es-
timation of the joint probability distribution, which
is viewed as the M-step.

θ′ � argmax
θ

􏽘
Y

Q(Y)log
P(Y, X|θ)

Q(Y)
. (8)

θ′ replaces θ. -e iterations process would be re-
peated until a local optimum of the estimated pa-
rameters is achieved.

2.7. Multilayer Perceptron (MLP). -e neural network, an
effective function approximator, is often used to solve

regression and prediction problems in various fields. A
general multilayer perceptron model can be performed by
the following 3 steps.

(1) Initialize the MLP model. Assume that the original
function can be approximated by a set of basic
functions:

F(x) � 􏽘
m

i�1
wiφi(x) + e, (9)

where F is the original function, x is the input vector,
m is the number of network synapses, w is the weight
of synapses, φ is the basis function allocated on
synapses, commonly used functions with S-shaped
curves (such as tanh), and e is the error.

(2) Load the sample point pair (x, y) and calculate the
error between the predicted and true values:

e � 􏽘
i

wiφi(x) − y, (10)

where y is the true value of the sample.
(3) Adjust network synapse weights according to error

feedback. -e general calculation formula of the
adjustment is

Δw � φ′(x) 􏽘
k

wkek, (11)

where k is the layer after which the neuron to be
adjusted is located. When the adjustment ∆w is less
than a preset threshold value η, this step would be
terminated; otherwise, the weights would be updated
and the process would go back to Step (2).

3. Results and Discussion

-e DBN-based RTCPM was constructed based on the
training dataset (involving 264 crash data and noncrash
data) and validated based on the validation dataset (in-
volving 64 crash data and noncrash data).

3.1. Variable Selection. Figure 2 shows the variable impor-
tance ranking which was determined by RF method. It is
clear that the most important three variables were the TPI
(0.151), V (0.144), and U_V (0.144) (VI >0.14). -e relative
importance of other variables was less than 0.12. -erefore,
the TPI, V, and U_Vwere selected as influencing variables to
construct the DBN model. It is surprising that the visibility
and weather played limited roles. It is probably explained by
the collection time of the crash data (from August to Sep-
tember), when there were more daylight and less visibility
differences (mean� 21.32 km, SD� 10.90 km). According to
the Horizontal Visibility Grading of Chinese Standard (GB/
T 33673–2017), when the visibility is greater than or equal to
10 km, the visual field is considered as a good level.
-erefore, the overall good visibility did not contribute a lot
to crash risk in this study. In addition, a classified weather
variable, the weather type (rainy/sunny), was used as the
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proxy to represent the weather condition in this study, rather
than a quantized variable, rainfall. We assume that the re-
lationship between the crash risk and rainfall might be more
obvious than the weather type.

3.2. DBN Model Construction. -e DBN models with and
without considering the interdependence among traffic flow
characteristics (TPI, V, and U_V) were both constructed
based on the training dataset. -e former model (the im-
proved DBN-based RTCPM) was the main purpose, and the
latter one (the original DBN-based RTCPM) was developed
for comparison. Before constructing the graphical structure
of the improved DBN-based RTCPM, the three traffic flow
characteristics were discretized according to their corre-
sponding crash cases using the ChiMerge algorithm. -e
number of discretization states of every variable was con-
fined to 10 so that the calculation complexity in DBNmodels
can be decreased. -e discretization ranges of TPI, V, and
U_V are presented in Figures 3–5, respectively. -e results
showed that the adjacent discretization intervals in every
variable were characterized by distinguishable crash/non-
crash ratio, indicating that the ChiMerge algorithm per-
forms a good discretization.

After discretization, the PC algorithm and expert as-
sessment were utilized to investigate the interdependency
among traffic flow characteristics within one time slice. -e
dynamicity of traffic flow characteristics was reflected by
connecting the same variables from time slice 2 to time slice
1. -e dynamicity and interdependency determined the
graphical structure of the improved DBN-based RTCPM
(Figure 6). -e original DBN-based RTCPM did not con-
sider the interdependency among traffic flow characteristics,
and its graphical structure was directly determined by
connecting the traffic flow variables to crash risk within one
time slice and connecting the same variables between two
time slices (Figure 7).

Afterwards the parameter learning process was imple-
mented using the EM algorithm. -e initial states of the

improved DBN-based RTCPM and the original DBN-based
RTCPM are presented in Figures 8 and 9, respectively. It was
observed that their overall probabilities of a traffic flow state
being associated with a crash were different (36% and 42%,
respectively) when no new evidence was entered into the
DBN. -is difference suggested the importance of com-
paring the performance of the two types of DBN-based
RTCPM.

3.3. Model Validation and Comparison. -e validation
dataset was used to validate the DBN models. When no new
evidence was entered into the DBN, the marginal probability
of crash risk node of initial state of DBNmodel was set as the
classification threshold for evaluating the model perfor-
mance. And then, each validation dataset was entered in-
dividually in the models. -e crash risks, i.e., the posterior
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probability of crash risk node, relating to the prone traffic
condition, were calculated based on the prior probabilities.
Several evaluation metrics based on the confusion matrix
(Table 2) are presented in the following equations:

overall accuracy �
Tcrash + Tnoncrash

Tcrash + Fcrash + Fnoncrash + Tnoncrash
,

(12)

sensitivity �
Tcrash

Tcrash + Fnoncrash( 􏼁
, (13)

specificity �
Tnoncrash

Tnoncrash + Fcrash( 􏼁
, (14)

precision �
Tcrash

Tcrash + Fcrash( 􏼁
, (15)

recall �
Tcrash

Tcrash + Fnoncrash( 􏼁
, (16)

F − measure �
2∗ precision∗ recall
precision + recall

, (17)

G − means �

�������������������

sensitivity ∗ specificity
􏽱

. (18)

Besides the overall accuracy from equation (12), the
sensitivity from equation (13), G-means from equation (17),
and F-measure from equation (18) were used to compare the
performance of two types of DBNs and MLP. For imbal-
anced classification, the overall accuracy metric is not suf-
ficient due to its inability to examine the minor positive
samples; thus, the sensitivity was chosen as the supple-
mentary metric to examine the crash classification accuracy.
-e F-measure is the harmonic mean of precision and recall
and represents the ability to detect crashes. Furthermore, the
balanced classification ability can be reflected by G-means,

which is the geometric mean of sensitivity and specificity.
-e comparison results are presented in Table 3.

As illustrated by Table 3, all the models can reach a good
classification accuracy. Among them, the improved DBN-
based RTCPM showed the best overall classification ac-
curacy, followed by the original DBN-based RTCPM and
MLP-based RTCPM. For the crash detection ability, the
sensitivity metric indicated that the improved DBN-based
RTCPM performed the best, and the relatively poor per-
formance was seen in the original DBN-based RTCPM.
Furthermore, the F-measure also suggested that the im-
proved DBN-based RTCPM had better crash prediction
ability than the original DBN-based RTCPM and MLP-
based RTCPM. With respect to the balanced classification
ability, the G-means revealed that the improved DBN-
based RTCPM achieved better than the other models. For
all the comparisons, the results demonstrated that the
improved DBN-based RTCPM can achieve desirable
overall prediction performance. It is also demonstrated that
this model had an effective ability to monitor crashes in real
time. Meanwhile, the model can keep the balance between
crash and no-crash prediction. In summary, the prediction
performance of DBN-based RTCPM can be improved by
accounting for the interdependence of traffic flow
characteristics.

3.4. Sensitivity and Strength of Influences Analysis.
Investigation of the interdependency among the traffic flow
also contributes to revealing the underlying mechanism of
crash occurrence, which is helpful for formulating the real-
time risk control measures. -e sensitivity and strength of
influences analysis were implemented in a professional DBN
analysis software, Genie, to identify the most significant
contributors to crash risk and the most probable risk
propagation path.

3.5. SensitivityAnalysis. -e sensitivity analysis of Genie can
be utilized to identify which node had greater contribution
to the target node in DBN. Setting the crash risk as the target
node, conducting sensitivity analysis on it, and the contri-
bution degrees of traffic flow characteristics on crash risks
are presented in Figure 10 in a descending order. -e results
showed that the TPI in time slice 2 was the most sensitive
factor that results in crash risk, followed by V in time slice 2,
TPI in time slice 1, etc.

3.6. Strength of Influences Analysis. -e strength of influ-
ences analysis was utilized to identify the most probable risk
propagation path based on the improved interdependency
structure.-e strength of influence is always calculated from
the distance between the probability distributions of the

Table 2: Confusion matrix.

Predicted crashes Predicted noncrashes
Actual crashes Tcrash Fnoncrash
Actual noncrashes Fcrash Tnoncrash
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child node conditional on the state of its parent node. As
shown in Figure 11, the arcs have different values and
thicknesses, presenting the strength of influence between
connected nodes. -e biggest accumulative value indicates
that the most probable risk propagation path is V (time slice
2)⟶V (time slice 1)⟶U_V (time slice 1)⟶TPI (time
slice 1)⟶crash risk on current segment.

Synthesizing the results of sensitivity and strength of
influences analysis can be used to identify the most probable
risk propagation path, as well as determine the most sensitive
contributor in the propagation path. -e results suggested
that the sequence and emphasis of the real-time risk coun-
termeasures should sequentially lay on V (time slice 2), TPI
(time slice 1), V (time slice 1), and U_V (time slice 1).

Table 3: Performance comparison of two types of DBNs and MLP.

Overall accuracy Sensitivity F-measure G-means
Original DBN-based RTCPM 0.750 0.313 0.385 0.529
Improved DBN-based RTCPM 0.766 0.688 0.595 0.738
MLP-based RTCPM 0.725 0.556 0.476 0.656
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Figure 6: Graphical structural of the improved DBN-based RTCPM.
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Figure 7: Graphical structural of the original DBN-based RTCPM.
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4. Conclusions

-is study aimed to build a RTCPM for urban elevated ex-
pressway by using the DBN model to capture the dynamicity
and coupling interdependency among traffic flow characteris-
tics before crash occurrence. -e model was built and validated
adopting traffic flow data collected on the Yan’an elevated
expressway. Based on the DBN-based RTCPM, the sensitivity
and strength of influences analysis were utilized to identify the
most probable risk propagation path and the most sensitive
contributors to crash risk. -e main conclusions are as follows:

(1) In model construction process, interdependency in
the DBNmodel was determined by the PC algorithm
and expert experience, and the dynamicity of traffic
flow characteristics was expressed by adopting data
in time slices. By validation, the improved DBN-
based RTCPM got an overall accuracy of 76.6%, with
a crash prediction accuracy of 68.8% and a crash/
noncrash balanced classification accuracy of 73.8%.
-e results indicated that the model can achieve an
effective crash prediction for urban elevated
expressway.

(2) Comparisons of the original DBN-based RTCPM
and MLP-based RTCPM suggested that the im-
proved DBN-based RTCPM can identify the inter-
dependency among traffic flow characteristics before
crash occurrences. -e comparison results also in-
dicated that the improved DBN-based RTCPM was
more suitable for the prediction of real-time crashes
for urban elevated expressway.

(3) According to the results of sensitivity and strength of
influences analysis, the most probable risk propa-
gation path is V (time slice 2)⟶V (time slice 1)⟶
U_V (time slice 1)⟶TPI (time slice 1)⟶crash risk
on current segment, and the most sensitive con-
tributor to crash risk in this path is V (time slice 2),
followed by TPI (time slice 1), V (time slice 1), and
U_V (time slice 1). -e results suggested that the
formulation of the real-time risk countermeasures
should sequentially focus on this sequence in the
propagation path.

-ere would be two extensions in future research. On the
one hand, the model was built and validated on the same
urban elevated expressway; thus, the transferability of the
model to another urban elevated expressway has not been
discussed. On the other hand, the specific real-time risk
countermeasures such as variable speed limit (VSL) can be
investigated to improve crash risk.
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Vehicle platooning is a perspective technique for intelligent transportation systems (ITS). Connected and automated vehicles
(CAVs) use dedicated short-range communication (DSRC) to form a convoy, in which the following vehicles can receive the
information from their preceding vehicles to achieve safe automated driving and maintain a short headway. Consequently, a
vehicle platoon can improve traffic safety and efficiency, further reducing fuel consumption. However, emergency braking
inevitably occurs when the platoon meets an accident or a sudden mechanical failure. It is more critical when the wireless
communication got delays. (erefore, “how to predefine a minimum safe distance (MSD) considering communication delay” is a
challenging issue. To this end, a series of field tests were carried out to measure the communication delay of IEEE 802.11p that is
the underlying protocol of DSRC. Subsequently, MSD is modeled and analyzed when the platoon travels at accelerating, cruising,
and decelerating states. More importantly, the results of field tests are applied in the models to investigate the impact of
communication delay on MSD in practice. (e simulation results verify that the proposed model can effectively maintain the
platooning vehicles’ safety even if emergency braking happens with certain communication delays.

1. Introduction

Nowadays, roadway traffic continues to cause congestion,
energy consumption, and pollution. To address these issues,
researchers are studying connected and automated vehicle
(CAV) technologies [1]. CAVs equipped with various on-
board sensors and wireless communication systems can sense
and exchange information between each other. (erefore,
they can move quickly, safely, and smoothly and lead to a
revolution in modern transportation systems. Among the
CAV applications, vehicle platooning is an important ap-
plication to achieve better traffic safety, efficiency, and lower
fuel consumption by reducing the aerodynamic drag of the
following vehicles. (e safety of a vehicle platoon depends on
two critical factors: the desiredminimum safe distance (MSD)
and the varying wireless communication delay caused by the
complex traffic environments.

Many experienced drivers know that driving at a short
gap from a vehicle ahead requires a lower throttle action to
propel the vehicle forward owing to the reduced

aerodynamic drag [1]. (erefore, a vehicle platoon is a
suitable solution to reduce emissions. Additionally, the total
road capacity will also be increased when vehicles are
arranged as a platoon with small spacing [2]. Hence, the
determination of the MSD in vehicle platoon is very im-
portant for the following reasons: (1) it ensures that the
vehicles in the platoon will not collide under any circum-
stances; (2) it is needed to determine the best balance point
between the traffic safety and efficiency of the platoon; (3) it
has an incremental relationship with the communication
delay, although the impact of communication delay onMSD
is very difficult to model; (4) it will be a critical parameter for
the platoon controller if the MSD of platoon is modeled.

Vehicle platoon systems have attracted considerable
attention in recent years. In a vehicle platoon system, several
vehicles follow one leader vehicle and travel in a line
maintaining a constant velocity. Each vehicle maintains a
safe distance from its preceding vehicle. Owing to the shorter
intervehicle distance in one lane, platoons can provide
higher roadway throughput and better traffic flow control. It
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can also help to reduce energy consumption by avoiding
unnecessary fluctuations in speed [3]. Despite these ad-
vantages, a shorter intervehicle distance can lead to safety
issue [4]. (erefore, it is important for a vehicle platoon to
maintain a safe intervehicle distance.

Platooning is considered as one of the innovations in the
automotive industry that aim to improve the safety, effi-
ciency, mileage, and time of travel of vehicles while relieving
traffic congestion, decreasing pollution, and reducing stress
for passengers [5]. Also, platooning makes it possible for
vehicles to travel together closely and safely. It can reduce the
amount of space used by multiple vehicles on a highway,
reducing traffic congestions [6].

To this end, this study first determines a practical upper
bound of communication delay by testing IEEE 802.11p in
the field (IEEE Std. 802.11p, 2010). Subsequently, MSD
models are built considering communication delay so that a
practical and solid MSD is provided for a vehicle platoon
controller. Some explanations and assumptions are made as
follows: we consider a platoon of six vehicles that exchange
information with each other over a vehicular network. Each
vehicle is assumed that it can process incoming information
and update and broadcast its own state information over the
vehicular network. All communication modules are as-
sumed to be identical, and, as a result, messages all expe-
rience a uniform (identical) time delay even if the delay
might be stochastic in the real world.

(e main contributions of this study are summarized as
follows:

(1) Field tests were carried out to obtain the maximum
communication time delay

(2) By considering communication delay, MSD models
were proposed to guarantee the safety of platooning
vehicles when emergency braking happened during
accelerating, cruising, and decelerating states

(3) Simulation experiments were conducted to verify the
correctness of the MSD models

(e remainder of this paper is organized as follows: Section
2 presents related studies on the impact of a communication
delay on CAV platoon control. Section 3 describes the nec-
essary problem statement regarding MSD of platoon CACC
string stability, in which the communication time delay, GPS
errors, and mechanical responses of a vehicle are introduced.
Section 4 introduces a field test thatmeasures and calculates the
communication delay of DSRC based on consecutive packets
lost. (e main idea of this study is elaborated on in Section 5.
(ree numerical models are developed to identify the MSD
based on communication delay. Simulations carried out to
verify the correctness and accurateness of the obtained MSD
are then detailed in Section 6. Finally, the main points of the
present study are summarized in Section 7.

2. Related Works

Platooning and related issues have been researched in several
projects so far. PROMOTE CHAUFFEUR I + II European
project [7, 8] explored truck platooning and driver assistant

functions. KONVOI German national project [9] explored
truck-only platoons. For platooning vehicles, the PATH
project [2] in the USA required exchange information be-
tween platooning vehicles and infrastructure and the pla-
toon travels on dedicated lanes for autonomous driving.

String stability is an important performance for vehicle
platoons [9]. It is related to the ability to suppress dynamics
disturbance, for example, velocity or acceleration, which
needs to be emphasized towards the upstream direction of a
platoon, because that might lead to a collision in the platoon.
To solve this problem, spacing errors between the vehicles in
a platoon are often measured. Rajamani and Zhu [10]
considered practical systems with adaptive cruise control,
where both manually driven and automated cars can coexist.
It was shown that the intermediate spacing can be reduced
while maintaining string stability through wireless com-
munication. Liang et al. [11] showed that the string stability
can be obtained through an ordering strategy with respect to
the vehicle mass. However, the string-stable performance
cannot guarantee driving safety when emergency braking
suddenly occurs by any vehicle in the platoon.

Collision avoidance has been studied in many areas of
engineering, such as automotive engineering, maritime
transportation, and unmanned aerial vehicles [12]. Never-
theless, few studies have considered safety strategies for
CAVs in an emergency scenario. Recently, Ali [13] utilized
reachability analysis tools for threat assessment and pro-
posed a novel automotive safety function based on the
vehicle state and road preview information.

Peters et al. [14] proposed a control strategy to achieve
platooning stability with certain time delays by applying the
leader state to the other members of the platoon. Kim et al.
[15] presented an enhanced time-delay controller for the
position control of autonomous vehicles and proposed an
integral sliding-mode controller to improve the control
precision. Zhang et al. [16] designed an adaptive sliding-
mode controller considering the communication time delay
and uncertainties to enhance vehicle mobility and safety.
Song et al. [17] proposed a motion model based on a car-
following model that describes the dependent motion of
vehicles in the single-lane case to consider the motion de-
pendence across vehicles. Zhao et al. [18] proposed a rear-
end collision warning system (ReCWS) based on dedicated
short-range communication (DSRC) information trans-
mission delay and GPS error and verified the warning system
by field tests. Ploeg et al. [19] proposed a control strategy for
graceful degradation of one-vehicle look-ahead CACC to
guarantee the platoon safety, which can degrade CACC to
ACC when the communication network has latency and
packet loss. Oncu et al. [20] approached the design of a
CACC system from a Networked Control System (NCS)
perspective and presented an NCS modeling framework.
And they developed a technique to study the string stability
of vehicle platoon. Abou et al. [21] proposed a novel CACC
strategy to overcome the homogeneity assumption. (is
strategy can achieve string stability for uncertain hetero-
geneous platoons. (ese researchers also formulate an ex-
tended average dwell-time framework and an adaptive
switched control strategy in order to handle the inevitable
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communication losses. A summary table is shown in ap-
pendix. However, these studies did not investigate the safety
issues during emergency braking while accompanied with
communication delay.

Some studies have investigated the performance and
time delay of the IEEE 802.11p protocol, as well as the
platoon controller. Nevertheless, the influence of the com-
munication time delay on theMSD of vehicles in platoon has
not been investigated.(erefore, in this study, we attempt to
fill this gap in the literature. (e impact of communication
time delay on MSD is investigated in an emergency braking
scenario. Field test data are used to calculate the MSD of
vehicle platoon in practice.

3. System Formulation

We assume that a platoon consists of a limited number of
vehicles V1, V2, . . . , Vn. Vehicles are labeled in the order of
platoon, where V1 is the leader and V2, . . . , Vn are the
consecutive followers. (e state of vehicles is represented by
[ Xi, Vi], where Xi and Vi are the position and velocity of the
i th vehicle, respectively. (e state of the i th vehicle evolves
in time according to the following stochastic differential
equations:

dx
(i)
t � v

(i)
t dt, (1)

dv
(i)
t � u

(i)
t dt + g dδ(i)

t , (2)

where u
(i)
t is the control input at time t and g dδ(i)

t rep-
resents a noise generator affecting the dynamics of the ve-
hicle that models the uncertainty diffused in the system. It is
assumed that noise acts on every vehicle additively and
independently of the noise from the other vehicles.

(e noises may contain communication time delay, GPS
error, mechanical response, surface friction, and so on. In
this study, all the information of leader and predecessors is
transmitted by wireless intervehicle communications.
(erefore, communication time delay would be mainly
investigated in theory and practice.(e purpose of this study
is to confirm the impact of the communication time delay on
the MSD between platooning vehicles.

A predecessor-leader following topology is adopted to
form a cooperative platoon [22], as shown in Figure 1. (e
topology is used to characterize the connectivity and in-
formation flow between vehicles under the vehicular net-
work environment. Each vehicle in the platoon obtains the
real-time dynamics states (i.e., position and speed) from the
lead and preceding vehicles through the vehicle-to-vehicle
(V2V) communications.

Figure 1 shows a schematic of the predecessor-leader
following topology [22], which is used to characterize the
connectivity between platoon vehicles under the connected
environment. Each vehicle in the platoon obtains real-time
information (i.e., position and speed) from the front and
lead vehicles through the V2V communication system under
this environment.

(e objectives of platooning control are to ensure that
two conditions are satisfied: (1) the pairwise difference

between the positions of two adjacent vehicles converges to
zero; (2) the platoon reaches the same uniform speed under a
steady state.(ese conditions can be synthesized a controller
as follows:

u
(i)
t � min u

(i,i−1)
t , u

(i,L)
t􏼐 􏼑, (3)

u
(i,i−1)
t � ki v

(i)
t−τ − v

(i−1)
t−τ􏼐 􏼑 + βki x

(i)
t−τ − x

(i−1)
t−τ − di − di−1( 􏼁􏼐 􏼑,

(4)

u
(i,L)
t � ki v

(i)
t−τ − v

(L)
t−τ􏼐 􏼑 + βki x

(i)
t−τ − x

(L)
t−τ − di − dL( 􏼁􏼐 􏼑, (5)

where τ is the communication time delay, ki is the gain of
speed error, βki is the gain of distance error, β is a tuning
parameter, di is the distance traveled by vehicle i, and u

(i,i−1)
t

and u
(i,L)
t are two optional desired controllers of i th vehicle

calculated by using predecessor’s state and leader’s state,
respectively.

Equation (3) indicates the final desired control should be
the minimum of u

(i,i−1)
t and u

(i,L)
t . (e first and second terms

in (4) and (5) represent the speed error and distance error.
Equations (4) and (5) ensure that conditions (1) and (2) are
satisfied and the pairwise difference converges to zero. (e
controller guarantees that the platoon reaches a uniform
speed and a safe relative distance between two vehicles under
a steady state.

4. Field Test of CommunicationDelay for DSRC

For modeling a practical MSD, field tests are carried out to
determine the actual communication delay in a platoon.
Nowadays, DSRC and C-V2X (cellular-vehicle-to-every-
thing) are the two major techniques for the communication
of CAVs. DSRC technique was developed by the IEEE
(Institute of Electrical and Electronic Engineers) using IEEE
802.11p standard as its underlying protocol, while C-V2X
technique was developed by 3GPP (3rd Generation Part-
nership Project) as LTE-V2X standard (an expansion of the
LTE) and evolved to 5G.

For the vehicle platooning, direct vehicle-to-vehicle
(V2V) communication in short range is needed. For this
requirement, DSRC can well support that by its nature
characteristic. LTE-V-Direct mode of C–V2X also can be
used to satisfy the requirement. However, the LTE-V-Direct
mode is proposed in Release 14 by 3GPP for a short period.
(ere is no hardware module for its practical applications
currently. By contrast, DSRC has been extensively tested and
verified. (e chips and modules of DSRC are relatively
mature. In fact, the dedicated frequency for direct com-
munications is similar between DSRC and C-V2X (LTE-V-
Direct). Accordingly, DSRC devices are used to determine
the actual communication delay for the vehicle platoon in
this study.

4.1. Characteristic Analysis on DSRC. IEEE 802.11p is an
amendment of WiFi that meets the relevant applications of
intelligent transportation systems (ITS) and has already been
used for DSRC [23]. Based on the standard of the IEEE
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802.11p protocol, a 75MHz bandwidth from 5.850 to
5.925GHz is allocated to DSRC by the Federal Commu-
nications Commission of the US [24]. (is 75MHz spec-
trum is divided into six service channels and one control
channel of 10MHz. Apart from the 802.11p, IEEE has also
formulated a series of protocols for vehicular communica-
tion systems named Wireless Access for Vehicular Envi-
ronment (WAVE). IEEE 802.11p is modified from 802.11a
and defines the physical layer of theWAVE stack and part of
the medium access control layer [24]. Based on the IEEE
802.11p standard, information such as position, speed, and
direction is delivered from vehicle to other vehicles every
100ms in a platoon. More detailed contents are elaborated in
Appendix A.

4.2. Determination of DSRC Communication Delay by Field
Test. In this study, two real vehicles BYD Yuan and Ford
Focus as shown in Figure 2 equipped with DSRC on-board
units are used.

On-Board Unit (OBU) is designed to transmit and
process data between two connected vehicles, as shown in
Figure 3. OBU includes two devices that are On-Board
Diagnostics (OBD) and DSRC module. OBD is responsible
for exchanging data between the vehicular system and the
DSRC module (Figure 3(a)). DSRC module is in charge of
transmitting packets between vehicles (Figure 3(b)). Figure 4
shows the bird’s-eye view of the CAV test field of Changn’an
University where the experiments were carried out.

(e packet delivery rate (PDR) of the vehicles can be
calculated as follows:

PDR �
Pr

Ps

, (6)

where Pr and Ps are the number of data packets received by
the destination node and sent by the source node,
respectively.

Complete clock synchronization is difficult to achieve;
thus, the round-trip time (RTT) is calculated to obtain the
communication delay. (e time taken for a data packet to be
sent is denoted as T1; the time elapsed after receiving the
data packet is denoted as T2; the time taken for the data
packet to be transferred from the sender to the receiver is
denoted as T3; when the sender receives the data packet,
record the time and record it as T4. (en, the RTT can be
calculated as

RTT � T4 − T1( 􏼁 − T3 − T2( 􏼁, (7)

and the communication delay can be calculated as

tiL �
RTT
2

. (8)

(e following observations were made from the field test:

(1) Neither the PDR nor the latency changes signifi-
cantly when the distance between two vehicles is less
than 400m

(2) (e PDR and latency do not change as the speed of
the vehicles increases up to 100 km/h

(3) (e average latency of 802.11p is approximately 5ms
with a PDR of 100%

(ere are pieces of literature to prove that the number of
vehicles (nodes) would not have observable effects on the
time delay unless it has a huge number of vehicles or the
distances of vehicles are beyond the maximum communi-
cation distance of DSRC [25]. (e communication time
delay neither has observable differences that can affect safe
distance under normal weather conditions (rain, fog, and
cloudy day) [26]. Our experiments do not involve extreme
weather, which can be considered as the next step of the
research.

4.3. Time-DelayCalculation. Based on the standard 802.11p,
the PDR is not lower than 90%. In the test above, the PDR
was over 98%, which indicates that a maximum of 20 packets
out of 1000 were lost. However, the MSD of vehicles in a
platoon cannot be determined only based on the PDR. It
cannot be known whether the packet loss has a uniform
distribution or concentrated distribution. In this case, the
number of consecutive packet losses will have a large impact
on traffic safety. Yi et al. [27] proposed the Update Delay
(UD) framework to represent the time elapsed between two
consecutive successfully received CAMs from a specific
transmitter at a specific receiver. Unlike the simulation result
in [28], the test on the real vehicles showed that the max-
imum number of consecutive packet losses is two with a
PDR of 98%. In the most extreme condition whereby the
lead vehicle decelerates at the beginning of the delivery of
one packet and two consecutive packets are lost, the max-
imum communication time delay is

td + 2tp � 205ms, (9)

where td is the average latency of 802.11p with a PDR of
100% and tp is the time taken of the transmission with one

Vehicle n Vehicle i Vehicle i-1 Vehicle 1 Vehicle L

Driving
direction

Figure 1: Flow topology of vehicle platoon.
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packet. (is is consistent with the observations. Considering
a loss of three consecutive packets, the time delay is td + 3tp

� 305ms. Based on the standard of 802.11p, the packet loss
rate should be no larger than 10%; otherwise, the com-
munication network cannot be used on vehicle networking.
We also tested the consecutive packet loss number with
100%–90% PDR; the consecutive packet loss number has no
obvious change due to the CSMA/CA protocol.

Figures 5 and 6 show the influence of distance and PDR
on communication time delay. A series of experiments have
been performed to investigate the impact on the perfor-
mance of platoon. (e results indicate that the impact of
PDR on time delay can be ignored compared with the in-
fluence of consecutive packet loss. On the other hand, the
number of vehicles (nodes) would not have observable ef-
fects on the time delay, unless it has a huge number of
vehicles or the distances of vehicles are beyond the maxi-
mum communication distance of DSRC [25]. In this study,
the number of vehicles is 6; it is far less than the capacity of

(a) (b)

Figure 3: On-Board Unit (OBU) equipment. (a) On-Board Diagnostics (OBD) and (b) DSRC module.

Figure 4: Cav test field of Chang’an University.

(a) (b)

Figure 2: Vehicles used in the field test. (a) BYD Yuan. (b) Ford Focus.
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DSRC. (erefore, the influence of traffic density is beyond
our consideration.

5. Modeling and Analysis on MSD

Figure 7 shows the vehicle braking process of vehicles i and
i − 1 in the platoon.(e two vehicles in the right are the state
of the vehicles i and i − 1 after braking; S is the gap between
vehicles; Si and Si−1 are the length of two adjacent vehicles;
dg is the gap after braking; and di and di−1 are the distance
between vehicles during the decelerating process,
respectively.

In a platoon, an appropriate headway between two
consecutive vehicles should be approached for driving
safety. As above mentioned, the desired acceleration of each
vehicle in the platoon would generally follow equation (3).
However, the communication delay caused by the DSRC
system also needs to be considered to guarantee the safety of
vehicles. Figure 8 shows a flow diagram of the information
transmission process in the vehicle platoon.

MSD models will be designed and proposed as in the
following subsections.(esemodels are formulated to define
MSD for an emergency braking scenario during platooning
vehicles cruising, accelerating, and decelerating.

5.1. MSD Model for Cruising State. In this paper, tij and tiL

denote the communication time delay between vehicles i and
j and vehicle i and the lead vehicle L, respectively. (e
vehicle mechanical response delay τ is the same for each
vehicle in the platoon. When a vehicle in a platoon of ve-
hicles which drives at the same uniform speed under a steady
state brakes, all vehicles finally reach a steady state. (e time
consumed during braking can be calculated as follows:

tL �
vL − v0

a
+ τ, (10)

ti �
vi − v0

a
+ tiL + τ, (11)

where tL and ti are the time consumed by the leader and
vehicle i, respectively, and v0 is the final speed of the platoon.
In this case, the difference in braking distance of vehicle i and
the lead vehicle, denoted as di and dL, respectively, can be
calculated as follows:

dL � 􏽚
vL−v0/a( )+τ

0
vL + a(t − τ)dt, (12)

di � 􏽚
vi−v0/a( )+tiL+τ

0
vi + a t − τ − tiL( 􏼁dt. (13)

Each vehicle in the platoon has the same velocity before
braking, that is, vL � vi, and the acceleration a and the
mechanical response delay τ are the same. From dL − di, it
can be seen that τ is irrelevant to the result of the difference
in braking distance. (is indicates that when the vehicles in
the platoon have the same mechanical response delay, it
would have no influence on the MSD.

From (10)–(13), the time taken for the deceleration
process of the lead vehicle can be calculated as follows:

tL �
vL − v0

amax
. (14)

(e time taken for vehicle i to slow down to the same
speed as that of the leader is

ti �
vi − v0

amax
+ tiL, (15)

and the distance that vehicle travels during the decelerating
process is

dL � 􏽚
vL−v0/amax

0
vL − amaxtdt, (16)

di � 􏽚
tiL

0
vidt + 􏽚

vi−v0/amax

0
vi − amaxtdt. (17)

(en, the difference in the distance traveled by the two
vehicles is

di − dL � 􏽚
tiL

0
vidt + 􏽚

vi−v0/amax

0
vi − amaxt( 􏼁dt

− 􏽚
vL−v0/amax

0
vL − amaxt( 􏼁dt.

(18)

Because the platoon is in a steady state at the start, vi

should be equal to vL. (erefore, (10) can be rewritten as

di − dL � vitiL + vi

vi − v0

amax
−
1
2
amax

vi − v0

amax
􏼠 􏼡

2

− vL

vL − v0
amax

+
1
2
amax

vL − v0
amax

􏼠 􏼡

2

.

(19)

From (18) it can be seen that the difference in the dis-
tance traveled by the two vehicles increases as v0 decreases.
Furthermore, the maximum value of di − dL should be used
to calculate the MSD. In this case, the minimum value of v0,
that is, 0, can be taken. (en, (18) can be written as

di − dL � 􏽚
tiL

0
vLdt + 􏽚

vL/amax

0
vL + amaxt( 􏼁dt

− 􏽚
vL/amax

0
vL + amaxt( 􏼁dt.

(20)

From (20), the difference in the distance traveled by the
two vehicles can be obtained as follows:

di − dL � vLtiL. (21)

According to Yi et al. [27] and Suzuki et al. [29], the
maximum deceleration of the vehicle with the emergency
brake on is amax ≥ − 4.5m/s2, and the maximum acceleration
of vehicle that guarantees the comfort of the passengers is
a≤ 2.5m/s2.

(e GNSS error of the CAV must be below 20 cm [30],
and the tested vehicles met this requirement [31]. To ensure
that the GNSS error of two vehicles does not influence traffic
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safety, it is necessary to add the error two times in the
calculation of the MSD.

On the other hand, two vehicles need a gap of a certain
volume when the velocity is 0. Based on the consideration of
real traffic conditions, the gap was set to 1m.(en, the MSD
is

S � dg + 2de + di − dL( 􏼁, (22)

where dg is the gap when the velocity is 0 and de is the
maximum GNSS error.

5.2.MSDModel forAccelerating State. (e calculation above
shows the MSD with the platoon under a steady state
(uniform motion). However, the emergency brake of the
platoon could happen during the acceleration or decelera-
tion motion. In this condition, the mechanical response τ
cannot be ignored.

In the acceleration process, equations (16)–(18) can be
written as

di � 􏽚
tiL+τ

0
vL + at( 􏼁dt + 􏽚

vL+a tiL+τ( )−v0/amax

0
vL − amaxt( 􏼁dt,

(23)

dL � 􏽚
τ

0
vL + at( 􏼁dt + 􏽚

vL+aτ−v0/amax

0
vL − amaxt( 􏼁dt, (24)

di − dL � vLtiL +
1
2

at
2
iL + atiLτ+

a
2
t
2
iL +2a

2
tiLτ+2vLatiL

2amax
≥dg.

(25)

In these equations, a represents the maximum acceler-
ation of vehicle that guarantees the comfort of the pas-
sengers, which can be seen as the maximum acceleration in

the normal driving state. (e mechanical response τ can be
seen as 0.3 s based on the research of Davis [32].

5.3. MSD Model for Decelerating State. At the decelerating
state, the mechanical response τ cannot be ignored as well
due to the vehicles have different velocity when braking. (e
maximum deceleration also guarantees the comfort of the
passengers. In the deceleration process, the equations can be
written as

di � 􏽚
tiL+τ

0
vL − at( 􏼁dt + 􏽚

vL−a tiL+τ( )−v0/amax

0
vL − amaxt( 􏼁dt,

(26)

dL � 􏽚
τ

0
vL − at( 􏼁dt + 􏽚

vL−aτ−v0/amax

0
vL − amaxt( 􏼁dt, (27)

di − dL � vtiL −
1
2

at
2
iL − atiLτ+

a
2

t
2
iL +2tiLτ􏼐 􏼑 −2vatiL

2amax
≥dg.

(28)

5.4. Analysis of MSDModels. In Figure 9, it can be seen that
the MSD in the three states grows with the increase of
communication time delay. (e result shows that com-
munication delay indeed has a negative impact on the final
MSD.(erefore, it is reasonable to consider communication
delay in the MSD model. On the other hand, we also can
observe that the MSD in the accelerating state is the largest,
the one in the cruising state is in the middle, and the one in
the deceleration state is the least. (e reason for this phe-
nomenon can be mainly understood as the energy change of
vehicles. Speed can be an energy signal for platooning ve-
hicles. (e energy is continuously accumulated when the

Vehicle i
Si

Vehicle i – 1
Si–1

S
dg

di
di–1

xi xi–1

Vehicle i – 1Vehicle i

Figure 7: Schematic of vehicle braking process scenario.

Vehicle L
GNSS position information

Vehicle controller Communication 
time delay

Speed and acceleration

Vehicle i
GNSS position information

Vehicle controller

Speed and acceleration

DSRC equipment DSRC equipment

Figure 8: Information transmission process.
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vehicle is in the accelerating state. More energy is needed to
be consumed by emergency braking.(atmeans this process
must experience a longer braking distance. (us, the final
MSD is longer than the other state. On the opposite, the
energy has already been consumed during the decelerating
state.(e vehicle must take a short braking distance to stop if
emergency braking happens at this time. For a similar
reason, the MSD in the cruising state is in the middle level
compared with the other two states.

Based on the three models, the MSD at different ve-
locities can be calculated. Table 1 lists the results of the MSD
at different velocities. (e first column of minimum spacing
is the safe distance when the platoon is accelerating; the
second column is the safe distance when the platoon is
traveling at a constant speed; the third column is the safe
distance when the platoon is decelerating.

It can be seen from Table 1 that the MSD at three states
has been calculated from velocity 5 km/h to 120 km/h. (e
values of MSD are relatively close at low velocity under the
three states, while the difference of MSD is relatively large at
high speed. It can also be observed that the MSD changes
greatly at the accelerating state with the increase of velocity,
that is, from 2.57m to 17.49m. On the opposite, the MSD
changes less at decelerating state with the increase of ve-
locity, that is, from 1.43m to 5.69m. (ese results accord
with the rule of energy conversion that has been discussed in
Figure 9.

6. Validation Based on Simulation Experiment

In the test, a one-lane one-way straight 2 km road section
was selected. (e platoon enters the starting point (the left
side of the road in Figure 10) of the road section at a certain
set speed, and the leader receives an emergency braking
signal after 30 s. Table 2 lists the main platooning
parameters.

A vehicular network framework Veins 4.7 was used to
test the MSD models in this study. Veins is an open-source
framework composed of a network simulator OMNeT++
4.7.1 and a road traffic simulator SUMO 0.25.0. OMNeT++
is used to simulate the V2V communication network based
on the IEEE 802.11p standard, and SUMO is used to sim-
ulate the road traffic of vehicles in a platoon. (ese two
simulators interact with each other through a standard traffic
control interface (TraCI) by exchanging transmission con-
trol protocol messages.

(e data rate is set to the data rate of 6 Mbit/s for IEEE
802.11p broadcasting; the transmission power is set to
300mW. (e Two-Ray Interference model propagation
model is used. According to the setting of the propagation
model, the radio communication range is about 366m. (e
broadcast frequency could be changed to adapt to the re-
quirements of an application. In this work, we use the same
broadcast frequency for evaluating all the investigated
protocols in the defined scenarios. Moreover, the size of
beacon is set to 378 bytes, where the entry number of
message list is set to 40.(e beacon sending period is 1 s, and
we focus mainly on the simulation of one-hop neighborhood
worst-case refresh update.(e simulation setting parameters
are shown in Table 3.

A six-vehicle platoon is conducted to study the impact of
the communication time delay onMSDmodels.(e number
of vehicles is chosen to ensure the efficiency of the simu-
lation. It is worth noting that an excessive number of vehicles
can cause data redundancy. In this paper, the platoon uses a
predecessor-leader following network topology, in which the
transmissions are unidirectional communications. Each

Table 1: Minimum spacing in CAV platoon under different vehicle
speeds.
Velocity (km/h) Minimum spacing (m)
5 2.57/1.82/1.43
10 3.22/2.24/1.61
15 3.87/2.57/1.80
20 4.52/3.09/1.99
25 5.16/3.52/2.17
30 5.81/3.94/2.35
35 6.46/4.36/2.54
40 7.11/4.78/2.72
45 7.76/5.21/2.91
50 8.41/5.63/3.10
55 9.06/6.06/3.28
60 9.70/6.48/3.47
65 10.35/6.91/3.65
70 10.99/7.33/3.84
75 11.65/7.75/4.02
80 12.30/8.18/4.21
85 12.94/8.60/4.39
90 13.59/9.03/4.58
95 14.24/9.45/4.76
100 14.89/9.87/4.95
105 15.54/10.30/5.13
110 16.19/10.72/5.32
115 16.84/11.15/5.50
120 17.49/11.57/5.69
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Figure 9: Relationship between time delay and MSD. X-axis is the
communication time delay and Y-axis is the MSD. (e red, black,
and blue lines represent the acceleration, cruising, and deceleration
condition.
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vehicle only receives massages from the lead vehicle and the
vehicle in the direct front. For the simplification of theory
deduction and experimental simulation, we assume that the
communication delay is constant, even if it has a random
change in the reality.

(e main purpose of this simulation is to ensure that the
proposed MSD models would let vehicles have enough
response time and distance to handle the emergency braking
with a practical communication delay. (e simulation was
performed repetitively at a velocity from 5 to 120 km/h to
guarantee the consistency of the results.

Figure 11 shows plots of the vehicle spacing after
emergency braking as a function of the MSD of vehicles in
the platoon with a communication delay of 305ms; the area
under the red line represents the condition in which a crash
will occur. (e points in Figure 11 represent the distribution
of each simulation result. (e five figures, respectively,
represent five different gaps between the six vehicles in
platoon. It can be seen from the figures that there is no point
below the red line, which means that the MSD model was

suitable to avoid the crash. On the other hand, the distri-
bution of points becomes more centralized from
Figures 11(a)–11(e). (is indicates that the time headway is
tending to the minimum communication time delay from
Figures 11(a)–11(e), which is 5ms. (is result is consistent
with the characteristic of the information flow topology; that
is, the lead vehicle will transmit the information to all the
vehicles in the platoon.

Figures 12 and 13 show plots of the vehicle spacing
after braking as a function of the MSD of vehicles in the
platoon when traveling at a constant speed and deceler-
ating. From Figures 11–13, it can be seen that, with all
communication delays, the vehicles towards the front lead
to more results close to the red line. Moreover, the ten-
dency of the results is uniform with different commu-
nication time delay. On the other hand, the fact that there
are always some points close to the red line indicates that
the packet loss affects the MSD. In this study, the vehicle
receives the information from the lead vehicle and the
vehicle ahead. Once the vehicle i has packet loss from the

Table 3: Simulation setting.

Physical layer

Frequency band 5.89GHz
Bandwidth 10MHz
Tx power 300mW

Receiver sensitivity −100 dBm
FSPL exponent α 3.0
(ermal noise −110 dBm

Radio range (Friis) ∼366m

Link layer

Bit rate 6Mbit/s
CW [15, 1023]

Slot time 13 μs
SIFS 32 μs
DIFS 58 μs

Data broadcasting Broadcast frequency 10Hz
Data size 2312 bytes

Beaconing
Beacon frequency 1Hz

Beacon size 378 bytes
Message list entries 40

Figure 10: Closed platoon traffic simulation scene.

Table 2: Platooning parameters.
Parameter Assumption value
Velocity 10–120 km/h
Vehicle length 5m
Maximum acceleration 2.5m/s2

Maximum deceleration 4.5m/s2

Vehicles in platoon 6

Journal of Advanced Transportation 9
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Figure 12: Vehicle spacing in platoon after braking with 305ms communication time delay when traveling at a constant speed: spacing
between (a) vehicle L and vehicle 1, (b) vehicle 1 and vehicle 2, (c) vehicle 2 and vehicle 3, (d) vehicle 3 and vehicle 4, and (e) vehicle 4 and
vehicle 5.
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Figure 11: Vehicle spacing in platoon after emergency braking with 305ms communication time delay during accelerating: spacing between
(a) vehicle L and vehicle 1, (b) vehicle 1 and vehicle 2, (c) vehicle 2 and vehicle 3, (d) vehicle 3 and vehicle 4, and (e) vehicle 4 and vehicle 5.
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lead vehicle, it can still receive the information from the
vehicle ahead, which has the double insurance, and be able
to combine the information of vehicles in front. In this
case, the lower position of the vehicle in the platoon has a
lower possibility of packet loss.

Figures 14 and 15 show plots of the vehicle velocity and
travel distance during the braking process as a function of

the simulation time; the Y-axis in Figure 14 is the vehicle
velocity and in Figure 15 is the distance that vehicles travel.
Different colors of lines show each vehicle in platoon. (e
value shown in Figures 14 and 15 is the mean value of
multiple experiments. It can be seen that the curve of the
vehicle distance in the platoon is consistent with the cal-
culation results.
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Figure 13: Vehicle spacing in platoon after braking with 305ms communication time delay during decelerating: spacing between (a) vehicle
L and vehicle 1, (b) vehicle 1 and vehicle 2, (c) vehicle 2 and vehicle 3, (d) vehicle 3 and vehicle 4, and (e) vehicle 4 and vehicle 5.
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Figure 14: Vehicle velocity curve during the deceleration process at 90 km/h: (a) accelerating process; (b) traveling at a constant speed;
(c) decelerating process.
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Figure 15: Vehicle travel distance in platoon at 90 km/h: (a) accelerating process; (b) traveling at a constant speed; (c) decelerating process.
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7. Conclusion

We developed a numerical method to determine the MSD
of CAVs in a platoon based on the communication time
delay obtained by real vehicle field test, GNSS error, and
mechanical response delay. In this method, the MSD is
calculated by a modified Gipps’ model adapted to the
dynamic model of a CAV platoon. To test the effectiveness
of the MSD calculation, a simulation based on SUMO and
OMNeT++ was performed. (e results show that the MSD
determined by the proposed method can effectively avoid
vehicle crashes in the platoon and is suitable for platoon
control under the IEEE 802.11p protocol. (e following
conclusions can be drawn from this study. (e commu-
nication time delay of DSRC caused by consecutive packets
lost is obtained by field test, which is a maximum of 305ms
in the case of good communication. Afterwards, three
models are built to represent the MSD of platoon under
accelerating, cruising, and decelerating states. (e com-
munication delay obtained by field test is used for the
calculation of MSD. Finally, the correctness of the

calculation results is verified through multiple sets of
simulation experiments. (e results of this study indicate
that the vehicle spacing cannot be reduced indefinitely due
to the communication delay of the 802.11p protocol. Al-
though many influence factors have been considered, there
are also some limitations in this study. (e simulation only
has 6 vehicles; the influence of traffic density has not been
taken into account. On the other side, the vehicles’ types are
the same; the effect of vehicle type is not concerned. In
future studies, other influencing factors of the MSD of the
vehicles in platoon, for example, the accuracy of the speed
sensor, road surface condition, and vehicle type, should be
investigated [33].

Appendix

A. DSRC Technique and IEEE 802.11p Protocol

(e layered architecture for the DSRC technique is shown
in Figure 16. For IEEE 802.11p, the physical layer (PHY)
employs the Orthogonal Frequency Division Multiplexing

Table 4: Access categories (ACs).
AC Description
AC_BE Best effort
AC_BK Background
AC_VI Video
AC_VO Voice

Table 5: Default EDCA parameter set.
AC AIFSN CWmin CWmax
AC_BE 9 aCWmin aCWmax
AC_BK 6 aCWmin aCWmax
AC_VI 3 (aCWmin+ 1)/2–1 aCWmin
AC_VO 2 (aCWmin+ 1)/4–1 (aCWmin+ 1)/2–1

Table 6: Related works.

Sponsors/authors Technologies Functions Simulations Field
tests

European (2001) Promote Truck platooning ✕ ✓
European (2007) Chauffeur I + II Driver assistant ✕ ✓
German (1996) KONVOI Truck platoon ✕ ✓
USA (2014) PATH V2X information exchange ✕ ✓
Swaroop et al. [9] String stability Suppress dynamics disturbance ✓ ✕
Rajamani et al.
[10] Practical systems with adaptive cruise control Reduced intermediate spacing ✓ ✕

Liang et al. [11] Ordering strategy with respect to the vehicle mass String stability ✓ ✕
Ali et al. [13] Collision avoidance A novel automotive safety function ✓ ✕

Peters et al. [14] Platooning stability Applying the leader state to other
members ✓ ✕

Kim et al. [15] Enhanced time-delay controller and integral sliding-
mode controller Improve the control precision ✓ ✕

Zhang et al. [16] Adaptive sliding-mode controller Enhance vehicle mobility and safety ✓ ✕

Song et al. [17] Motion model Describe motion dependence across
vehicles ✓ ✕

Zhao et al. [18] Rear-end collision warning system Ensure vehicle safety ✕ ✓
Ploeg et al. [19] Graceful degradation of one vehicle Platoon safety ✓ ✕
Oncu et al. [20] NCS modeling framework String stability ✓ ✕
Abou et al. [21] CACC strategy String stability ✓ ✕
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(OFDM) which allows the digital data to be efficiently and
reliably transmitted over a radio channel, even in multipath
environments as the modulation scheme [34]. When there
are multiple nodes in the channel, channel interference
would become a problem under the 802.11p protocol. For
this issue, the Media Access Control (MAC) layer employs
the fully decentralized Carrier Sense Multiple Access with
Collision Avoidance (CSMA/CA) protocol. (is conten-
tion- and random-based MAC protocol cannot completely
avoid packet collisions caused by simultaneous channel
usage at high traffic densities, but the bandwidth and
channel are enough for the six vehicles’ platoon. Mean-
while, in order to provide a low-latency transmission
guarantee for traffic safety applications, the multichannel
mechanism of IEEE 802.11e (also known as IEEE 1609.4) is
introduced in terms of the QoS of the IEEE 802.11p
communication protocol.

In the field tests, it has been discovered that the channel
interference problem exists and causes packet loss, which
becomes the main factor of communication delay. Mean-
while, due to the existence of RTS/CTS mechanism in
CSMA/CA protocol, there will be no long-term, large-scale
packet loss during the communication. And the consecutive
packet loss number with 100%–90% PDR has been tested,
the results have no obvious change due to the CSMA/CA
protocol. (erefore, very few consecutive packet loss be-
comes the main influence factor of the MSD.

(e process of RTS/CTS mechanism is shown in Fig-
ure 17. (e first group of nodes are around the sender. (ey
start to mute after receiving the RTS until they receive the
ACK. (e second group of nodes are the ones around the
receiver. (ey also start to mute after receiving the CTS until
they receive the ACK.

IEEE 802.11p includes QoS channel access conforming
to Enhanced Distributed Channel Access (EDCA) (i.e., 4
queues with different access categories) and accurately
captures frame timing, modulation and coding, and channel
models. IEEE 802.11p uses the EDCA mechanism to per-
form the channel access procedure. Frames are classified into
four access categories (ACs), as shown in Table 4, providing
different priorities for the data from higher layer. (at is, the
data with a higher priority will be transmitted first.

In EDCA of IEEE 802.11p, the Interframe Space (IFS)
uses a new concept, namely, using Arbitration Interframe
Space (AIFS) instead of DIFS in WiFi. (e AIFS length and
the maximum and minimum Content Window (CW) are
based on the priority (category) of the data; as shown in
Table 5, aCWmin and aCWmax are equal to 15 and 1023,
respectively.

EDCA can improve the route queue capacity so that the
route forwarding delay can be relaxed.

B. Summary Table of Related Works

Summary Table of Related Works is given in Table 6
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Traditional surrogate measures of safety (SMoS) cannot fully consider the crash mechanism or fail to reflect the crash probability
and crash severity at the same time. In addition, driving risks are constantly changing with driver’s personal driving characteristics
and environmental factors. Considering the heterogeneity of drivers, to study the impact of behavioral characteristics and
environmental characteristics on the rear-end crash risk is essential to ensure driving safety. In this study, 16,905 car-following
events were identified and extracted from Shanghai Naturalistic Driving Study (SH-NDS). A new SMoS, named rear-end crash
risk index (RCRI), was then proposed to quantify rear-end crash risk. Based on this measure, a risk comparative analysis was
conducted to investigate the impact of factors from different facets in terms of weather, temporal variables, and traffic conditions.
)en, a mixed-effects linear regression model was applied to clarify the relationship between rear-end crash risk and its
influencing factors. Results show that RCRI can reflect the dynamic changes of rear-end crash risk and can be applied to any car-
following scenarios.)e comparative analysis indicates that high traffic density, workdays, andmorning peaks lead to higher risks.
Moreover, results from the mixed-effects linear regression model suggest that driving characteristics, traffic density, day-of-week
(workday vs. holiday), and time-of-day (peak hours vs. off-peak hours) had significant effects on driving risks.)is study provides
a new surrogate safety measure that can better identify rear-end crash risks in a more reliable way and can be applied to real-time
crash risk prediction in driver assistance systems. In addition, the results of this study can be used to provide a theoretical basis for
the formulation of traffic management strategies to improve driving safety.

1. Introduction

Statistics from theWorld Health Organization (WHO) show
that the number of deaths caused by road traffic crashes is
about 1.35 million each year, ranking eighth among all
causes of death [1]. )e serious consequences of traffic
crashes have driven researchers to investigate the causes of
the crashes. Among the many causes, driving behavior has
been found to be a crucial one. For example, a study con-
ducted by National Highway Traffic Safety Administration
(NHTSA) found that driver-related factors account for 94%
of the critical reasons of these crashes, and most studies
indicated that traffic crashes can largely result from risky

driving behaviors [2–4]. To reduce casualties and mitigate
injuries from traffic crashes, understanding and identifying
the crash risk is essential.

Among different types of traffic crashes, rear-end crashes
are recognized as one of the most common types [5, 6].
Statistics from the NHTSA show that the rear-end crashes
accounting for 32.4% of all accident types that cause per-
sonal injury [7]. Since most rear-end crashes occurred in
car-following situations, it has become crucial to identify the
rear-end crash risk during car-following process and explore
its influencing factors [8–10].

Despite the efforts on rear-end crash risk identification
and analysis, several research gaps still exist. Measures,
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including time-to-collision (TTC), stop distance index
(SDI), deceleration rate to avoid crash (DRAC), and others,
have been proposed to study driving risks [11–13]. However,
TTC based on constant velocity assumption ignores the
response of the following vehicle (FV) and the changes in the
states of the vehicle pairs. )erefore, measures which take
the mechanism of driver response and the development of
the crash into account should be developed for better
representing risks during car-following events. Besides, the
other traditional surrogate measures of safety (SMoS)
cannot fully reflect the crash probability and crash severity at
the same time. In addition, driving risks change with driver’s
personal characteristics and environmental factors
[3, 14–16]. In-depth research on the risk of rear-end crash
risk and its influencing factors is essential to formulate ef-
fective countermeasures to reduce the risk of rear-end crash.

Judging from the previous studies, the traditional SMoS
cannot fully consider the crash mechanism or fail to reflect
the crash probability and crash severity at the same time. In
addition, just few previous studies have been conducted
based on large-scaled naturalistic driving data and com-
prehensively consider driver heterogeneity, behavioral
characteristics, and environmental characteristics to study
the influencing factors of rear-end crash risk from the
perspective of microscopic car-following behavior.

)erefore, this study aims to propose a reliable measure
to quantify the driving risk in the process of car-following
and investigate the impact of various influencing factors on
the rear-end crash risk considering driver’s heterogeneity.
For that purpose, a new rear-end crash risk index (RCRI)
was introduced, which fully considers the crash mechanism
and integrates crash probability and crash severity. A total of
16,905 car-following events were extracted from Shanghai
Naturalistic Driving Study (SH-NDS). Crash risks under
different influencing factors were analyzed and compared
based on the proposed RCRI. )en, the mixed-effects linear
regression model was then employed to study the impact of
the behavioral characteristics and environmental factors on
rear-end crash risk.

2. Literature Review

2.1. Overview of Studies on Surrogate Measures of Safety
(SMoS). High-risk car-following behaviors, such as close-
driving to the leading vehicle (LV), may lead to a high
probability of an accident [17]. Based on temporal and
spatial proximity, various rear-end crash risk indexes have
been proposed that can be used to evaluate driving risks.
Among time-based surrogate measures, time-to-crash
(TTC) was widely used in practice [11]. Meanwhile, the risk
of rear-end crash also depends on driver’s crash avoidance
behavior. )e crash can also be avoided if the FV brakes in
time. Herein, deceleration rate to avoid crash (DRAC) was
then introduced to evaluate the braking requirement during
vehicle conflicts to quantify the risk of rear-end crash [13].
Besides, maintaining a safety distance between the LV and
the FV is the key to avoiding rear-end crashes.)erefore, the
stop distance index (SDI), which is based on the concept of
safe stopping distance of the FV, was proposed by Oh et al.

[12]. To mitigate the risk of rear-end crash, the FV should
maintain the safe headway distance from the LV.

Although the traditional SMoS was widely used in
quantifying the risk of rear-end crash, they also have some
limitations. Kuang et al. [18] summarized three main lim-
itations of the SMoS presented above: (i) the driver’s re-
sponse characteristics when experiencing a conflict are not
considered in these SMoS; (ii) due to the requirements of the
boundary conditions, any situation where the speed of the
FV is lower than the speed of the LV is considered a safe
situation, which may be unreasonable for the situation
where the vehicle is traveling at a similar speed and the
headway distance is small; (iii) the arbitrary selection of the
index threshold will also make the result inaccurate.

Researchers have also proposed some new surrogate
measures to address the abovementioned problems. Xie et al.
[19] proposed the time-to-crash with disturbance (TTCD) to
quantify the risk of rear-end crash. )is indicator solves the
problem of inaccurate risk identification when the speed of
the FV is less than the speed of the LV. Besides, Shi et al. [20]
derived a new hybrid indicator named key risk indicator
(KRI), which integrates time integrated time-to-crash (TIT),
crash potential index (CPI), and stopping sight distance
(PSD). However, these proposed surrogate measures cannot
make up all the above three limitations. In view of this,
Kuang et al. [18] proposed a surrogate measure based on tree
structure to evaluate the rear-end crash risk, namely, ag-
gregated crash index (ACI), which considers many major
factors in rear-end crash, including disturbance of LV,
driver’s reaction characteristics, and available braking ca-
pacity of the FV. However, this method is not convenient
due to its complicated leaf nodes, which makes it compli-
cated to apply. In addition, this measure only discusses the
occurrence probability of a rear-end crash event without
considering the severity of the crash. )erefore, it is crucial
to propose a new SMoS to address the above limitations and
better quantify the risk of rear-end crash.

2.2. Overview of Studies on Driving Risk-Related Factors.
Driving risks are often considered to be related to multiple
factors, including driver’s individual characteristics and
environmental factors [3, 14–16]. Several studies have ex-
plored the interaction between driving risks and various
influencing factors. Table 1 summarizes these previous
studies, which can be summarized into three main categories
based on experimental methods: survey-based studies,
driving simulation studies, and naturalistic driving studies.

Most of the initial research is based on reported survey
data. However, the main problem is that the sample size of
the data is limited and may be highly subjective. In addition,
survey-based research pays more attention to the influence
of driver characteristics on driving risks and ignores driving
environmental factors. Alternatively, due to its high safety,
controllability, and comprehensive data acquisition, driving
simulators are used to study driver behavior characteristics
to improve driving safety, especially in safety-critical con-
ditions. However, studies based on driving simulation ex-
periments are mostly limited to specific behavior in a limited
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Table 1: Summary of studies on driving risk-related factors.

Author Research purpose Experimental
methods

Sample size (number
of participants)

Analytical
methods Main findings

Hayley et al.
[23]

To investigate the influence of
driver’s personality

characteristics on risky driving
behavior.

Online survey
175 drivers (79

female) aged 18–64
years old.

Regression
analyses

Risky driving has a greater
correlation with emotion
recognition and expression
levels, and less correlation

with age.

Harbeck et al.
[24]

To examine risky driving in
relation to psychological

variables.
Online survey

601 participants (230
female) aged 17–25

years old.

Statistical
analyses

)e results of the proposed
model show that young
driver’s risky driving is

related to risk perception,
response cost, and rewards.

Ulleberg and
Rundmo [25]

To understand the underlying
mechanism of risky driving

behavior through the
combination of personality
traits and social cognitive

methods.

Questionnaire
3942 participants
(2208 female) aged
16–23 years old.

Structural
equation model

(SEM)

)e personality of a driver
indirectly affects risky driving

behaviors mainly by
influencing behavioral

attitudes.

Tao et al. [2]

To investigate the relationship
between gender, age, self-
reported risky driving

behaviors, and crash risk.

Questionnaire
511 participants (195
female) aged 36–45

years old.

Structural
equation model

(SEM)

)e results show that both
driving experience and

dangerous driving behavior
affect the risk of accidents.
)e driver’s gender has little

influence on dangerous
driving behavior and accident

risk.

Teye-Kwadjo
[26]

To investigate the impact of
driver’s risk perception on risky

driving behavior.
Questionnaire

519 participants (127
female) aged 20–59

years old.

Structural
equation model

(SEM)

)e research results show that
risk perception has an impact
on drivers’ risky driving

behaviors. Male and female
drivers and married and
unmarried drivers have

different preferences for risky
driving behaviors.

Shangguan
et al. [27]

To evaluate the rear-end crash
risks under adverse

environment.

Driving
simulation

32 participants (12
female) aged 23–45

years old.
Survival analysis

)e results show that the
lower visibility leads to higher
rear-end crash risk, and road
alignment has a significant

impact on crash risk.

Precht et al.
[28]

To identify the main
influencing factors

contributing to driving risks.

Naturalistic
driving data 108 trip segments.

Generalized
linear mixed

models
(GLMMs)

Driving violations are related
to anger, the presence of
passengers, and personal
differences. In addition,

secondary tasks that cause
distraction of the driver’s

visual attention and complex
driving tasks are associated
with high driving risks.

Pnina et al.
[14]

To investigate the interactions
between driving context and
their associations with risky
driving behaviors of young

novice drivers.

Naturalistic
driving data

81 teenager drivers
(43 female), average
age 16.48 years old

(SD� 0.33).

Passion
regression
analyses

Driving own has a higher
high-risk driving than shared
vehicle, and driving during
the day has a higher risky
driving rate than driving at

night.

Chen et al.
[29]

To explore the contributing
factors to crash risk during
lane-changing process.

Naturalistic
driving data

579 lane-changing
vehicle groups

Mixed
regression
models

)e distance between the
lane-changing vehicle and the
preceding vehicle in the lane
before the lane-changing
significantly affects lane-

changing safety.
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number of safety-critical scenarios and cannot truly reflect
the external driving environment [21]. Research based on
naturalistic driving data represents real-world driving sit-
uations. It is possible to extract significant driving behavior
parameters from naturalistic driving data, such as speed,
acceleration, relative position with surrounding vehicles,
and environmental conditions to study the influencing
factors of driving risk [22]. )e collected data are more
comprehensive and effective and may provide more valid
results.

3. Data Preparation

3.1. Brief Introduction of the Shanghai Naturalistic Driving
Study (SH-NDS). )e real-world driving data used in this
paper were collected by the SH-NDS, jointly conducted by
Tongji University, General Motors (GM), and the Virginia
Tech Transportation Institute (VTTI) from 2012 to 2016
[30, 31]. )e 60 drivers participating in this naturalistic
driving experiment are aged between 35 and 50 years old,
and all of whom have a driving experience of more than five
years. )e total mileage that has been driven before par-
ticipating in the experiment is more than 20,000 kilometers,
and the average daily mileage is not less than 40 kilometers.
Each driver drives the assigned experimental vehicle on the
open road network, and the driving route is selected
according to the driver’s daily travel needs.

)e video data of SH-NDS are mainly recorded by 4
cameras, which are installed in hidden locations that are not
easy to observe. )e video image is shown in Figure 1, which
is composed of the front and rear vision of the vehicle, the
driver’s facial state, and the hand operation image.

3.2. Car-Following Event Extraction. In this study, the car-
following events in the SH-NDS were extracted to analyze
the influencing factors of rear-end crash risk. )e SH-NDS
data cover all daily trips of the drivers participated. Totally
data of 18,242 trips were collected. In the SH-NDS, data were
automatically collected using the data acquisition system,
triggered by the ignition switch of the vehicle. )erefore, the
database inevitably contains a large number of trip records
that are not related to the research content (vehicle activities
including fueling, car washing, maintenance, and other types
of short-distance trip were all recorded). In addition,
missing values and outliers also exist in the SH-NDS da-
tabase. Data processing mainly includes the following four
steps:

(i) Step 1: eliminate invalid record files. Due to the
large number of short-distance trip records in the
SH-NDS database, considering the distance be-
tween adjacent entrances and exits on urban ex-
pressways, a trip includes at least entering the urban
expressway, driving on the urban expressway, and
exiting the urban expressway, so the trip files with
the travel time less than 5 minutes should be
removed.

(ii) Step 2: remove driving data under discontinuous
traffic flow. To extract the car-following event under

continuous traffic flow, a point-to-point map
matching algorithm was used to match the driving
trajectory measured by GPS with the electronic map
road data to find the trip record on the urban ex-
pressway [32]. )en, each trip was verified through
camera video recording to ensure the validity of the
driving data selected for analysis. )e weather and
light conditions were also determined during the
verification process.

(iii) Step 3: handle missing values and outliers. In order
to obtain data such as vehicle’s speed, acceleration,
relative space-time distribution of surrounding
vehicles, and traffic environment conditions during
the car-following process, data preprocessing is
required. Linear interpolation was applied to deal
with missing values. )en, outliers were eliminated
based on pauta criterion, and the data were
smoothed using the moving average filter.

(iv) Step 4: extract data of car-following events. Car-
following events were extracted by applying an
automatic extraction algorithm proposed by Zhu
et al. [33]; (1) radar target’s identification number of
LV> 0 and remained constant: guaranteeing the FV
was preceded by the same LV; (2) 7m< longitudinal
distance between the FV and the LV< 120m:
eliminating the congested-flow conditions; (3) lat-
eral distance between the FV and the LV< 2m:
ensuring that the FV and the LV were in the same
lane; (4) duration of the car-following event >15 s:
guaranteeing that each car-following event has
enough data for analysis.

After the application of the above steps, 16,905 car-
following events (about 135 h of total event duration) were
extracted from 1,197 trips. Figure 2 shows the histogram of
the duration of car-following events.

4. Methodology

)e methodology of this research mainly includes three
parts: (i) derivation of a new surrogate measure for rear-end
crash risk, (ii) identification of influencing factors for rear-
end crash risk, and (iii) mixed-effects linear regression for
rear-end crash risk modeling and factor analysis.

4.1. Derivation of New SurrogateMeasure for Rear-End Crash
Risk

4.1.1. Rear-End Crash Mechanism. In the process of car-
following maneuver, the driver will choose the appropriate
speed and safe headway distance according to the movement
status of the LV. )e determination of the safe headway
distance needs to consider the driver’s reaction time and the
vehicle’s deceleration process. Otherwise, it may easily lead
to a rear-end crash when the headway distance is too small.
In this research, we imposed a hypothetical disturbance on
the LV, assuming the LV decelerated at a certain deceler-
ation rate. As can be seen in Figure 3, the FV will take
appropriate evasive actions based on the initial driving
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condition and the disturbance after reaction to avoid the
crash. )e crash outcome can be identified by evaluating the
initial conditions, the disturbance, the driver’s reaction
characteristic, and the degree of evasive action [18, 34].

4.1.2. Rear-End Crash Risk Index (RCRI). Risk is the product
of the possibility that a hazard event will occur and the
consequence of the event. To address the limitations of SMoS
mentioned above, we propose a new SMoS named RCRI,
which considers the crash probability and crash severity at
the same time, to quantify the risk of rear-end crash.
According to the changes in the speed and distance of the LV
and the FV before the crash, the process of rear-end crash
can be divided into four categories, as shown in Figure 4
[35, 36].

)en, according to the characteristics of the rear-end
crash, that is, the crash is plastic and the two vehicles tend to
move together after the crash. In this study, the momentum

theorem was used to calculate the speed of the two vehicles
after the rear-end crash, that is,

mlvpre l + mfvpre f � ml + mf􏼐 􏼑vc, (1)

where ml is the mass of the LV, mf is the mass of the FV,
vpre l is the speed of the LV when the crash occurs, vpre f is
the speed of the FV when the crash occurs, and vc is the
speed of the LV and FV after the crash.

Calculate the energy loss ΔE of the two vehicles after
rear-end crashes using the law of conservation of energy, as
follows:

ΔE �
1
2
mlv

2
pre l +

1
2
mfv

2
pre f −

1
2

ml + mf􏼐 􏼑v
2
c

�
1
2

mlmf

ml + mf􏼐 􏼑
vpre l − vpre f􏼐 􏼑

2
.

(2)

)erefore, this study uses the square of the absolute
speed difference (SASD) at the time of the rear-end crash
of two vehicles to express the severity of the rear-end
crash.

To simplify the rear-end crash avoidance process, the
model adopts two assumptions: (i) the braking process of the
vehicle is regarded as a uniform deceleration process and (ii)
the FV only adopts braking measures to avoid crash.
)erefore, the braking stop distances of the two vehicles
before the crash can be obtained, as shown in the following
formula:

sl � vltc −
1
2
alt

2
c , (3)

where sl is the braking distance of the LV, vl is the speed of
the LV before braking, tc is the time of crash, and al is the
deceleration rate of the LV.

When tc ≥ (vl/al), the LV has been completely stopped,
and the corresponding braking stop distance of LV is
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Figure 1: )e video image of the SH-NDS.
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sl �
v
2
l

2al

. (4)

During the entire conflict process, during the reaction
time tR, the FV maintains a constant speed vf and then
decelerates at a constant deceleration rate af. When
0≤ tc ≤ tR, the braking distance of the FV can be represented
as

sf � vftc, (5)

where sf is the braking distance of the FV.
When tR ≤ tc ≤ tR + (vf/af), the braking stop distance of

the FV is

sf � vftR + vf tc − tR( 􏼁 −
1
2
af tc − tR( 􏼁

2
. (6)

)erefore, if the longitudinal distance between the FV
and the LV is reduced to zero before the FV completely
stopped, a crash will definitely occur, namely,

sl + l � sf, (7)

where l is the initial gap between LV and FV.
For scenario 1, where 0≤ tc1 ≤ tR and 0≤ tc1 ≤ (vl/al),

when the crash occurs,

vltc1 −
1
2
alt

2
c1 + l � vftc1. (8)

)e solution is

tc1 �
vl − vf􏼐 􏼑 ±

�������������

vf − vl􏼐 􏼑
2

+ 2all

􏽱

al

,

SASD1 � vl − altc1( 􏼁 − vf􏼐 􏼑
2
.

(9)

For scenario 2, where (vl/al)≤ tc2 ≤ tR, when the crash
occurs,

v
2
l

2al

+ l � vftc2. (10)

)e solution is

tc2 �
(v

2
l /2al) + l

vf

,

SASD2 � vf􏼐 􏼑
2
.

(11)

For scenario 3, where 0≤ tc3 ≤ (vl/al) and
tR ≤ tc3 ≤ tR + (vf/af), when the crash occurs,

vltc3 −
1
2
alt

2
c3 + l � vftR + vf tc3 − tR( 􏼁 −

1
2
af tc3 − tR( 􏼁

2
.

(12)

If al ≠ af, the solution is

tc3 �
vl − aftR − vf􏼐 􏼑 ±

������������������������������������

aftR + vf − vl􏼐 􏼑
2

+ 2 al − af􏼐 􏼑 (1/2)aft
2
R + l􏼐 􏼑

􏽱

al − af

. (13)

If al � af, the solution is

tc3 �
(1/2)aft

2
R + l

aftR + vf − vl

,

SASD3 � vl − altc3( 􏼁 − vf − tc3 − tR( 􏼁af􏼐 􏼑􏼐 􏼑
2
.

(14)

For scenario 4, where tc ≥ (vl/al) and
tR ≤ tc ≤ tR + (vf/af), when the crash occurs,

v
2
l

2al

+ l � vftR + vf tc − tR( 􏼁 −
1
2
af tc − tR( 􏼁

2
. (15)

)e solution is

tc4 �
vf + aftR􏼐 􏼑 ±

�����������������������������������

vf + aftR􏼐 􏼑
2

− 2af(v
2
l /2al) + l +(1/2)aft

2
R)

􏽱

af

,

SASD4 � vf − tc4 − tR( 􏼁af􏼐 􏼑
2
.

(16)

Initial condition

Disturbance

Reaction stage

Evasive action

Crash outcome

Crash Noncrash

Figure 3: Schematic diagram of rear-end crash mechanism.
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According to the previous studies, the deceleration rate
taken by the LV follows a shifted gamma distribution
(17.315, 0.128, 0.657), which was suggested and calibrated by
Kuang et al. [18]. )e reaction time of the FV follows a log-
normal distribution (0.17, 0.44), and the braking coordi-
nation time is 0.175 s [37]. )e maximum available decel-
eration rate (MADR) was assigned to be a truncated normal
distribution with a mean of 8.45m/s2 and a variance of
1.4m/s2 between 4.23m/s2 and 12.68m/s2 [38].

)e Monte Carlo simulation method was used to ran-
domly select the deceleration rate taken by the LV, the
reaction time of the driver, and the deceleration rate of the
FV on the basis of the distribution function of each pa-
rameter mentioned above. According to the initial states of
the LV and FV, the crash time (t) and the crash consequence
(represented by SASD as discussed before) were calculated
based on the above equations. )en, by integrating the
possibility and consequences of the crash under the current
car-following conditions, a new SMoS named RCRI can be
calculated and expressed as below. It should be noted that
the SASD needs to be normalized to a value between 0 and 1
before calculating RCRI. )erefore, the calculated RCRI
range is also between 0 and 1:

RCRIi �
􏽐

N
j�1 crashij × SASDij

N
, (17)

where RCRIi represents the risk of rear-end crash at the ith

moment (0.1 s) in the car-following scenario; N� 10,000 is
the number of random samples generated by the Monte
Carlo simulation. When crash time t has a solution, that is, a
crash occurs, crashij � 1; otherwise, crashij � 0.

It should be noted that SASD is dimensional, so it needs
to be normalized before calculation.

4.2. Identification of the Influencing Factors for Rear-End
Crash Risk

4.2.1. Definition of the Variables. As discussed in previous
studies, the driving risk is mainly affected by driver’s op-
erational characteristics and the external driving environ-
ment [3, 14–16]. In order to quantify the various influencing
factors for risks in the car-following process, this study
extracted three categories of variables: behavioral variables,
temporal variables, and environmental variables, as shown
in Table 2.

Scenario 1: �e FV is not braking and the LV has not stopped
Position (m)

Velocity (m/s)

LV
FV

tc1

Time (s)

(a)

Scenario 2: �e FV is not braking and the LV has stopped
Position (m)

Velocity (m/s)

tc2

Time (s)

LV
FV

(b)

Scenario 3: �e FV is braking and the LV has not stopped

Position (m)

Velocity (m/s)

tc3tR
Time (s)

LV
FV

(c)

Scenario 4: �e FV is braking and the LV has stopped

Position (m)

Velocity (m/s)

tc4tR
Time (s)

LV
FV

(d)

Figure 4: Descriptions of the four rear-end crash scenarios. Note. tR – the reaction time of driver, tc – the time of crash.
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)e relevant variables of the driver’s car-following be-
havior consider the duration of car-following event, time
headway, and the driving speed and acceleration of the LV
and FV. In order to eliminate the influence of the absolute
value of the speed on the modeling, in terms of the speed
indicator, this study adopted the average speed difference
(ASD) between LV and FV, which is presented as

ASD �
􏽐

T
t�1 vl(t) − vf(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

T
, (18)

where vl(t) and vf(t) are the instantaneous speed of the LV
and FV at its t-th record, and t ∈ T, T is the duration of car-
following event.

Acceleration difference ratio (ADR) refers to the ratio of
the standard deviation of the acceleration of the FV and LV.
)e ADR of one car-following event can be calculated as

ADR �
σf

σl

, (19)

where σf and σf are the standard deviation of the accel-
eration of the FV and LV during one car-following period.

Peak hours increase the likelihood of congestion,
resulting in a shortage of driving space, which in turn breeds
risky driving behaviors. In order to consider the possible
impact of the peak period, in this study, the car-following
events within a day are divided into three categories:
morning peak, evening peak, and off peak. Among them, the
morning peak refers to 7:00 to 9:00, while the evening peak
refers to 17:00 to 19:00. Besides, the traffic density was
determined based on the speed of the FV and forward
camera video recording, as described in Yang et al. [39].

To examine the effect of these independent variables on
rear-end crash risk, the mean RCRI of a single car-following
event was used as the dependent variable in this study.

4.2.2. Statistics Description of the Variables. As mentioned,
we extracted 16,905 car-following events from 1,197 trips.
Table 3 presents the descriptive statistics of the continuous
variables and frequency information of the discrete inde-
pendent variables in this study.

4.3. Mixed-Effects Linear Regression for Rear-End Crash Risk
Modeling and Factor Analysis. In this research, all drivers
participated in multiple car-following events, and car-
following behavior characteristic variables were repeat-
edly collected from each participant. )erefore, the cor-
relation problem between repeated observations will be
exposed, that is, within-cluster correlation, and this
problem can be solved by applying mixed-effects linear
regression model [30, 40].

)emixed-effects linear regressionmodel is an extension
of the linear regression model, including fixed effects and
random effects. Compared with the ordinary linear re-
gression model, the mixed-effect linear regression model can
well control the influence of the driver’s personality factors.
)e results of the model can reflect the commonality of
drivers and consider the internal correlation between
samples, which is more suitable for solving the research
problems.

In this paper, the fixed effects are the independent
variables that the research focuses on. Besides, the drivers
were treated as random effects to address the problem of
within-cluster correlation.

Formally, the mixed-effects linear regression model can
be written as

y � Xβ + Zμ + ε, (20)

where y ∈ RN×1 is the dependent variable; X ∈ RN×p is a
matrix of the independent variables; β ∈ Rp×1 is the coeffi-
cients of the fixed effects; Z ∈ RN×q is the matrix for random
effects; μ ∈ Rq×1 is the coefficients of the random effects; and
ε ∈ RN×1 is a column vector of the residuals. To recap,

y
􏽺􏽽􏽼􏽻N×1

�
X􏽼􏽻􏽺􏽽

N×p

β
􏽼􏽻􏽺􏽽
p×1

􏽺√√√√􏽽􏽼√√√√􏽻N×1

+
Z􏽼􏽻􏽺􏽽

N×q

μ
􏽼􏽻􏽺􏽽
q×1

􏽺√√√√􏽽􏽼√√√√􏽻N×1

+ ε􏽺􏽽􏽼􏽻
N×1

.
(21)

To better understand the structure of the model, here we
provide an example where 16,905 (N) car-following events
were collected from 58 (q) drivers. Our outcome y is the risk
of car-following event. As mentioned above, we have 11
fixed effect predictors. )e following equations represent the
vectors and matrices provided in the previous equations:

Table 2: Summary of independent variables.

Categories Variables Conditions

Behavioral variables

Duration of car-following event Continuous variable (0.1 s)
Mean time headway Continuous variable (s)

Average speed difference Continuous variable (km/h)
Acceleration difference ratio Continuous variable

Temporal variables Day-of-week Holiday, workday
Time-of-day Off peak, morning peak, evening peak

Environmental variables
Light condition Daytime, nighttime

Weather condition Sunny, rainy
Traffic density High, median, low
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y �

risk

0.013

0.002

. . .

0.006

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

16,905×1

,

X �

Intercept . . . Density

1 . . . 1

1 . . . 1

. . . . . . . . .

1 . . . 2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

16,905×11

,

β �

0.004

0.001

0.005

. . .

−0.001

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

11×1

,

Z �

Driver1 . . . Driver58
1 . . . 0

0 . . . 0

. . . . . . . . .

0 . . . 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

16,905×58

.

(22)

)e random effects μ in the regression model are a
column vector containing random intercepts. However, it is
not necessary to estimate μ in actual regression modeling.

Instead, the model assumes that μ follows a normal dis-
tribution, with a mean of zero and a variance of σ2:

μ ∼ N 0, σ2􏼐 􏼑. (23)

Parameters of all components were estimated using the
mixed procedure in Stata/MP 16.0. )e statistical signifi-
cance level was set at 0.05.

5. Results and Discussion

5.1. Rear-End Crash Risk Identification Using SH-NDS Data
and RCRI. To better illustrate the rear-end crash risk
identification measure proposed in this study, TTC, DRAC,
SDI, and RCRI were all employed to quantify the risk for one
car-following event. According to the previous studies, the
thresholds of each SMoS are chosen as follows.)e threshold
of TTC is normally chosen as 3 s [41], and the threshold of
DRAC is 3.4m/s2 [42]. In the SDI calculation, it is assumed
that the deceleration speed is 3.3m/s2 and the reaction time
is 1.0 s [20]. A portion of the vehicle movement data during
one car-following event is presented in Table 4. )e risks
identified at intervals of 0.1 s are shown in Figure 5.

As mentioned in the methodology, the RCRI is calcu-
lated based on the assumed disturbance.)is measure can be
used to quantify the risk in any scenario, even when the LV’s
speed is greater than that of the FV. Besides, the RCRI takes
into account the most critical variables in crash mechanisms
such as driver reaction characteristics and vehicle braking
performance and comprehensively considers the crash
probability and consequences. Moreover, the RCRI is a
continuous variable, so it has better flexibility to quantify the

Table 3: Summary of variables descriptive statistics.

Independent variables (behavioral variables)
Variables Mean Std. Dev Min Max
Duration of car-following event (0.1 s) 286.66 146.44 151 1010
Mean time headway (s) 2.01 0.77 0.53 8.17
Average speed difference (m/s) 1.11 0.75 0.09 7.15
Acceleration difference ratio 0.91 0.38 0.00 4.08
Independent variables (temporal variables)
Variables Dummy variable Count

Day-of-week Holiday 4200
Workday 12705

Time-of-day
Off peak 9368

Morning peak 3873
Evening peak 3664

Independent variables (environmental variables)
Variables Dummy variable Count

Light condition Daytime 12456
Nighttime 4449

Weather condition Sunny 14587
Rainy 2318

Traffic density
High 1604

Median 4495
Low 10806

Dependent variables (driving risk)
Variables Mean Std. Dev Min Max
RCRI 0.0031 0.0061 0.0000 0.7736
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real-time change process of rear-end crash risk. On the
contrary, the risk quantification results based on TTC,
DRAC, and SDI are dummy variables. )erefore, the RCRI
can more accurately represent the risk and has wider
applicability.

5.2. Comparative Analysis of Rear-End Crash Risk under
Different InfluencingFactors. Before the significance test, the
Kolmogorov–Smirnov (K–S) test was employed to verify the
distribution of rear-end crash risks under different influ-
encing factors. )e results of the K–S test show that rear-end

Table 4: )e vehicle movement data and risk identification results for one car-following event.

Time interval
(0.1 s)

FV speed
(m/s)

|FV speed− LV speed|
(m/s)

Headway distance
(m) Risk (TTC) Risk (DRAC) Risk (SDI) Risk (RCRI)

. . . . . . . . . . . . . . . . . . . . . . . .

158 16.9 9.4 38.7 0 0 1 0.08
159 16.7 9.7 37.9 0 0 1 0.10
160 16.4 10.2 36.5 0 0 1 0.16
161 16.1 10.4 35.7 0 0 1 0.18
162 15.9 10.5 34.9 0 0 1 0.21
163 15.6 10.7 33.3 0 1 1 0.27
164 15.2 10.7 32.5 0 1 1 0.30
165 14.9 10.8 31.7 1 1 1 0.31
166 14.6 11.2 30.0 1 1 1 0.43
. . . . . . . . . . . . . . . . . . . . . . . .
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Figure 5: Rear-end crash risk identified by TTC, DRAC, SDI, and RCRI for one car-following event.
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crash risk under different influencing factors meets the
requirements of homogeneity of variance and normal dis-
tribution. )erefore, the analysis of variance (ANOVA) was
then applied to test the significance of difference in rear-end
crash risk under different influencing factors. Table 5 pro-
vides the summary statistics of the driving risk under these
significant influencing factors. It can be seen from Table 5
that the rear-end crash risk under most influencing factors,
such as day-of-week, time-of-day, light condition, and traffic
density, is significantly different.

Figure 6 shows the comparison results of rear-end crash
risk under different influencing factors. Specifically, for day-
of-week, driving risk increased with the workday (by 14.3%
from 0.0028 to 0.0032). In addition, the driving risks are
0.0030, 0.0034, and 0.0032 respectively in the three cases of
off peak, morning peak, and evening peak. )e significant
differences in the risks of these temporal variables indicate
that the driving risks are different for different travel

purposes. )e decrease in driving risk was slight but sig-
nificant by 0.0002 (6.3%) from daytime to nighttime. )e
driving risk decreased from 0.0049 in high traffic density to
0.0021(by 57.1%) in low traffic density, indicating that traffic
congestion leads to a decrease in driving safety.

5.3. Results of Mixed-Effects Linear Regression Model.
Based on the car-following behavior variables and envi-
ronmental factors variables obtained from SH-NDS, the
influencing factors of rear-end crash risk are investigated.
Table 6 presents the results of mixed-effects linear regression
model. As shown in Table 6, the results of chi- squared
goodness of fit indicate that the mixed-effects regression
model fits well (χ2(11) � 11198.24, Prob >χ2(11) � 0.00).
Except for the morning peak in temporal variables and
weather conditions, all the variables listed in Table 6 are
significant at 95% confidence level.

Table 5: Significant main effects for rear-end crash risk.

Variables Statistical results Dummy variables
Rear-end crash risk

Mean Std. Dev.

Day-of-week F� 58.1, p< 0.001 Holiday 0.0028 0.0031
Workday 0.0032 0.0033

Time-of-day F� 18.5, p< 0.001
Off peak 0.0030 0.0033

Morning peak 0.0034 0.0033
Evening peak 0.0032 0.0032

Light condition F� 8.8, p � 0.003 Daytime 0.0032 0.0032
Nighttime 0.0030 0.0034

Weather condition F� 0.7, p � 0.408 — — —

Traffic density F� 1655.0, p< 0.001
High 0.0049 0.0027

Median 0.0049 0.0033
Low 0.0021 0.0029
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Figure 6: Rear-end crash risk under different influencing factors.
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As shown in Table 6, all selected behavioral variables
affect the driving risk. )e longer the duration of car-fol-
lowing event, the lower the driving risk. )is can be un-
derstood as the risk of driving increases when the LV is
changed frequently. Clearly, the larger the time headway, the
lower the driving risk. )is result is consistent with Duan
et al. [9], who evaluated risk perception in car-following
process. In addition, based on the SH-NDS data, Zhu et al.
[43] concluded that the aggressive drivers have a shorter
time gap than conservative drivers. Existing studies found
evidence that speed dispersion is also an important factor in
determining crash risk [44–46]. )e larger speed difference
between LV and FV is associated with a higher crash rate,
which is generally consistent with our findings. In addition
to the speed difference, this paper investigates the impact of
acceleration difference on driving risk. )e results show that
the higher the acceleration difference ratio, the higher the
risk, which indicates that the driving risk will increase when
the FV uses more frequent acceleration and deceleration
operations than the LV during car-following processes.

Qin et al. [47] suggested that due to the different travel
purposes (to/fromwork) of drivers, the probability of a crash
during working day and nonworking day is different, and the
probability of crashes on working days is higher.)is finding
is consistent with the results of the regression model in this
paper; that is, working days lead to higher driving risks.
Furthermore, from the regression coefficients of this study, it

can be concluded that the crash risk is higher for the
morning peak compared with other times of the day, and the
evening peak is the lowest risk period of the day. )e results
are further confirmed that that there is a significant cor-
relation between driving risk and driving purpose. )e
driving risk of drivers on the way to work is higher than the
risk of leaving work.

As for the diverse environment, compared with sunny
days, the risk of rear-end crash is higher for drivers on rainy
days, which is consistent with Das et al. [48] and Jung et al.
[49]. From the obtained results, we can draw the conclusion
that traffic density has a greater impact on rear-end crash
risk [50]. )e variable of median-density and low-density
show a negative coefficient (β � −0.002 for median-density
and β � −0.005 for low-density), indicating that driving risk
decreased in lower density traffic. )e high-density traffic
flow leads to an increase in the uncertainty of traffic flow and
increases the driving risk. )is result is consistent with
Huang et al. [22], who investigated the driving risks under
different conditions using naturalistic driving study and
driver attitude questionnaire.

6. Conclusions

)is study proposes a new SMoS to quantify driving risks in
car-following situations and investigates the impact of dif-
ferent influencing factors (behavioral factors, temporal

Table 6: Estimated parameters of the the mixed-effects linear regression model.

Explanatory variables β Std. Err. Z P>|Z| 95% CI
Lower Upper

Fixed effects (behavioral variables)
Duration of car-following event −9.52e− 07 1.29e− 07 −7.36 <0.001 −1.20e− 06 −6.98e− 07
Mean time headway −0.00200 0.00003 −65.32 <0.001 −0.00206 −0.00194
Average speed difference 0.00029 8.18e− 06 35.07 <0.001 0.00027 0.00030
Acceleration difference ratio 0.00099 0.00005 18.80 <0.001 0.00088 0.00109
Fixed effects (temporal variables)

Day-of-week Holiday (baseline) — — — — — —
Workday 0.00022 0.00005 4.88 <0.001 0. 00013 0.00031

Time-of-day
Off peak (baseline) — — — — — —
Morning peak 0.00010 0.00005 1.91 0.056 2.57e− 06 0.00020
Evening peak −0.00012 0.00005 −2.42 0.016 −0.00023 −0.00002

Fixed effects (environmental variables)

Light condition Daytime (baseline) — — — — — —
Nighttime — — — — — —

Weather condition Sunny (baseline) — — — — — —
Rainy 0.00013 0.00006 2.30 0.021 0.00002 0.00023

Traffic density
High (baseline) — — — — — —

Median −0.00203 0.00007 −27.10 <0.001 −0.00217 −0.00188
Low −0.00542 0.00007 −73.05 <0.001 −0.00557 −0.00527

Fixed effects (intercept) 0.00915 0.00016 58.55 <0.001 0.00884 0.00946
Random effects (group name: driver)

Estimate Std. Err. 95% conf. interval
Variance of intercept 5.53e− 07 1.05e− 07 3.81e− 07 8.01e− 07
Variance of residual 5.69e− 06 6.21e− 08 5.57e− 06 5.82e− 06

χ2(11) � 11198.24, Prob >χ2(11) � 0.0000
Log likelihood 77997.65
LR test vs. linear model χ2 � 1216.65 , Prob >χ2 � 0.00
Number of observations 16,905
Number of groups 58
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factors, and environmental factors) on rear-end crash risk
considering driver’s heterogeneity. A total number of 16,905
car-following events were extracted from SH-NDS database.
Risks of rear-end crash under different influencing factors
were compared. In addition, a mixed-effects linear regres-
sion model was then applied to investigate the relationship
between rear-end crash risk and various influencing factors.
Several key conclusions can be drawn:

(i) Different from TTC, DRAC, SDI, and other indi-
cators, the surrogate measure RCRI was proposed
based on crash mechanism and comprehensively
considers the crash probability and consequences.
)is measure can be applied in any car-following
situation, even when the speed of the LV is greater
than the speed of the FV.)e RCRI proposed in this
study is a continuous variable, so it can be more
flexible to quantify the risk of rear-end crash.

(ii) Among different temporal variables, workday and
morning peak hour had the highest mean value of
driving risk. For different light conditions, the crash
risk increased for daytime compared to nighttime.
As for different traffic density, the driving risks
corresponding to low-density traffic flows are sig-
nificantly lower than those corresponding to high-
density and medium-density traffic flows.

(iii) )e mixed-effects linear regression model per-
formed well in quantitatively evaluating the impact
of various influencing factors on rear-end crash risk.
)e developed models demonstrated that duration
of car-following event, mean time headway, average
speed difference, acceleration difference ratio, day-
of-week, time-of-day, weather condition, and traffic
density had significant effects on rear-end crash risk.
Workday and morning peak negatively affected
driver safety. As for environmental variables, rainy
and high-density traffic decreased driver safety.

As the main contribution, this paper utilizes a new SMoS
and naturalistic driving data to quantify rear-end crash risk
and identify the impacts of different influencing factors on
the crash risks. Research was conducted based on natural-
istic driving data, which objectively reflects the real oper-
ation of drivers. )e new SMoS can not only be used to
investigate the driving safety of drivers under different
driving environments but also be used for driving risk
evaluation and real-time risk prediction. Results from the
mixed-effects linear regression model can be used to im-
prove driving safety by adopting appropriate countermea-
sures. For example, traffic safety management can be
strengthened during working days and morning peak hours
to ensure safe driving.

Still, limitations exist in this study. )e proposed indi-
cators mainly focus on the risk of rear-end crash and cannot
comprehensively consider other types of crash risks. In
addition, no crash data were obtained from SH-NDS da-
tabase that can be used to verify the effectiveness of RCRI.
For future work, further validation will be applied to
evaluate the effectiveness of RCRI based on crash data.

Moreover, the RCRI will be used to predict the real-time
change process of driving risk and explore the impact of
risky driving.
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[46] T. Stübig, M. Petri, C. Zeckey et al., “Alcohol intoxication in
road traffic accidents leads to higher impact speed difference,
higher ISS and MAIS, and higher preclinical mortality,” Al-
cohol, vol. 46, no. 7, pp. 681–686, 2012.

[47] X. Qin, J. N. Ivan, N. Ravishanker, J. Liu, and D. Tepas,
“Bayesian estimation of hourly exposure functions by crash
type and time of day,” Accident Analysis & Prevention, vol. 38,
no. 6, pp. 1071–1080, 2006.

[48] S. Das, A. Dutta, and S. R. Geedipally, “Applying Bayesian
data mining to measure the effect of vehicular defects on crash
severity,” Journal of Transportation Safety & Security, pp. 1–17,
2019.

[49] S. Jung, X. Qin, and D. A. Noyce, “Modeling highway safety
and simulation in rainy weather,” Transportation Research
Record: Journal of the Transportation Research Board,
vol. 2237, no. 1, pp. 134–143, 2011.

[50] Y. Guo, T. Sayed, and M. Essa, “Real-time conflict-based
Bayesian Tobit models for safety evaluation of signalized
intersections,” Accident Analysis & Prevention, vol. 144,
Article ID 105660, 2020.

Journal of Advanced Transportation 15



Research Article
Pedestrian Crash Exposure Analysis Using Alternative
Geographically Weighted Regression Models

Seyed Ahmad Almasi ,1 Hamid Reza Behnood ,1 and Ramin Arvin 2

1Departmnt of Transportation Planning, Faculty of Engineering, Imam Khomeini International University, Qazvin, Iran
2Department of Civil & Environmental Engineering, University of Tennessee, Knoxville, USA

Correspondence should be addressed to Hamid Reza Behnood; hr.behnood@gmail.com

Received 30 November 2020; Revised 25 January 2021; Accepted 8 February 2021; Published 18 February 2021

Academic Editor: Mohamed Hussein

Copyright © 2021 Seyed Ahmad Almasi et al. +is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

In order to develop a sustainable, safe, and dynamic transportation system, proper attention must be paid to the safety of
pedestrians. +e purpose of this study is to analyze the surrogate measures related to pedestrian crash exposure in urban roads,
including the use of sociodemographic characteristics, land use, and geometric characteristics of the network. +is study develops
pedestrian exposure models using geographical spatial models including geographically weighted regression (GWR), geo-
graphically weighted Poisson regression (GWPR), and geographically weighted Gaussian regression (GWGR). In general, the
results of the GWPRmodel show that the presence of a bus station, population density, type of residential use, average number of
lanes, number of traffic control cameras, and sidewalk width are negatively associated with increasing the number of crashes. In
this study, in order to identify traffic analysis zones (TAZ) based on the observed and predicted crash data, spatial distance-based
methods using GWPR outputs have been used. +is study shows the dispersion and density of pedestrian crashes without
possessing the volume of pedestrians. Comparison of the performance of GWPR and Poisson models shows a significant spatial
heterogeneity in the analysis.

1. Introduction

Pedestrians are known as vulnerable road users, and the
severity of pedestrian injuries in motor vehicle crashes is
relatively high. Today, ensuring the safe movement of pe-
destrians is one of the most challenging concerns for
transportation engineers. In general, in urban accidents,
drivers and passengers have the largest share of the com-
prehensive cost of traffic accidents (94%) [1]. In order to
develop a sustainable, safe, and dynamic transportation
system, proper attention must be paid to the safety of pe-
destrians. +e proportion of pedestrian casualties in the
world has increased by an average of 11 percent to 14 percent
over the past decade, so addressing pedestrian safety and
raising awareness about safe pedestrianization is an im-
portant issue. +is study was conducted with the aim of
addressing the safety of pedestrians and identifying the
extent of exposure to pedestrian crashes in urban areas and

identifying accident-prone areas. Obviously, the number of
people walking on the streets (i.e., pedestrian trips) and the
factors that cause the presence of more pedestrians on the
streets is one of the best measures for pedestrian exposure
[2–5].

However, continuous measurement of pedestrian travels
is difficult considering all the effective variables because it
requires the use of significant resources and many factors
that play a role in creating pedestrian travels. +e purpose of
this study is to investigate the available criteria and select the
most effective measures in order to predict the variable of
pedestrian exposure (pedestrian trips) and identify areas
prone to pedestrian crashes. In other words, the purpose of
this study is to analyze the surrogate measures related to
pedestrian exposure in urban roads, including the use of
sociodemographic characteristics, land use, and geometric
characteristics of the network. +e three-step process in the
study involves the development of exposure models using
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geographical spatial models including geographically
weighted regression (GWR), geographically weighted
Poisson regression (GWPR), and geographically weighted
Gaussian regression (GWGR). Exposure models in this
study are compared with the study model developed by Lee
et al. [5] which were performed using Tobit method and
generalized linear models (GLMs) and predicted pedestrian
travel. In their study, it was suggested that the effect of the
geographical location of exposure variables for pedestrian
crashes be investigated in future studies. In the current
study, the effect of spatial exposure variables based on their
geographical location has also been investigated. +en, in
order to identify the best exposure model between GWR,
GWPR, and GWGR models, the Akaike Information Cri-
terion (AIC) index and P value were used after validating the
models to predict pedestrian crashes. +is method can be
described as a pedestrian safety analysis on urban roads
(microlevel) with macrolevel data. Also in this study, in
order to identify traffic analysis zones (TAZs) based on the
observed and predicted crash data, spatial distance-based
methods using GWPR outputs have been used.

+e city of Tehran in Iran and its urban areas have been
considered in this study. Although the two-step process (i.e.,
first identifying pedestrian collision variables and second
crash prediction and identifying high-risk areas) has a rel-
atively larger modeling error than the one-step model
(pedestrian crash prediction only), but still by analyzing the
volume of pedestrians and crashes, their output can lead to a
better understanding of safety [5]. +is study addresses
pedestrian safety in the study area by identifying the best
model for dealing with pedestrian crashes on major urban
roads (first- and second-degree arteries and collector streets)
as well as creating a safety analysis process for regions where
pedestrian crash data are not available. +is process can help
transportation authorities create safer paths for pedestrians
by implementing appropriate safety interventions.

2. Literature Review

Pedestrian safety is a growing concern, and so extensive
studies have been conducted to ensure pedestrian safety.
Researchers have tried to identify the factors contributing to
pedestrian fatalities as well as identifying the urban areas
with the highest risk of crashes for pedestrians by developing
spatial relationships. For this purpose, in this section, past
studies on the development of exposure models and spatial
analysis of crashes have been reviewed.

Lee and Abdel-Aty [6] conducted a comprehensive study
of pedestrian crashes at intersections in Florida. +is study
followed the Keall [7] method to use pedestrian personal
travel data to create a rational model of a pedestrian ex-
posure with crashes. In the proposed exposure measure,
different walking patterns were reflected by different age
groups of pedestrians. Miranda-Moreno et al. [8] analyzed
two important relationships between land development and
pedestrianization: (a) between land use and pedestrian ac-
tivities and (b) between risk exposure (pedestrian and ve-
hicle activities) and pedestrian crash frequency. +e authors
concluded that the land use pattern affects the level of

pedestrian activities with a direct impact on pedestrian
safety. Ukkusuri et al. [9] developed a pedestrian count crash
frequency model for New York City using a negative bi-
nomial model and a stochastic parameter. +is model found
that the ratio of illiterate population, business areas, school
areas, functional characteristics of the intersection, type of
access control on the roads, and the number of lanes had a
positive effect on pedestrian crashes.

In order to select the variables used in the proposed
exposure model, several previous studies have been
reviewed. Previous researchers have shown that pedestrian
volume is a significant measure of exposure that has a
positive effect on the occurrence of vehicle-pedestrian col-
lisions [2–5, 10]. Another significant measure of exposure is
the effects of land use patterns that have long been studied by
researchers [5, 11–13]. Wier et al. [13] found that the
number of pedestrian crashes is relatively higher in com-
mercial and residential areas. +ere are many studies that
describe the impact of demographic and socioeconomic
characteristics on pedestrian safety (e.g., [12]).

Although previous researchers have attempted to explain
pedestrian exposure, there are very few studies that spe-
cifically identify the exact causes of this criterion. Another
issue is the reliability of pedestrian volume data. +ere have
been many cases where pedestrian volume data were not
available or were not sufficiently accurate to perform a safety
analysis. A reliable process for identifying surrogate mea-
sures is needed to express the pedestrian exposure criteria in
such cases. Apart from these issues, the use of the negative
binomial (NB) or even zero-inflated negative binomial
(ZINB) model in microlevel safety analysis has been ques-
tioned by many authors [5, 14–16]. However, some authors
have confirmed it in macrolevel analysis [17].

In general, spatial prediction of crashes using localized
parameters gives us more accurate predictions compared to
methods in Highway Safety Manual [18] that use global
parameters. In addition, traffic exposure criteria (such as
AADT and length of segment) are considered as predictors
of crash frequency and have been widely used by trans-
portation professionals to predict the occurrence of crashes
at a particular site. +erefore, in the field of safety perfor-
mance functions (SPFs), understanding the different spatial
relationships between the main factors of exposure and the
frequency of crashes has significant potential for the de-
velopment of localized SPFs that can potentially provide
more accurate crash predictions at separate sites [19].

In the current study, in order to identify high-risk TAZs
based on observed and predicted crash data, two methods
have been adopted: (1) frequency-based methods and (2)
distance-based models. +e first group measures the severity
of point events based on the density of an area. +ese
methods include kernel density estimation (KDE). +e
second group measures the spatial dependence of point
events based on the distance of points from each other. +is
group includes methods such as nearest neighbor distances,
K-functions, and Moran I [20, 21]. Hadayeghi et al. [22]
presented traditional crash prediction models for 463 TAZs
in Toronto using traditional NB (global) and GWPR general
regression models. +e results showed that GWPR models
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were able to partially deal with spatial dependence as well as
spatial heterogeneity resulting from these factors and TAZs.
Xu and Huang [23] modeled the total crash frequency as a
function of road length density, population density, average
household income, and percentage of road sections with
different speed limits and showed that the GWPRmodel due
to the instability of the crash location has acceptable ac-
curacy compared to the NB model with random parameter.
A parametric GWPR model was also developed to estimate
some parameters globally and some locally [24]. Similarly, a
study by Rhee et al. [25] investigated traffic accidents with
spatial correlation and spatial relevance using advanced
spatial modeling methods. +e results showed that the
statistical performance of GWR was superior in the corre-
lation coefficient of localization.

3. Methods

In this study, in the first step, which is the identification of
exposure variables, several statistical methods have been
used to identify these variables and the crash frequency is
examined based on different modeling methods. In the
second step, crash prediction models are presented at the
TAZ level using surrogate variables. +e following is a brief
description of the modeling techniques used in these two
steps.

3.1. Models Used to Identify Exposure Variables

3.1.1. Generalized Linear Models. Generalized linear models
(GLMs) are a general class of statistical models that include
many commonmodels with specific features. A typical GLM
is as follows:

Y � 􏽘
m

i�1
βiχi + εi. (1)

In this equation, Y is the linear prediction and εi is the
error parameter. In the generalized linear model, the as-
sumptions of independent and normal distribution in Y are
given. +is distribution includes such cases as normal,
Poisson, gamma, and binomial distributions [26]. +e GLM
is a flexible generalization of ordinary linear regression that
allows the use of response variables that have error distri-
bution models other than the normal distribution.

3.1.2. Tobit Model. In this study, in order to eliminate any
negative prediction of pedestrian crash, Tobit model was
used to identify the measure of exposure. +e Tobit model is
a statistical model used to describe the relationship between
a censored dependent variable yi and an independent
variable (or vector) xi. +e Tobit model is as follows:

y
∗
i � βχi + εi i � 1, 2, . . . , N,

yi �
y
∗
i , if y

∗
i > 0,

0, if y
∗
i ≤ 0.

⎧⎨

⎩

⎫⎬

⎭.
(2)

In this relation, y∗i is a hidden variable that can only be
seen if it is positive. Also,N is the number of observations, yi

is a dependent variable, xi is a vector of explanatory vari-
ables, β is a vector of estimable parameters, and εi is a normal
and independent distribution.+e error parameter also has a
mean of zero and a variance of σ2 [27].

3.1.3. Variable Importance for Exposure Model Using Ran-
dom Forest. Important explanatory variables can be deter-
mined using a random forest exposure model. +e first step
in this process is to place a random forest of data. During the
fitting of this process, an out-of-bag error (a method for
measuring random forest prediction error) is recorded for
each data point and averaged in the forest. In order to
measure the importance of the jth attribute after training, the
values of the jth attribute can be changed among the training
data and the out-of-bag error is re-estimated in this tur-
bulent dataset [28].

3.2. TAZ Level Crash Predictive Models

3.2.1. Network KDE. As mentioned earlier, many recent
studies have used the KDE network method developed by
Okabe et al. [29] to examine the spatial correlation of point
events in a road network. In this study, the KDE network
method has been used to estimate the density of road
sections in the Tehran road network. +is method is based
on the study method of Okabe and Sugihara [30].

In this study, the KDE network was performed on 1000-
meter sections, similar to those proposed by Xie and Yan
[20] and Nie et al. [31]. Also, according to studies [32, 33] in
order to achieve more accurate KDE results, three values of
100, 200, and 500 meters have been considered for band-
widthmeasure. See Okabe and Sugihara [30] for more details
on the computational process.

3.2.2. Geographically Weighted Regression Models.
Geographically weight regression (GWR) is an exploratory
method that has been adopted in the relevant literature
mainly to deal with spatial variables. Past studies on the
relationship between urban form and pedestrian behavior
have mainly used global regression models. However, since
the present study includes urban areas with the main arterial
functional class and collectors, the behavioral characteristics
of pedestrians may be different in each one. +erefore, it is
likely that the relationship between urban form and walking
varies across the study area.

In this study, a Gaussian GWR model is used to evaluate
the relationship between exposure variables (land use and
street characteristics around houses as independent vari-
ables). To determine which model is appropriate, a com-
parison was made between Gaussian GWR and
geographically weighted regression and geographically
weighted Poisson regression. Amodel with lower AIC values
is a more appropriate model [34–36].

A GWPR model is also used in this study. In a GWPR
model, the frequency of crashes is predicted by a set of
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explanatory variables in which the parameters are allowed to
change in space. +is model can be written as follows [37]:

ln λi( 􏼁 � β0 ui, vi( 􏼁 + β1 ui, vi( 􏼁ln Evi( 􏼁 + 􏽘
k

k�1
βk ui, vi( 􏼁xij.

(3)

In this relation, (ui, vi) specifies the coordinates of region
i. It should be noted that, in GWPR, βk(ui, vi) is a function of
the coordinates of the center for region i.

In this study, GWR4.0 software was used to identify
high-risk points in which the chances of determining the
walking exposure variable increase because changes in in-
dependent variables are given in the first step of modeling.
+e results of GWR, GWPR, and GWGR in ArcGIS, version
10.2, were mapped to visualize spatial relationships. Also,
even if there is a discontinuity in the study area, the optimal
bandwidth has been selected based on several experiments to
ensure that the blank spaces are outside the crash points of
the study area.

3.3. Measures of Goodness of Fit. To evaluate and compare
the performance of the models, three statistics were used to
measure the accuracy of the estimates. First, we used AIC,
which indicates that the lower the AIC, the better the model
[38]. +e AIC is measured as follows:

AIC � D + 2K,

AICc � AIC +
2k(k + 1)

n − k − 1
,

(4)

where D represents the model deviation and k is the
number of parameters. In GWPR, due to the nonpara-
metric framework of the model, the number of parameters
is meaningless. +erefore, an effective number of pa-
rameters must be considered, which can be written as
follows [39]:

K � trace(S),

MAD �
􏽐

n
i�1 ypred − yobs

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

n
,

RMSE �

����������������

􏽐
n
i�1 ypred − yobs􏼐 􏼑

2

n

􏽳

,

(5)

where S is the hat matrix. In addition to AIC, we also used
mean absolute error (MAE) and root mean square error
(RMSE) to compare model performance. Lower MAE and
RMSE values indicate better model performance. Finally,
Moran’s I statistics model was used to validate the
models. Statistically, Moran’s I statistics is a measure of
spatial correlation. In this study, the Moran test was used
to examine whether the residuals of city-wide crash
predictions were spatially related to neighboring TAZs.
Negative (positive) value of Moran’s I statistics indicates
a negative (positive) spatial correlation at the overall
level.

3.4.DataPreparation. +emain source of data for this study
is Tehran Municipality. +e data used in this study are
shown in Table 1. In this study, the analyzed zones have been
considered for model development based on the variables of
exposure in TAZs, which are 560 zones for Tehran. Of
course, it should be considered that, in order to match the
analyzed zones, the whole city can be divided into equal
units, but due to the lack of homogeneous distribution of
pedestrian crashes, many of the identical zones will have
zero observed crashes.

+e TAZ characteristics selected for the crash analysis
include all the variables in Table 1. All items selected as
exposure variables are items that affect the frequency of
crashes. Crash data variable (CR) shows the total number of
pedestrian crashes in Tehran. +e density of speed cameras
(TCC) indicates a risk factor at their installation site, as these
devices are typically installed in locations where drivers need
more focus and are at greater risk of road crashes [32]. Bus
station (BS) can be a risk factor as a large number of pe-
destrians get on and off in one place and some of them tend
to cross the street [5]. +e presence of schools (SC) is one of
the most important places to attract pedestrians, so the
presence of schools in TAZs during the hours of the day is a
risk factor for pedestrian crashes [5]. +e presence of a
pedestrian bridge (PB) based on studies has improved pe-
destrian safety in conflicting with vehicles [5]. Also, the
presence of intersections in any zone increases the risk of
pedestrian collisions. It is obvious that population density
(TP0) in each zone and the density of vulnerable users (TP1
and TP2) increase the risk of pedestrian collisions [5, 32, 33].
+is study was conducted in two steps including [1] iden-
tifying the variables of pedestrian exposure and [2] inves-
tigating the spatial-geographical relationship between the
variables and the spatial crash prediction at the TAZ level.
GIS and SPSS software were used to extract and process data
for the first step and GWR4 for the second step. +e inte-
gration of the database with all the information collected in
TAZs is done with the help of standard tools in GIS that
allow spatial search, layer addition, and spatial operations
based on topological relationship.

Table 1 shows the pedestrian crash dataset of Tehran,
which includes 1231 observed cases. Descriptive variables
were also classified into three categories: “demographic and
socioeconomic,” “land use,” and “traffic and geometric”. Out
of 25 variables collected, 15 variables are listed in Table 1
based on the results of the first step in the study. Road
network in Tehran, including arterial roads and collectors,
has been used for analysis. Data were collected from various
sources. Figure 1 shows the study area and the status of
existing crashes. Figure 2 shows the KDE crash density
function based on crash point and crash density per kilo-
meter in three bandwidths of 100, 200, and 500 meters.

+e correlation between the descriptive variables used in
the Tobit model (selected model based on the results of the
first step of the study) was investigated before the modeling
process. Pairs of variables with correlation coefficients
higher than 0.6 are not included in the models simulta-
neously [5]. In the modeling process, first the explanatory
variables with the lowest correlation values were included in
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the model and the variables with relatively lower correlation
values were preferred in the model (Tables 2 and 3).

4. Results and Discussion

A total of six exposure models have been developed in this
study (Table 4). Because two different modeling methods are
used (GLM vs. Tobit) to compare the best model, it is not
appropriate to compare the Akaike Information Criterion
(AIC) or the Bayesian Information Criterion (BIC).
+erefore, to compare the models, the mean absolute de-
viation (MAD) and the root mean square error (RMSE) for
each model have been used [5]. Table 4 shows that the Tobit

model using all variables performs best with the lowestMAD
and RMSE values.+e Tobit model also shows any predicted
negative pedestrian crashes using the exposure variables
equal to zero because the lower limit is set at zero.

Between 2017 and 2019, 1228 pedestrian crashes were
reported in Tehran, in which 44 people died and 1184 were
injured. A total of 4979 schools, 4831 bus stops, 927 pe-
destrian bridges, 801 lighted intersections, and 5386 traffic
control cameras located in 560 different TAZs were included
in this analysis (Table 1), with an average number of vari-
ables ranging from 0 to 80 in all TAZs. +is initial
benchmark shows that the difference between the scatterings
of exposure variables at the level of TAZs is significant. +e

Table 1: Description of variables used in the study.

Variable Description
Crash data (CR) Pedestrian crash data for the years 2017 to 2019 in Tehran
Bus stops (BS) Location of bus stops in the existing situation and detailed plan of Tehran
Schools (SC) Location of all schools in Tehran urban zones including both existing and planned schools
Pedestrian bridges (PB) Location of pedestrian overpasses
Intersections (TS) Location of all controlled and noncontrolled intersections
Total population (TP0) Based on the last census in 2016
Children population (TP1) Based on the last census in 2016
Elder people population (TP2) Based on the last census in 2016
Motorcycles (TM) Based on the data recorded in the 2016 census and registered in police databases
Vehicles (TC) Based on the data recorded in the 2016 census and registered in police databases
Residential land use (RE) Data gathered by Tehran Municipality’s staff in 2017
Business land use (BU) Data gathered by Tehran Municipality’s staff in 2017
Recreational land use (RCE) Data gathered by Tehran Municipality’s staff in 2017
Average road width (AW) Based on GIS layers of the Tehran Municipality
Average number of lanes (AL) Based on GIS layers of the Tehran Municipality
Average length of median refuges (TR) Based on GIS layers of the Tehran municipality
Average sidewalk width (PP) Average sidewalk width in each traffic zone based on aerial photos
Average speed (SA) Based on the data adopted from the Traffic Control Center of Tehran Municipality
Average road slope (AS) Based on GIS layers of the Tehran Municipality
Speed cameras (TCC) Based on the data adopted from the Traffic Control Center of Tehran Municipality
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Figure 1: +e study area and the status of existing crashes.
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results of GWR, GWGR, and GWPR models are shown in
Tables 5–7, respectively. Table 8 compares the GWR,
GWGR, and GWPRmodels. According to the results shown
in these tables, the GWPR model has a higher accuracy in
predicting crashes based on exposure variables. In Figure 3,
based on crash predictive models and using ArcGis software,
a pedestrian crash map of Tehran has been produced. Table 9
shows the ANOVA values for the GWPR model.

Tables 5–9 show the results of the GWR, GWGR, and
GWPR models with adaptive bisquare kernel for predicting
crashes. In the kernel density function model, the lowest
AICC value was obtained based on the adaptive bisquare

kernel. Notably, we found that the results were largely
consistent with the adaptive bisquare kernel. Also, the
Lagrange coefficient values for the GWPR model and the
global model were 0.12 and 0.15, respectively, which is less
than the critical Lagrange value (3.48).+e study by Hezaveh
et al. [1] also confirms the adaptive bisquare kernel in re-
lation to the Gaussian adaptive for urban TAZs.

+e comparison of AIC, AICc, deviation, MAE, and
RMSE presented in Table 8 shows that the GWPR model is
more appropriate than the global model. +e value of Moran
I (0.031) indicates that, in the GWPRmodel, the residues are
not related to each other. In addition, VIF values

Table 2: Pearson correlation coefficients.

Correlation SC BS PB TS TP0

SC Pearson 1
Sig.

BS Pearson 0.54∗∗ 1
Sig. 0.00

PB Pearson 0.39∗∗ 0.60∗∗ 1
Sig. 0.00 0.00

TS Pearson 0.36∗∗ 0.41∗∗ 0.21∗∗ 1
Sig. 0.00 0.00 0.00

TP0 Pearson 0.63∗∗ 0.60∗∗ 0.47∗∗ 0.37∗∗ 1
Sig. 0.00 0.00 0.00 0.00

∗Correlation is significant at the 0.05 level (2-tailed). ∗∗Correlation is significant at the 0.01 level (2-tailed).
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Figure 2: KDE crash density functions in different bandwidths. (a) KDE crash density function for bandwidth� 100m. (b) KDE crash
density function for bandwidth� 200m. (c) KDE crash density function for bandwidth� 500m. (d) KDE crash density function per km for
bandwidth� 100m. (e) KDE crash density function per km for bandwidth� 200m. (f ) KDE crash density function per km for
bandwidth� 500m.
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(mean� 1.8; maximum� 3.9) indicate that the local multi-
collinearity issue is not critical in this study.

In the study by Lee et al. [5], it is proposed to investigate
the local effect of pedestrian crash exposure variables. +e

statistical results of the second step models in the current
study show that, in the GWPR model, all variables had a
local effect. Figure 3 shows the spatial effect of the estimated
parameter on crashes. +is figure shows only those

Table 4: Comparison of the exposure models developed in the study.

Model type (exposure) MAD RMSE
Exposure model (GLM) using all variables 26.91 40.12
Exposure model (GLM) using PCA variables 37.21 49.26
Exposure model (Tobit) using all variables 22.69 37.99
Exposure model (GLM) using random forest variables 31.06 42.40
Exposure model (Tobit) using RF variables 33.76 42.43
Exposure model (Tobit) using PCA variables 30.61 43.24

Table 5: Summary results of the GWR model for predicting crashes.

Variables Intercept C-export Residual R2 (local) Std. error Std. resid
2.053 −0.044 0.39 −0.024

SC 0.248 0.183
BS 0.228 0.196
PB 0.118 0.120
TS 0.178 0.085
TP0 0.725 0.210
TM −0.423 0.248
TC 0.354 0.155
RE −0.423 0.122
BU 0.572 0.135
RCE −0.028 0.123
AW 0.39 0.190
TR 0.121 0.088
TCC −0.055 0.012
TP1 0.514 0.145
TP2 0.325 0.162
AL 0.254 0.065
PP −0.416 0.321
SA 0.213 0.174
AS 0.085 0.162

Table 6: Summary results of the GWGR model for predicting crash.

Variables Estimate Stand. error Z (Est/SE) Mean Std. Min Max Median Lower quartile Upper quartile Local
Intercept 2.173 0.101 21.462 1.046 1.810 3.093 −2.52 2.009 1.922 2.284 Yes
SC 0.209 0.150 1.394 0.214 0.228 0.531 −0.36 0.285 0.150 0.381 Yes
BB −0.084 0.170 −0.494 0.553 0.513 1.809 −0.41 0.332 0.128 0.862 Yes
PB 0.012 0.164 0.071 0.227 0.337 0.898 −0.22 0.324 0.181 0.501 Yes
TS 0.202 0.121 1.676 0.173 0.179 0.555 −0.42 0.164 0.107 0.275 Yes
TP0 −0.548 0.519 −1.057 1.081 0.344 3.677 −1.79 -0.007 −0.342 0.817 Yes
TP1 −0.137 0.411 −0.333 1.311 −0.13 4.750 −2.03 -0.518 −0.907 0.385 Yes
TP2 0.154 0.322 0.477 0.742 0.301 1.933 −1.31 0.188 −0.219 0.796 Yes
TM 0.273 0.187 1.465 0.519 0.246 1.123 −2.04 0.330 0.098 0.536 Yes
TC 0.091 0.419 0.218 1.292 −1.32 0.605 −4.83 -1.137 −1.925 −0.244 Yes
RE −0.429 0.143 −2.999 0.343 −0.56 −0.03 −1.45 -0.545 −0.835 −0.235 Yes
BU 0.229 0.116 1.970 0.520 −0.08 0.923 −1.23 -0.038 −0.509 0.350 Yes
REC 0.556 0.133 4.172 0.253 0.769 1.429 0.139 0.718 0.636 0.886 Yes
AW 0.086 0.121 0.716 0.158 0.005 0.497 −0.39 0.008 −0.125 0.064 Yes
AL −0.348 0.117 −2.970 2.477 −1.16 −0.00 −11.6 -0.234 −0.576 −0.140 Yes
TR 0.641 0.191 3.347 0.373 0.386 1.473 −0.33 0.324 0.124 0.621 Yes
AS 0.232 0.112 2.068 0.208 0.170 0.715 −0.46 0.201 0.050 0.266 Yes
TCC 0.795 0.175 4.548 0.456 0.813 2.017 0.114 0.665 0.470 1.085 Yes
PP −0.423 0.125 −3.25 −0.25 0.145 1.025 −0.21 0.361 0.251 0.189 Yes
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coefficients that have a significant effect and the small co-
efficients are shown in white. It is noteworthy that the es-
timated coefficients in common fixedmodels are in the range
of similar values in spatial models [1] and this shows that the
estimated parameters in global models (i.e., fixed models)
are characteristics of the average of the factors affecting the
dependent variable.

VIF values do not change between 1.12 and 3.9 (the
critical value of VIF between 5 and 10 means a complete
spatial correlation between the independent variables). +is
could be due to excessive scatter in the exposure variables.
According to studies [1, 23, 40], the location of VIF in this
limit can also justify the geographical distribution of Poisson
in crash prediction, but this issue can be explored in the
future. Traffic parameters such as intersections and speed
cameras have a significant impact on pedestrian crashes and
in TAZs where the speed camera density is higher, and fewer
crashes will occur due to the variable estimation coefficient
(negative).

+e model predicts that crashes decrease as population
density increases. +e sign of population density is nega-
tively associated with crash frequency which is consistent
with previous studies [41]. +is could be due to the fact that,

in residential areas without commercial and recreational
land uses, due to the low speed of vehicles and the presence
of speed bumps, as well as distracting effects, the crash
density has decreased. In general, the results of the GWPR
model show that the presence of a bus station, population
density, type of residential land use, average number of
lanes, number of traffic control cameras, and sidewalk width
have a negative effect on increasing the number of crashes.
In the GWR model, the number of motorcycles, residential
land use, recreational land use, the average number of lanes,
and the number of speed cameras in TAZs had a negative
relation with increasing pedestrian crashes. Finally, in the
GWGR model, the number of bus stops, population density,
residential land use density, average number of lanes, and
the number of speed cameras were negatively associated
with increasing crashes. It should be noted that, in the three
mentioned models, a significant relationship between de-
pendent variable and independent variables has been ob-
tained, which has been confirmed by previous studies (e.g.,
[13, 40, 42]).

One of the explanations for the negative sign of the bus
station in urban areas can be the reduction of the volume of
motor vehicles around the residential area, which reduces

Table 7: Summary results of the GWPR model for predicting crash.

Variables Estimate Stand. error Z (Est/SE) Mean Std. Min Max Median Lower quartile Upper quartile Local
Intercept −13.165 0.033 −399.863 −14.48 3.208 −31.32 −12.16 −13.15 −14.101 −12.813 Yes
SC 0.104 0.036 2.883 0.111 0.126 −0.160 0.436 0.110 0.008 0.213 Yes
BS −0.355 0.040 −8.943 −0.028 0.294 −0.824 0.732 −0.073 −0.226 0.139 Yes
PB 0.042 0.038 1.100 0.062 0.168 −0.358 0.433 0.058 −0.068 0.183 Yes
TS 0.218 0.032 6.771 0.077 0.157 −0.401 0.284 0.117 −0.006 0.198 Yes
TP0 −0.312 0.122 −2.559 0.681 1.509 −2.625 5.228 0.402 −0.415 1.370 Yes
TP1 −0.401 0.109 −3.672 −0.467 1.147 −3.593 2.591 −0.618 −1.044 0.201 Yes
TP2 −0.055 0.074 −0.744 0.286 0.416 −0.822 1.068 0.312 −0.012 0.631 Yes
TM 0.254 0.044 5.724 −0.004 0.473 −2.010 1.211 0.026 −0.241 0.290 Yes
TC 0.343 0.105 3.257 −1.014 0.917 −3.034 1.017 −0.992 −1.831 −0.254 Yes
RE −0.230 0.041 −5.627 −0.224 0.189 −0.709 0.200 −0.261 −0.365 −0.043 Yes
BU −0.012 0.026 −0.464 −0.220 0.359 −1.242 0.727 -0.101 −0.508 0.049 Yes
REC 0.201 0.026 7.724 0.212 0.189 −0.117 0.764 0.148 0.055 0.328 Yes
AW 0.139 0.034 4.017 −0.019 0.172 −0.631 0.412 0.005 −0.103 0.097 Yes
AL −0.153 0.039 −3.920 −3.683 7.218 −40.32 0.502 −0.146 −2.609 −0.056 Yes
TR 0.327 0.044 7.352 0.181 0.314 −0.555 1.083 0.157 −0.064 0.367 Yes
AS 0.211 0.028 7.588 0.124 0.323 −0.527 1.141 0.084 −0.078 0.245 Yes
TCC −0.251 0.037 −6.715 −0.005 0.252 −0.709 0.621 −0.029 −0.149 0.136 Yes
PP −13.165 0.033 −399.863 −14.48 3.208 −31.32 −12.16 −13.15 −14.101 −12.813 Yes

Table 8: Comparison and fitted goodness model.

Models
Global model result Regression model

GWGR GWPR GWR
Unbiased sigma estimate 2.3961 2.4921 2.1748
−2 log-likelihood 2569.6562 2989.7522 2347.2654
AIC 2587.4516 2767.4426 2507.5604
AICc 2589.0339 2799.0559 2534.7239
Adjusted R square 0.3214 0.44 0.41
MAD 0.851 0.482 0.952
RMSE 1.052 0.591 1.34
Moran’s index 0.042 0.031 0.061
P value <0.001 <0.001 <0.001
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traffic congestion and ultimately exposes the motor traffic of
other residents [1, 5]. On the other hand, poor design of a
multimode network can negatively affect the safety of
nonmotorized users and public transportation. +e differ-
ence between the signs of the estimated coefficients in several
different models requires more details in future studies. We

may expect older people to suffer more severe injuries due to
vulnerability [1]. Conversely, older people travel less than
other groups [43–45]. As a result, in this study, the per-
centage of elderly people compared to other age groups was
negatively associated with the increase in crash density in the
GWPR model. +e negative sign of motorcycle users on the

GWR model predicted crash
0 - 1
1 - 2
2 - 3
3 - 5

5 - 8
8 - 11
11 - 13
13 - 16

GWGR predicted crash map
0 - 1
1 - 2
2 - 3
3 - 5

5 - 8
8 - 11
11 - 13
13 - 16

GWPR predicted crash map
0 - 1
1 - 2
2 - 3
3 - 5

5 - 8
8 - 11
11 - 13
13 - 16

Estimate intercept

–31.326012 - –22.529931
–22.529930 - –18.053164
–18.053163 - –15.499938
–15.499937 - –13.431616
–13.431615 - –12.159991

Estimate TM

–2.009553 - –1.013789
–1.013788 - –0.376084
–0.376083 - –0.026600
0.026601 - –0.418567
0.418568 - –1.210847

Estimate AW

–0.630777 - –0.267488
–0.267487 - –0.085205
–0.085204 - 0.044469
0.044470 - 0.180885
0.180886 - 0.412438

Estimate PE

–0.357773 - –0.173621
–0.173620 - –0.029814
–0.029813 - 0.098475
0.098476 - 0.236735
0.236736 - 0.432613

Estimate SC
–0.159832 - –0.029437
–0.029436 - 0.064835
0.064836 - 0.160678
0.160679 - 0.255106
0.255107 - 0.435601

Estimate RE
–0.709439 - –0.431652
–0.431651 - –0.306427
–0.306426 - –0.181908
–0.181907 - –0.035924
–0.035923 - 0.200051

Estimate AL
–40.324624 - –21.724398
–21.724397 - –11.966182
–11.966181 - –6.055596
–6.055595 - –1.737289
–1.737288 - 0.501834

Estimate TP0
–2.624964 - –0.591230
–0.591229 - 0.451517
0.451518 - 1.710028
1.710029 - 3.231513
3.231514 - 5.227942

Estimate BS
–0.823703 - –0.378931
–0.378930 - –0.119967
–0.119966 - –0.110660
0.110661 - –0.379074
0.379075 - –0.731731

Estimate BU
–1.242250 - –0.737351
–0.737350 - –0.423273
–0.423272 - –0.129725
–0.129704 - 0.138787
0.138788 - 0.726786

Estimate TCA
–0.708626 - –0.325320
–0.325319 - –0.087913
–0.087912 - 0.098623
0.098624 - 0.341613
0.341614 - 0.620668

Estimate TP1
–3.592835 - –1.968612
–1.968611 - –0.999342
–0.999341 - –0.176709
–0.176708 - 0.885341
0.885342 - 2.590859

Estimate TS
–0.401267 - –0.216615
–0.216614 - –0.052239
–0.052238 - 0.059402
0.059403 - 0.165672
0.165673 - 0.283598

Estimate RCE
–0.117489 - 0.082686
0.082687 - 0.178646
0.178647 - 0.309423
0.309424 - 0.474059
0.474060 - 0.763730

Estimate PP
–24.640484 - –6.333507
–6.333506 - –3.492794
–3.492793 - –1.483463
–1.483462 - 0.352918
0.352919 - 3.098765

Estimate TP2
–0.821566 - –0.347111
–0.347110 - 0.025700
0.025701 - 0.365210
0.365211 - 0.664267
0.664268 - 1.067920

Figure 3: Crash predictive maps for GWR, GWGR, and GWPR models.
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increase of pedestrian crashes can be due to the increase in
motorcycle travel; hence, the number of pedestrian trips has
decreased. In this study, the variables of number of schools,
number of intersections, and pedestrian bridges have been
shown with a positive sign, in which the impact of intersections
on pedestrian crashes is not significant but has a positive effect
on causing crash, which is confirmed by the study by Lee et al.
[5]. Due to the presence of parents and children on the school
routes, there is more walking activity in TAZs with more
schools. Households with less than two vehicles (0 or 1 vehicle)
are another important source of pedestrian activity. Car
ownership is directly related to household income levels, which
reflects the socioeconomic impact on pedestrian activity [5]. It is
obvious that family members without transportation meet their
transportation needs through public transportation or walking.
On the other hand, the amount of car ownership in TAZs also
has a significant impact on increasing pedestrian crash expo-
sure. Of course, the crash may occur with vehicles that are
outside the TAZ and collide with a pedestrian while traveling in
different TAZs. In this study, the TC variable is the vehicle
ownership variable in the study area, considering the two
factors, and the model results show a positive effect on pe-
destrian exposure. As mentioned earlier, in this study, the
average width of the sidewalk was negatively associated with
pedestrian exposure and did not cause crashes, which is con-
sistent with previous studies (e.g., [5, 45, 46]).+ese findings are
also consistent with studies of human factors that show that
some groups (e.g., low income, low education, and young urban
road users) are more prone to abnormal behaviors [1, 47, 48].

According to the modeling results, the effect of slope and
average width of the route on crashes is positive and the reason
could be that pedestrians inwider passages have to travel longer
to cross the street so they are more exposed in the passage of
vehicles. Also, the medium slope has a positive effect on pe-
destrian crashes compared to zero-slope roads due to more
difficult control of vehicles in adverse weather conditions.

5. Conclusion

In this study, a systematic approach has been developed that
uses pedestrian surrogate measures based on exposure in-
formation. In this study, in the first step, which is the
identification of exposure variables, several statistical
methods have been used to identify these variables and the
frequency of crashes is investigated based on different
modeling methods. In the second step, crash prediction
models were presented at the zone level using surrogate
variables. In this study, three models GWR, GWGR, and
GWPR have been used to spatially predict the crash fre-
quency based on exposure variables, and the results of the
study showed that the GWPR model makes more accurate
predictions. In addition, identifying effective criteria such as

the presence of school, car and motorcycle ownership, bus
station, sidewalk width, pedestrian bridges, type of inter-
section control and the presence of midroad refuge, pop-
ulation density, type of land use, width of roads, average
number of routs, average road slopes, and number of speed
cameras in dealing with pedestrians is important in this
study. In this study, it is emphasized that while providing
safety measures for pedestrians, cases such as improving
traffic calming should be done in areas with high density of
schools as well as schools in the area of intersections and
increase the width of sidewalks in areas with more bus
stations, because in areas where the bus is the main mode of
transportation, there is a tendency to walk and consequently
pedestrians are exposed to crashes.

+e proposed two-stepmethod in this study involves two
consecutive modeling processes. +e first model identifies
the exposure variables in pedestrian crashes and the second
model estimates the number of pedestrian crashes using
three spatial models GWR, GWGR, and GWPR. However,
this trend is limited because the result can be affected by the
errors accumulated in the first stage due to the existence of
an uncontrollable confounding variable as well as infor-
mation biases. It is possible to solve the problem by adopting
a simultaneous modeling approach. +is study has shown
the dispersion and density of pedestrian crashes without
possessing the volume of pedestrians and thus by taking
safety measures in places prone to pedestrian crashes, social
costs, and casualties can be decreased. In this study, Poisson
regression was used to evaluate the relationship between
sociological variables and crashes at the zone level. Com-
parison of the performance of GWPR and Poisson models
shows a significant spatial heterogeneity in the analysis. +e
increase in residential density in urban areas has been as-
sociated with a decrease in speed and therefore has led to a
reduction in crash frequency. On the other hand, increasing
travel time and consequently increasing traffic exposure
affect the social costs of crashes. Identifying traffic-prone
zones can be a useful element in developing policies to
support mitigation measures related to pedestrian exposure
to traffic. We expect that, in future studies, negative geo-
graphic binomial distribution models and the experimental
Bayesian geographic model will be used to identify pedes-
trian exposure variables.

Data Availability

+e data used to support the findings of this study are
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Table 9: ANOVA table for GWPR model.

Source SS DF MS F P value
Global residuals 3111.824 542 0.001
GWPR improvement 943.826 83.0214 11.286 0.001
GWPR residuals 2168.097 458.2651 4.730 2.3861 0.001
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Electric bike (e-bike) riders’ inappropriate go-decision, yellow-light running (YLR), could lead to accidents at intersection during
the signal change interval. Given the high YLR rate and casualties in accidents, this paper aims to investigate the factors
influencing the e-bikers’ go-decision of running against the amber signal. Based on 297 cases who made stop-go decisions in the
signal change interval, two analytical models, namely, a base logit model and a random parameter logit model, were established to
estimate the effects of contributing factors associated with e-bikers’ YLR behaviours. Besides the well-known factors, we rec-
ommend adding approaching speed, critical crossing distance, and the number of acceleration rate changes as predictor factors for
e-bikers’ YLR behaviours. *e results illustrate that the e-bikers’ operational characteristics (i.e., approaching speed, critical
crossing distance, and the number of acceleration rate change) and individuals’ characteristics (i.e., gender and age) are significant
predictors for their YLR behaviours. Moreover, taking effects of unobserved heterogeneities associated with e-bikers into
consideration, the proposed random parameter logit model outperforms the base logit model to predict e-bikers’ YLR behaviours.
Providing remarkable perspectives on understanding e-bikers’ YLR behaviours, the predicting probability of e-bikers’ YLR
violation could improve traffic safety under mixed traffic and fully autonomous driving condition in the future.

1. Introduction

In recent years, the transportation system has been un-
dergoing huge change. Not only is the nonmotor vehicle
characterized as one of the popular transportation modes in
some Asian countries (i.e., China, Malaysia, and *ailand)
[1], but also it is the widely used mode of transportation in
developed countries (i.e., Australia, Sweden, and Germany)
[1–3]. Cycling possesses plenty of advantages compared to
other transportation modes, which is in terms of its flexi-
bility, easy manoeuvrability, easy parking, lower cost, and
convenience in congestion traffic [1]. In China, the trans-
portation system has been undergoing huge change in recent
years. Electric bicycle (e-bike) has increased dramatically

and constituted about 34% of all transportation modes in
China, and the number of e-bikes has been in excess of 250
million in 2018 [4]. Without a doubt, with the growing
popularity of e-bike, many countries have experienced a
tremendous growth in traffic crashes involving e-bike. Be-
cause e-bike is defined as nonmotor vehicle by most
countries in the world, e-bikers are not required to have
driving license which may cause them to overestimate their
cycling technique. Due to the unskilled cycling performance
and being not protected by any metal structures, the ca-
sualties of e-bikers were about 32579 in traffic accident from
2016 to 2017 [4, 5]. Moreover, e-bike crashes were composed
of 70% Chinese nonmotor traffic accidents in 2015 [4].
Intersection is one of the most dangerous parts in road
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network. Particularly, intersection is one of the most dan-
gerous parts in road network since statistics show that the
vast majority of accidents occurred at intersection [6]. Signal
violation including red-light running (RLR) and YLR could
be the main reasons behind more than 60% of fatal crashes
involving nonmotor vehicles in intersection [7]. Based on
motor vehicle-oriented perspectives in road networks de-
sign, the signal indications are not supposed to fit nonmotor
vehicles. Because of the different performance between
motors and nonmotors, the complicated decision-making
process for e-bikers at the beginning of amber light at in-
tersection may incur a rear-end collision for the inappro-
priate stop-decision (emergency braking) or a right-angle
collision for the inappropriate go-decision (yellow-light
running). It is clear that those frequent inappropriate de-
cisions could have negative effects not just on e-bikers’ safety
but also on other road users, especially on self-driving ve-
hicles. However, although a series of studies have shown the
prediction models for the behaviours of e-bikers during the
red light, the research about the YLR behaviours of e-bikers
is still a research gap. *erefore, it is indispensable to devote
efforts to find out the contributing factors associated with
e-bikers’ YLR violation at the beginning of amber light to
improve traffic safety under mixed traffic and fully auton-
omous driving condition in the future.

Amber light plays a crucial role in the efficiency and
safety of a signalized intersection. Stop-go decision is re-
quired to make by drivers when they face the beginning of
amber light. Gaizs et al. proposed the drivers’ stop-pass
model defined as Gazis–Herman–Maradudin model (GHM)
[8]. Following Gaizs’s research, many researchers studied
drivers’ stop-go decision in the signal change interval.
Several lines of studies suggested that the likelihood of YLR
increases when the vehicle has a high speed at the beginning
of amber light [9–15]. It is now well established from a
variety of studies that critical crossing distance (CCD)
significantly impacts on drivers’ stop-go decision
[9, 10, 12–14, 16]. *ese studies reported that a vehicle has
shorter CCD, and drivers are more likely to run against the
amber light signal. Amer et al. and Lu et al. showed that the
changes of vehicle’s acceleration rate also have significant
impacts on drivers’ YLR violation when drivers approach to
the intersection during yellow phase [10, 11]. In addition,
drivers’ stop-go decision at the beginning of amber light is
not a simple function of vehicles’ operation characteristics,
but also it depends on various driver demographics. Re-
search studies developed by Rakha et al., Campisi et al., and
Savolainen found that the propensity of YLR for female
drivers is vastly lower than male individuals [17–19].
Compared to young- and middle-age groups, the old-age
drivers are with propensity to stop at the beginning of amber
light [17]; however, the effect of age on drivers’ YLR behavior
is not consistent. Savolainen found that young- and middle-
age male drivers are the most likely to stop at the signal
change interval among all participants in their experiment
[19].

*e existing researches explored two typical types of
e-bikers’ signal violation behavior, i.e., e-bike riders’ RLR
and YLR. First, many researchers focused on the effects of

contributing factors which may have influence on e-bikers’
RLR violation. Many studies examined the demographic
factors associated with e-bikers’ RLR behavior. *ere is a
consensus that male riders have higher risk propensity to
cross against the red indications than female e-bikers
[20, 21]. *e age of e-bikers has been extrapolated to be a
significant variable for estimating their RLR behaviors.
Young-age riders are more inclined to running the red-light,
and the old e-bikers have lower likelihood of RLR than the
young- and middle-age ones. In terms of psychological
factors, Yang et al. and Tang et al. revealed that attitude and
perceived behavioral control are significant predictors for
the intention of RLR behavior [22, 23]. A number of research
studies have identified a link between e-bikers’ RLR be-
haviors and environment factors. Previous studies on the
number of riders waiting behind the stop mark have
identified that the more riders wait behind the stop mark for
next green light, the less riders cross against the red light
[24, 25]. Mei et al. and Yan et al. have shown that the RLR
rate for e-bike is higher in off-peak hours in which the
volume of motor vehicles is lower than that in peak hours
[25, 26]. Many studies have explored the relationship be-
tween the infrastructure of intersection and the e-bike riders’
RLR behaviours. *ere is evidence that nonmotorized lanes
separated from vehicle lanes [3, 20], the PCSD infrastructure
[27], and sunshields [28] are effective in preventing e-bike
riders’ RLR behaviours.

In addition, with respect to e-bikers’ YLR behaviours,
Tang et al. reported that the potential time (PT) is the
dominant factor to explain the stop-go decision for e-bikers.
PT is the time to stop mark when e-bikers make a go-de-
cision without changing their initial approaching speed [29].
Various researchers analyzed the environment factors
contributing to e-bikers’ decision of YLR. Dong et al. fo-
cused on the effects of flash green signal on the YLR violation
and they found that flashing green signals not just almost
eliminate the DZ but also enlarge the OZ for e-bikers [30].
Tang et al. concluded that the green-light time and inter-
section’s form are the most significant factors to e-bikers’ GR
near-violation which is also called YLR violation [31].

In terms of e-bikers’ signal violation in modeling
identification, many analytical methods have been estab-
lished to solve this problem. Logistics regression is widely
utilized to analyze the RLR behavior for e-bikers
[20, 28, 32, 33]. Yang et al. and Mei et al. developed survival
analysis model to investigate e-bikers’ risky crossing be-
haviours [21, 25]. *e theory of planned behavior (TPB)
model was used to predict for e-bikers’ intention of RLR in
these studies conducted by Yang et al. and Tang et al.
[22, 23]. A Hidden Markov Driving model proposed by
Dong et al. and Li et al. [30, 34, 35] was used to explain the
YLR behaviour of motor drivers and e-bikers. An integrated
regression analysis developed by Tang et al. was used to
explain the probability of e-bikers’ YLR behaviours [31].
Numerous researchers have tried to use many methods
identifying the factors influencing e-biker’s signal violation.
However, the violation behaviourmight occur under distinct
conditions and influencing by other unobserved influential
factors of individuals, which may lead to omitting the
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unobserved heterogeneity and making the wrong analysis
for the results [24, 36]. To provide some insights into this
problem, some researchers established random parameter
logit model (RPLM) which is also called mixed logit model
[19, 24, 37] to eliminate the effects of unobserved hetero-
geneity. Wang et al. identified variables contributing to RLR
behavior of pedestrians and e-bikers using the RPLM [24].
Zheng et al. established a random coefficient logistics model
to identify factors associated with the violation of pedestrian
and cyclists on the Brooklyn Bridge promenade [36]. And
the RPLM was used to investigate the effect of factors in
other traffic safety researches [38, 39]; for instance, the
studies analyzed the injury severity for drivers [40–42].

*e aim of our paper is to analyze the factors contrib-
uting to e-bikers’ YLR violation. Based on the natural ob-
servation data, two analytical logit models (i.e., a base logit
model and a random parameter logit model) were estab-
lished to explain the effects of contributing factors. *ere are
three advantages of this study. First, we analyzed the impact
factors, where the e-bikers’ personal characteristics and their
operating characteristics are included, on e-bikers’ YLR
violation using massive amount of crossing trajectories in
the case of signal change interval, by extracting the real-time
data from high-resolution event-based recorded data. Sec-
ondly, we first classified e-bikers’ YLR behaviours in terms of
how many times e-bikers changed his/her stop-go decision
in 6 s before the end of green light into normal yellow-light
running (NYLR) and aggressive yellow-light running
(AYLR) and also classified e-bikers’ YLS behaviours into
normal yellow-light stopping (NYLS), aggressive yellow-
light stopping (AYLS), and conservative yellow-light stop-
ping (CYLS), which has clearly shown the decision-making
process for e-bikers in the signal change interval.*irdly, the
use of random parameter logit model (RPLM) in this study
has advantages in that it can account for the unobserved
heterogeneity which is likely to present the e-bikers’ indi-
viduals’ differences.

*e structure of rest paper is as follows. *e data col-
lection process is presented in Section 2, in which a method
is also developed to categorize YLR and yellow-light stop-
ping (YLS) e-bikers into different types according to the
changes of acceleration rate during 6-second green light
before the beginning of amber light. Section 3 briefly in-
troduces the two logit models. In Section 4, the statistics
analysis of observation, the analysis of different types for
YLR and YLS behaviours, and the results of the two models
are presented. Section 5 gives a discussion of the model
estimating results. Finally, concluding remarks and the
perspectives for further research are given.

2. Data Collection and Process

2.1. Site Selection and Description. It has been proved that
direct observation can provide quite useful information to
study road users’ behavior by previous researches
[11, 29, 30, 36]. In this study, a natural observation was
conducted in Xi’an, China, which has 10 million residents,
and the ownership of e-bike has been over 3 million [4]. A
typical four-leg intersection located in Huancheng South

Road, which is the major corridor connecting east and west
of Beilin district, andWenyi North Road (H-W intersection)
was selected for natural observation. H-W intersection is
with the following characteristics. (a) An exclusive non-
motorized lane exists in upstream of the intersection, which
could separate the nonmotors including e-bikes and regular
bikes from motors in order to reduce the interactive impact.
(b) *e landscape trees do not exist on the side of non-
motorized lane, which may help clearly observe e-bikers’
crossing behaviour in signal change interval. (c) A count-
down signal device (CSD) is installed in H-W intersection,
all motor drivers and cyclists who are approaching the in-
tersection in the same direction should obey the CSD timer.
A traffic signal phase in which a 6 s countdown green signal
is displayed at the end of green-light and a 3 s amber light
signal following this countdown signal is used in this in-
tersection (the traffic light phase at H-W intersection is
shown in Figure 1). (d) H-W intersection has a moderate
e-bike traffic volume that does not cause the traffic jam and
the e-bikers could smoothly clear the intersection without
queueing.

2.2. Data Collecting. *e main equipment used in this
natural observation were an unmanned aerial vehicle (DJI
Inspire 1) and a video camera (Sony FDR-AX45) to obtain
high-resolution videos of e-bikers’ stop-go decision-making
process in signal change interval. In this natural observation,
a 2-hour video was collected during weekday’s morning and
evening peak hours under good weather conditions for 2
weeks in October 2019; i.e., totally we recorded 20-hour
tapes. To avoid buses and vehicles’ crossing behaviours
hindering e-bikes’ crossing trajectory in the videotape, the
UAV hovered for an altitude of 50m over the nonmotorized
lane located in upstream intersection and adjusted the lens
angle of the camera to clearly record the riders’ entire
crossing process and the traffic signal indications (the first
step shown in Figure 2). And the other synchronized camera
was mounted on the telegraph poles that were located in the
roadside of the intersection, to avoid being spotted by
e-bikes and consequently causing their crossing behaviours
changes. *e lens angle of this camera was pointed towards
the riders to obtain their detailed personals (the first step
shown in Figure 2). *ese two cameras’ time parameter was
set identically and a synchronous remote control was used,
which made them synchronize temporally and spatially to
record e-bikers’ crossing behaviours.

2.3. Data Processing. A data processing framework of this
study is briefly presented in Figure 2. All the e-bike riders
who entered the scope of the cameras and crossed the in-
tersection were recorded; however, only the e-bikers who
crossed straight through the intersection in the signal change
interval were coded. Right-turn and left-turn e-bikers were
excluded since their crossing trajectories may be hindered by
turning motor vehicles.

Using two synchronized cameras with different per-
spectives, we obtained two temporally and spatially syn-
chronous tapes. After that, we manually matched,
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numbered, and then recorded the target e-bikers according
to the identical schedule and the e-bikes’ appearance in two
videos (the third step shown in Figure 2). Utilizing a tra-
jectory analysis software Tracker, we extracted the target
e-bike position and trajectories in the period of 9 seconds
before the light turns red, including 3 seconds of amber light
and the last 6 seconds of green light. As the input for the
trajectory software, we measured the road traffic marking in
the middle of the intersection as a reference to evaluate the
objects’ sizes in the videos, so that the software can auto-
matically extract the X and Y data of e-bikes position in real
time. Obviously, the calculations for meaningful informa-
tion of e-bikes were described in equations (1)–(3). Equation
(1) calculates the displacement of the e-bike. *e following
equation calculates the displacement of e-bike in frame i

denoted as Si (m):

Si �

���������������������

xi − xi− 1( 􏼁
2

+ yi − yi− 1( 􏼁
2

􏽱

, (1)

where xi is the displacement of e-bike on the X-axis in frame
i, yi is the displacement of e-bike on the Y-axis in frame i,
and i is the number of the frame.

*e following equation is used to calculate the instan-
taneous speed denoted as vi (m/s):

vi �
si

t
, (2)

where t is the time length of frame i.
*e following equation calculates the instantaneous

accelerated speed denoted as ai(m/s2):

ai �
vi

t
−

vi−1

t
�

si − si−1

t
2 . (3)

Meanwhile, the data related to e-biker’s personalities,
including gender, estimated age group, and e-bike type, were
labelled according to the appearance of e-bikes and riders
from the videotape by two students, who were trained to be
familiar with common e-bike models and learned the
standards for classifying the e-bikers’ age group. In order to
avoid data recording mistake, recoding reliability was cal-
culated by Cohen’s kappa for categorical variables and
intraclass correlation for continuous variables. All the co-
efficients ranged from 0.81 to 0.98, which ensured the re-
liability of extracting process.

*e possible contributing factors (independent vari-
ables) were including gender (GEN), established age group
(AGE), vehicle type (VT), the number of acceleration rate
changes (NA), approaching speed (AS), and critical crossing
distance (CCD). *e details of independent variables are

presented in Table 1. *ree-category variables, namely, AGE
and NA, were changed to two dummy variables for calcu-
lating BLM and RPLM, respectively. *e old-age group and
the e-bikers with acceleration rate change once time group
were considered as the base variables; other age groups and
times of acceleration rate change groups have been incor-
porated in themodels as dummy variables.*e variable AGE
was converted into two dummy variables. *e first dummy
variable was young vs. old with 0 denoting the young and 1
denoting the old ones. *e second dummy variable was
middle-age vs. old with 0 denoting the middle-age riders and
1 denoting the old individuals. And the variable acceleration
rate change once time was denoted 1, while without ac-
celeration rate change and the acceleration rate change more
than 2 times were denoted 0 in the two dummy variables,
respectively.

2.4. Classification of Stop-Go Decision-Making Process.
Based on the Chinese Road Traffic Safety Law [43], we define
the yellow-light running behaviour as that instead of
stopping behind the stop mark at the beginning of amber
light; the e-bikers continue going through the stop mark.
After collecting the e-bikers’ crossing trajectory data, YLR
riders can be easily identified. *e identifying reliability was
calculated by Cohen’s kappa coefficient and the value of
coefficient is 0.94, ensuring the reliability of identifying
process.

2.4.1. Yellow-Light Running Behaviour Categorization. As a
consequence of the e-bikes’ manual operation power system,
the acceleration rate is positive when e-bikers continue going
forward. On the contrary, the acceleration rate is negative
when e-bikers decide to stop. It was proved by previous
study that the operating characteristics may reflect the
physiological characteristics of drivers during the actual
driving process [44]. *e e-bikers’ stop-go decision-making
process could be precisely presented by the real-time ac-
celeration rate. In this study, YLR behaviour is classified into
normal yellow-light running (NYLR) and aggressive yellow-
light running (AYLR), based on how many times e-bikers
changed their stop-go decision in the last 6 seconds of green
light. NYLR behaviour is defined if the riders make a de-
cision to speed up through the stopmark after observing that
the countdown green light began to flash but fail to pass it
before the beginning of amber light. *is category is shown
in Figure 3(a), the speed increased due to the acceleration
rate increase and maintained positive as the e-bikers made a
go-decision to pass through the stop mark before the

44S 6S 3S 59S

Green light for all vehicles 

Countdown green light for all vehicles 

Amber light for left-turning and straight-going vehicles

Red light for left-turning and straight-going vehicles 

Figure 1: Traffic light phase at H-W intersection.
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beginning of amber light. AYLR referred to the riders who
firstly decided to decelerate but made a second decision to
accelerate to cross through the stop mark; however, they

failed to pass it before the beginning of amber light.
Figure 3(b) presented the speed and acceleration/decelera-
tion rate of typical types for AYLR violation. It can be seen

Step 2: data recording 

Step 4: e-bikers’ trajectories extracting process by tracker so�ware

Target e-bikers’ real-time trajectory dataTarget e-bikers’ real-time trajectory Identifying e-bikers’personal characteristics

Step 5: e-bikers’ personal characteristics extracting process

UVA camera
view

Synchronized
camera view 

Target e-biker no.1

Data calculation and validation Database construction Result plots

Step 6: data processing and application

Step 3: matching and numbering the target e-bikers in two different visual angle videotapes 

UVA camera Synchronized camera

Step 1: data collection using two cameras 

Figure 2: Data processing framework.

Journal of Advanced Transportation 5



that the speed dropped off due to the acceleration rate
decrease below zero when e-bikers made a stop-decision at
the beginning of countdown green light, and then the speed
distinctly increased with the increase of acceleration before
the beginning of amber light. We conjecture that they may
change their initial idea and decide to pass through the
intersection based on their newly gathered circumstance
information, such as critical crossing distance and the
volume of nonmotors and motors.

2.4.2. Yellow-Light Stopping Behaviour Categorization.
Yellow-light stopping (YLS) behaviour is defined as that
riders stopped in appropriate position, i.e., behind the stop
mark, before the end of amber light signal. *e decision-
making process distinguished three different types of YLS

behavior, i.e., normal yellow-light stopping (NYLS), ag-
gressive yellow-light stopping (AYLS), and conservative
yellow-light stopping (CYLS). NYLS is the behaviour that
e-bikers initially decided to stop slowly and could stop
behind the stop mark before the onset of red light.
Figure 4(a) shows the speed and deceleration rate of typical
types for NYLS behaviour. It is clear that with the accel-
eration rate decreasing below zero, the speed of e-bike gone
down almost to zero before the beginning of red light.
Defined as AYLS, the behaviour is considered as that riders
who decided to pass through stop mark at the onset of the
countdown green light but later they changed their initial
decisions from passing to stopping caused by the changing
environment or other reasons. Figure 4(b) shows the op-
posite trend to Figure 3(b). *e speed increased with the
increase of acceleration rate at the beginning of countdown

Table 1: Definition of variables coded.

Variable Description Coding value

GEN Male 0
Female 1

AGE
Young-age group (<30) 0

Middle-age group (30–50) 1
Old-age group (>50) 2

VT Bicycle electric bike 0
Scooter electric bike 1

NA
0 changes 0

More than 2 changes 1
1 change 2

AS *e speed of e-bike when it approached intersection at the beginning of amber light. *e real-time value
CCD *e distance of e-bike away from stop mark at the beginning of amber light. *e real-time value
AGE: estimated age group. Using estimated age group could be effective to extract e-bikers’ individual information. *e groups were divided into young-age
riders (<30), middle-age riders (30–50), and old-age riders (>50) reported byWu et al. [7]. VT: vehicle type. Bicycle e-bike can ride the pedal to provide power
for going forward, while the scooter e-bike’s power is only provided by electromotor. NA: number of acceleration rate changes. *e number of times that
acceleration rate changes from positive to negative, or from negative to positive.
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Figure 3: Typical approaching speed and acceleration rate profile of NYLR and AYLR e-bikers.
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green light, and then it decreased for the acceleration rate
decreasing below zero before the beginning of amber light.
CYLS can be described as the behaviour that the e-bikers made
multiple go-stop decisions from the onset of countdown green
light to the end of it, but they finally stopped behind the stop
mark. Figure 4(c) displays the speed and acceleration rate for
typical types for CYLS behaviour. It can be seen that the speed
of e-bike fluctuated over the change of acceleration rate, which
happened because the e-bikers made multiple stop-go deci-
sions during the countdown green-light time.

3. Methodology

Logistics regression has been widely applied to analyze the
risk behaviour of road users in previous researches, espe-
cially to examine the factors contributing to RLR and YLR
illegal behaviour [4, 20, 28, 32, 33, 45]. In this study, we

developed two logit models, namely, a base logit model and a
random parameter logit model, to analyze the e-bikers’
behaviour with respect to the stop-go decision when they
were facing the signal change from green to yellow. In our
two logit models, Y � 1 denoted YLR e-bikers and Y � 0
denoted YLS e-bikers.*e outcome of rider i’s decision to go
through the stop mark at the beginning of amber light
represented as Yi is shown in the following equation:

Yi � βXi + εi, (4)

where β is a vector of estimable regression parameters;Xi is a
vector of the observed variables which may affect the YLR
behaviour; and εi is an error term.

*e probability of the e-biker i’s infringement of the
amber light was obtained from the base logit model in the
following equation:
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Figure 4: Typical approaching speed and acceleration rate profile of NYLS, AYLR, and CYLS e-bikers.
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pi � yi � 1| x0, x1, . . . , xn( 􏼁 �
EXP βXi( 􏼁

1 + EXP βXi( 􏼁
. (5)

In this base logit model, pi is the probability that YLR
events occurred, and βi is the corresponding coefficient of
xiestimated by the method of maximum likelihood. How-
ever, the base logit model has drawbacks which cannot
analyze the potential effects of unobserved heterogeneity in
riders’ individual characteristics and cannot allow unob-
served environment factors of utility to be correlated. All
these random effects may result in erroneous parameter
estimation and prejudices in estimation of the model, and
the heterogeneity (i.e., some riders are prone to stop at the
amber light interval and have lower risk propensity) may
damage the Independence from Irrelevant Alternatives (IIA)
assumption [15, 19, 24, 37, 40, 46]. To obtain an accurate
estimation of variables, we proposed a random parameter
logit model to analyze e-bikers’ YLR behavior.*e rider YLR
propensity function was proposed in the following equation:

Ti � βiXi + εi, (6)

whereβi is the special parameter vector for the final decision
of rider i which may vary across observed individual riders.

As mentioned above, substituting equation (6) into
equation (5), the random parameter logit model was
established as follows:

pi � yi � 1 | x0, x1, Lxn( 􏼁 � 􏽚
x

EXP βiXi( 􏼁

1 + EXP βiXi( 􏼁
f βi |ϕ( 􏼁dβi,

(7)
wheref(βi|ϕ) is the probability density function of βi, and ϕ
refers to a vector of parameters for the function (mean and
variance).

*e probability of the rider i’s infringement of the amber
light estimated by equation (7) cannot be calculated exactly
because of involving a multidimensional integral which is
not close to solution. Quasirandom numbers generated by
Halton, also called Halton’s draws, were proved to be an
efficient alternative to pseudorandom numbers by Bhat and
Train [37]. In this study, we used Halton’s draws to draw the
values of βi from f(βi|ϕ). 200 Halton draws, the number of
Halton draws, were used to calculate the accurate parameter
estimation which has been proved to be a sufficient number
in prior studies [19, 24, 46]. In addition, all parameters were
assumed to follow normal distribution as presented inWang
and Savolainen’s studies [19, 27].

Furthermore, the goodness-of-fit statistics measure
Akaike Information Criterion (AIC) was used for model
comparison. *e value of AIC was calculated in the fol-
lowing equation:

AIC � −2 LL + 2p, (8)

where LL is the log-likelihood at convergence for the esti-
matedmodel and p is the number of parameters in themodel.

4. Results

4.1. Description Statistics of e-Bikers’ Yellow-Light Running
and Yellow-Light Stopping Behaviour. A total of 297 first-to-
stop and first-to-go e-bikers (186 e-bikers with YLR behavior
and 111 e-bikers with YLS behaviors) approaching the in-
tersection during the signal change interval were observed in
20 h high-resolution videos. *e following e-bikers were
excluded to eliminate the influence of the leading e-bikes in
the queue on their crossing behaviours.

*e trajectories of YLR e-bikers are shown in Figure 5.
*e majority of YLR behavior (accounting for more than
70% of all YLR e-bikers) occurred during the early stages
(i.e., the first and second) of an amber light. All the 297
observed e-bikers, divided into different types of YLR and
YLS according to their decision-making process, were
summarized as follows.

As shown in Tables 2 and 3, the descriptive statistics for
the number of e-bikers’ infringement behaviour in different
groups were tested by chi-square test. Firstly, male e-bikers
were prone to have YLR violation than female e-bikers (128
vs. 58, p< 0.01). In addition, the riders who rode bicycle
e-bikes were less likely to have YLR behaviour than the riders
who rode scooter e-bikes (136 vs. 50, p< 0.05). However,
there was no statistical difference in the number of YLR in
different age groups (p � 0.235).

As shown in Table 2, the overall proportion of YLR
e-bikers who made one decision to run against the amber
light, also called normal yellow-light running riders, was
93%.*e majority of YLR e-bikers did a go-decision and did
not change their initial decisions when they were facing the
appearance of countdown green-light indications; only 7%
of e-bikers modified their initial stop-decisions to go-de-
cisions. A chi-square test was used to analyze the number of
different YLR types’ behaviours in different groups of
e-bikers’ personal characteristics. *e occurrence rate of
female NYLR riders was slightly greater than that of male
NYLR riders (94.8% vs. 92.2%, p< 0.001), while the rate of
male AYLR riders was larger than that of female AYLR riders
(7.8% vs. 5.2%, p< 0.001). *ese results suggested that a
large percentage of female YLR e-bikers decided to cross
through the stop mark and did not change their initial go-
decision after observing the onset of countdown green-light
indications and that male YLR riders were more likely to
change their initial stop-decision to continue crossing
through the stop mark to run against the amber light. Based
on the statistically significant difference, scooter e-bikers
were more likely to have AYLR behaviours (7.4% vs. 6%,
p< 0.05). A higher proportion of NYLR e-bikers and a lower
proportion of AYLR e-bikers were observed in the old-age
group than the young- and middle-age riders (100% vs.
93.9% and 87.7%, 0% vs. 6.1% and 12.3%); however, the
difference cannot be observed in the number of different
YLR types for different age groups from the results of chi-
square test (p � 0.179).
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Table 3: Statistics of yellow-light stopping behaviour by each subcategory.

Number of YLS riders
Stopping behavior type Normal stopping Aggressive stopping Conservative stopping
Gender
Male 54.5% (24/44) 43.2% (19/44) 2.3% (1/44)
Female 76.2% (51/67) 11.9% (8/67) 11.9% (8/67)
Age group
Young 28.6% (6/21) 57.1% (12/21) 14.3% (3/21)
Middle-age 78.3% (54/69) 14.5% (10/69) 7.2% (5/69)
Old 71.4% (15/21) 23.8% (5/21) 4.8% (1/21)
Vehicle type
Bicycle-style electric-bike 79.5% (54/68) 17.6% (12/68) 2.9% (2/68)
Scooter-style electric-bike 48.8% (21/43) 34.9% (15/43) 16.3% (7/43)
Overall 67.6% (75/111) 24.3% (27/111) 8.1% (9/111)
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Figure 5: YLR e-biker’s trajectories at the intersection.

Table 2: Statistics of yellow-light running behaviour by each subcategory.

Number of YLR riders
Running behavior type Normal running Aggressive running
Gender
Male 92.2% (118/128) 7.8% (10/128)
Female 94.8% (55/58) 5.2% (3/58)
Age group
Young 93.9% (92/98) 6.1% (6/98)
Middle-age 87.7% (50/57) 12.3% (7/57)
Old 100% (31/31) 0% (0/31)
Vehicle type
Bicycle-style electric-bike 94.0% (47/50) 6.0% (3/50)
Scooter-style electric-bike 92.6% (126/136) 7.4% (10/136)
Overall 93.0% (173/186) 7.0% (13/186)
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Table 3 presents the observation of NYLS riders, AYLS
riders, and CYLS riders being 75, 27, and 9, respectively. A
majority of observed YLS riders had NYLS behaviours
(67.6%), which indicated that upon facing the countdown
green-light indications, most of e-bikers decided to
smoothly decelerate until stopped behind the stop mark.
When they observed the onset of countdown green light, 33
riders changed their stop-go decisions at least once time.*e
Pearson chi-square test was applied to identify whether there
were significant differences in the number of YLS types
among different groups. *ere was statistically significant
difference in the number of different YLS types in the gender
group (p< 0.01), as well as in age group (p< 0.05). Most of
female e-bikers were more likely to decide decelerating until
stopped without changing their stop-decision (76.2%), while
over 40% of male e-bikers did a two-step or a multiple-step
stop-go decision after the onset of countdown green light.
Further, YLS riders within middle-age and old groups were
more likely to do NYLS behaviour than that of young group
(78.3% and 71.4% vs. 28.6%). A large percentage of young
riders (i.e., 57.1%+ 14.3%� 74.1%) decided to stop after the
onset of countdown green light but modified their decision
more than once. However, the number of YLS types had no
significant difference in different vehicle types group
(p> 0.1).

4.2. Descriptive Statistics of e-Bikers’ Approaching Speed and
Critical Crossing Distance. Approaching speed is a crucial
factor related to YLR behavior as mentioned above.*e YLR
and YLS e-bikers’ AS at the beginning of amber light is
presented in the cumulative frequency curve as shown in
Figure 6. *e average AS of YLR e-bikers was 16.5 km/h,
which was less than 25 km/h that is the limit speed of e-bike
based on the China Road Safety Law [4]. And the average AS
of YLS e-bike riders was 11.83 km/h at the beginning of
amber light. *e result of independent sample Student’s t-
test indicated that the AS of YLR and YLS e-bikers had
significant difference
(F � 3.387, p< 0.01; t � 5.848, p< 0.01)) and that the AS of
YLR riders was significantly higher than that of YLS ones.

Further, the AS of different YLR types was analyzed by
Levene’s test prior to the Student t-test. *e result showed
that the AS of different types for YLR and YLS e-bikers was
significantly different at the level of 0.01. As indicated in
Figure 7(a), the NYLR riders had an average AS of 17.03 km/
h with a standard deviation of 6.43 km/h which was higher
than that of AYLR e-bikers (M� 9.40 km/h, SD� 3.90 km/
h). *e one-way ANOVA results showed that the AS of
different types for YLS riders had significant difference
(F � 21.307, p< 0.001). A post hoc test, using Least Sig-
nificant Difference (LSD) method, revealed that the AS for
AYLS was significantly higher than that of NYLS and CYLS
riders (p< 0.001), but there was no significant difference of
the AS between NYLS and CYLS riders (p � 0.106) (see
Figure 7(b)).

e-bike riders’ critical crossing distance at the beginning
of amber light also has significant impact on riders’ decision
of YLR behaviour. Based on the data we extracted from the

videos, sample e-bikes of AS and CCD for different types of
YLR and YLS at the beginning of amber light were indicated
by the solid plots in Figure 8. It was found that the e-bikers
could make different stop-go decisions, even a contrary
decision with similar AS and CCD from this figure which
showed the complexities of the riders’ stop-go decision.

For the purpose of comparison, the independent sample
Student t-test was used to analyze the CCD for YLR and YLS
groups’ e-bikers. *e CCD were significantly different be-
tween YLR group and YLS group
(F � 46.658, p< 0.001; t � 12.2, p< 0.001). *e YLR
e-bikers were closer to stop mark than YLS ones at the
beginning of amber light (6.29m vs. 14.24m). By applying
Student’s t-test, we compared the values of CCD for different
YLR types. *e results of tests indicated that the CCD of
different YLR types were significantly different at the level of
0.01. NYLS riders were closer to stop mark than AYLS riders
(5.93m vs. 11.06m), as shown in Figure 9(a). A one-way
ANOVA test was carried out and the significant difference
can be observed from the result for the CCD in different YLS
types (p< 0.001). Using LSD method, the result of post hoc
test revealed that NYLS riders was the farthest from the stop
mark than AYLS and CYLS riders (p< 0.001). And the CCD
for the CYLS riders was significantly closer to stop mark
than that of AYLS riders at the beginning of amber light
(p< 0.001) (see Figure 9(b)).

4.3. Modeling Result. Both base logit model (BLM) and
random parameter logit model (RPLM) were established to
identify and evaluate the contributing factors on the
e-bikers’ YLR infringement. WinBUGS software developed
by the University of Cambridge was used to estimate these
models. Table 4 presents the final results from two developed
models (i.e., BLM and RPLM). In RPLM, the standard
deviations were included for those parameter estimates
which were observed to vary across individual riders.

Also, AIC was used to compare the goodness of fit of
these twomodels. It is noteworthy that the RPLM provided a
statistically superior fit relative to the BLM as indicated by
the AIC value of RPLM smaller than that of BLM (1071.4 vs.
1336.3), shown in Table 5.

5. Discussion

*e objective of our study was to analyze the contributing
factors to e-bikers’ YLR behaviour at signalized intersection.
Owing to the lack of risk perception and safety riding
awareness, traffic signal violation, especially YLR behaviour,
is common in e-bikers’ crossing behaviour in China. In our
study, the natural observation results showed that 63% of
e-bikers had a YLR violation when they arrived at inter-
section facing signal change interval, which is slightly lower
than the result proposed by Bharat [13] (the proportion of
YLR violation was 68.6% in motorized two wheel). However,
the proportion of YLR e-bikers is relatively higher than the
result reported by Tang et al. [31] (the proportion of the GR
near-violation, also called YLR violation, was 32%). *e
difference between these two studies may be caused by the
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different data collection process, which is that we only
collected the e-bike riders’ crossing behaviour who faced the
signal change interval, while in Tang’s study the authors
recorded all e-bike riders’ crossing behaviours during peak
hours.

Two logistics regression models (i.e., BLM and RPLM)
were applied to test the factors which affected e-bikers’ YLR
behaviour. Given that the RPLM outperforms the BLM (the
value of AIC in RPLM model is smaller than that of BLM),
we selected RPLM for evaluating the contributing factors on
e-bikers YLR behaviour. e-bikers’ gender, age group, and the
operation attributes including AS, CCD, and NAwere found
to have significant effects on YLR behaviour. To analyze the
effects of these contributing factors on the likelihood of
infringement behaviour, the odds ratio (OR) was used. *e

OR could be defined as the effect of a one-unit increase in a
contributing factor to the odds of YLR violation with other
factors being controlled for.

5.1. Analysis of Approaching Speed. As mentioned above,
results from Student’s t-test and the one-way ANOVA
model implied that riders’ AS was significantly different in
different types of YLR and YLS behavior. *e AS of NYLR
was higher than that of AYLR, indicating that the NYLR
e-bikers decided to pass through the stop mark without any
decelerating. On the other hand, the lowest value of AS was
observed in CYLS e-bikers who changed their stop-go de-
cision more than 2 times. As shown from the result of RPLM
in Table 4, AS was found to be significant associated with
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e-bikers’ YLR behavior. *e RPLM illustrated that the value
of OR was 1.53 (e0.427). *is value was indicated that when
the e-biker was riding 1 km/h (one unit) faster than others,
he/she would have 1.53 times to do a YLR behaviour. *is
finding was consistent with previous studies that the larger
the e-bike and motorcycles approaching speed had, the
higher the probability of YLR was in the drivers’ crossing
behaviour [13, 30]. *e result in e-bike vehicles was also in
accord with previous researches on motor vehicle YLR vi-
olation [11–13]. *e parameter for AS was a normal dis-
tribution with a mean of 0.427 and a standard deviation of
0.688. According to the cumulative probability function of
the AS distribution, the figures suggested that 72.9% samples
were greater than 0 and 27.1% samples were less than 0. *is

demonstrated that the effect of AS on 72.9% of samples was
positive which indicated that the probability of YLR be-
havior increased. On the other hand, the effect of AS on
27.1% of samples was negative which indicated that the
probability of YLR behavior decreased. *e approaching
speed of e-bike was a significant predictor to predict the YLR
violation, which may be caused by the fact that motorcyclists
who regarded themselves as “speeder” were more likely to
run against signal [47, 48].

5.2. Analysis of Critical Crossing Distance. YLR could be
caused by that amber light time is not long enough for e-bike to
cross through stop mark before the signal indication turns to
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red; therefore, critical crossing distance at the beginning of
amber light is an important indicator for intersection safety.
Based on the results we analyzed above, the average value of
CCD for NYLR riders was the smallest than other observed
e-bikers at the beginning of amber light, which means that
NYLR riders were close to stop mark at the beginning of amber
light. *us, they would be confident with the enough time in
which they can cross the stop mark safely without waiting next
green light. But it is also true that the AYLR riders who had a
longer CCD had YLR behaviour. *is may explain the random
effects of CCD on e-bikers’ YLS behaviour as suggested by the
estimated parameters with a mean of −0.312 and a standard
deviation of 0.201. *e results indicated that the effect of CCD
on the YLR was negative and was in line with some previous
studies in which the researchers concluded that drivers who
drove close to the stop mark had higher likelihood to run
against traffic signal in signal change interval [8, 13, 30].

5.3. Analysis of the Number of Acceleration Rate Changes.
Due to the low power output, the acceleration rate or de-
celeration rate, which also can be seen as the e-bike riders’
stop-go decision, was the most critical factor affecting the
speed of e-bike. With regard to the number of acceleration
rate changes for e-bikers, consistent with the study proposed

by Tang [31], the e-bikers who could know the remaining time
of amber light from the countdown timer are more likely to
accelerate to clear the intersection. e-bikers who decided not
to change their initial acceleration rate (keep accelerating to
pass the stop line) were found to have YLR violation with the
probability of 271% higher than the riders who change their
initial decision once time. Similar findings that vehicles would
change speed to cross the intersection were reported in many
researches [24, 49, 50]. In natural observation, e-bike riders
could assess the viability of passing through the stop mark
based on the environment constraints and the acceleration
rate of their e-bike. *e number of YLR riders who decided
not to change their initial accelerating behaviour was much
more than that number of YLR riders who had changed their
acceleration once time. However, the second dummy vari-
able’s effect on YLR behaviour was not statistically significant.
*e result could be caused by the fact that there were no riders
who repetitively changed their stop-go decision, which also
can be seen as acceleration rate changed more than 2 times,
and had YLR behaviour in our natural observation.

5.4. Analysis of e-Bikers’ Characteristics. *e crucial ex-
planatory variable gender has negative effect on e-bikers’
YLR violation. Compared to male, female e-bikers were

Table 4: Estimates of parameters in BLM and RPLM for e-bikers’ YLR behaviour.

Variables
BLM RPLM

Mean SE Mean SE
Intercept −1.337∗∗∗ 0.681 −1.041∗∗ 0.699
Gender
Male vs. female −0.672∗∗ 0.028 −0.661∗∗∗ 0.024
Std. dev. of parameter distribution 0.451∗∗∗ 0.033
Age
Young vs. old −1.174∗∗∗ 0.876 −0.874∗∗ 0.076
Std. dev. of parameter distribution 0.815∗∗∗ 0.030
Middle-age vs. old 0.342∗ 0.057 0.212∗∗ 0.038
Std. dev. of parameter distribution 0.638∗∗ 0.231
Vehicle type (VT)
Bicycle-style e-bike vs. scooter-style e-bike 0.332 0.041 0.446 0.124
Std. dev. of parameter distribution 0.265 0.066
Number of acceleration rate changes (NA)
Zero changes vs. one change −1.267∗∗ 0.650 −1.312∗∗∗ 0.049
Std. dev. of parameter distribution 1.592 0.234
More than 2 changes vs. one change −0.72 0.102 −0.634 0.048
Std. dev. of parameter distribution 0.961 0.085
Approaching speed (AS) 0.391∗∗∗ 0.098 0.427∗∗∗ 0.086
Std. dev. of parameter distribution 0.688∗∗∗ 0.026
Distance to the stop-line (DTS) −0.256∗∗∗ 0.058 −0.312∗∗∗ 0.064
Std. dev. of parameter distribution 0.201∗∗∗ 0.049
∗Statistically significant at α� 0.10. ∗∗Statistically significant at α� 0.05. ∗∗∗Statistically significant at α� 0.01.

Table 5: Goodness-of-fit measures for BLM and RPLM.

BLM RPLM
Number of observations 297 297
Log-likelihood at zero, LL(0) −511.13 −501.59
Log-likelihood at convergence, LL (β) −661.02 −486.71
Akaike Information Criterion (AIC) 1336.3 1071.4
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found less likely to have YLR behaviour with a mean of
−0.661 and a standard deviation of 0.451. *e figures of
cumulative probability function implied that 7% of female
e-bikers tended to run against the amber light indications
despite the decreased probability of YLR behaviour for the
majority of female. *e result was consistent with the
findings proposed by previous researches. For example,
female drivers including e-bikers and motors drivers are
found to be less likely to be involved in YLR behaviour
[4, 9, 10, 17]. In addition, other studies have found that male
e-bikers have more propensity to disobey traffic rules
[20, 25, 31]. *e female drivers are more prone to obey the
traffic regulation [51] and have higher level of risk per-
ception [52], which mean that female drivers were more
cautious than the male drivers in risky driving situations.
*e higher violation of male driver may be caused by human
or physiological factors. *e research developed by Parker
et al. suggested that facing the traffic light changes, males
would react more angrily and aggressively in driving than
female drivers.*emale riders would not tolerate to wait the
next green-light; therefore, they are prone to infringe the
traffic regulation. And males are more likely to engage in
risky behaviours (i.e., traffic light violation) [53].

e-bikers’ age was found to be significantly related to
riders’ YLR behaviours.*e estimated age group was a three-
category variable; two dummy variables were set for BLM
and RPLM as mentioned above. *e effect of the first
dummy variable was with a mean of −0.874 and a standard
deviation of 0.815, which meant that the old-age riders were
0.42 times less likely to run against the amber light than the
young-age individuals. Given the distribution, 86% of the
distribution was below 0, while 14% of distribution was
above 0. *is implied that most old e-bikers (86%) were less
prone to have YLR behaviour, and a minority of old-aged
(14%) had a higher probability to do YLR. *is tied with the
previous studies proposed by Bernhoft and Carstensen [54]
and Chung and Zamani [55, 56] in which the authors found
that young-age drivers have more propensity to engage in
risky driving behaviours and involve in severe accidents. In
contrast, old riders appeared to have an opposite tendency
compared to middle-age riders. *e old riders were more
likely to be involved in YLR behaviour. *e indicator var-
iable for the second dummy variable leads to a random
parameter with a mean of 0.212 and a standard deviation of
0.638, suggesting that 62.9% of old e-bikers had an increased
probability to have YLR behaviour while the remaining old
individuals (37.1%) were less likely to run against the amber
light indication. *is result reflected the heterogeneity of old
e-bikers. However, this finding was inconsistent with Wu
[57] and Feng [58], which concluded that middle-age riders
have higher probability to have aberrant driving behaviors
than other drivers.

In terms of vehicle type, the rate of YLR for bicycle e-bike
was 16.8% (50/297) and the rate for scooter e-bike was 45.8%
(136/297). Despite the different rate of YLR for two different
vehicle types of e-bike, the vehicle type’s effect on e-bike YLR
was not significant according to the result of RPLM. *is
may be caused by that although e-bikers ride different types
of e-bike, they tend to have similar behaviours in same

cycling environment. *is finding was similar with the
conclusion that the bicycle riders and e-bike riders do not
have significant impact on the immediate RLR behaviours
[24].

6. Conclusions

To improve the intersection safety under mixed traffic
condition, especially under fully autonomous driving con-
dition in the near future, we have found out factors con-
tributing to e-bikers’ stop-go decision to cross through stop
mark during the signal change interval. Using a UAV and a
synchronized camera, high-resolution videos of e-bikers’
stop-go decision-making process in the signal change in-
terval were obtained. We identified 297 cases for e-bikers’
crossing behaviour during amber light period. Two ana-
lytical models including a base logit model and a random
parameter logit model were established based on the e-bike
individuals’ characteristic data, i.e., gender, age group, ve-
hicle type, and the operations characteristic data, i.e., the
approaching speed, the critical crossing distance, and the
number of acceleration rate changes to investigate the re-
lationship between explanatory variables and the e-bike YLR
violation. Accordingly, several key conclusions can be made
as follows:

(1) In order to increase the accuracy of predicting e-bikers’
YLR violation and to better understand the e-bikers’
decision-making process, we believe the further clas-
sification of the e-bikers is essential. YLR riders should
be categorized into NYLR and AYLR, whereas YLS
individuals ought to be divided into NYLS, AYLS, and
CYLS. Based on the statistical analysis, the conclusions
indicate that the AS and CCD are significantly different
for different types of YLR and YLS cases. Concretely,
the AS for NYLR riders is higher than that of AYLR;
nevertheless, the CCD of AYLR is larger than that of
NYLR. AYLS e-bikers’ AS is significantly faster than the
other two types of YLS individuals, yet they are closer
to the stop mark than NYLS e-bikers.

(2) We recommend to adopt RPLM as the prediction
model for e-bikers’ YLR violation since the value of
AIC showed the statistical superiority of the RPLM
compared to the BLM. Also, taking unobserved
heterogeneities effects into consideration could im-
prove the prediction probability of e-bikers’ YLR
behaviours.

(3) By taking additional factors, such as approaching
speed, critical crossing distance, and especially the
number of acceleration rate change into account, our
proposed estimation model can more accurately
predict probability of the traffic rules violation based
on e-bike drivers’ behaviours before the beginning of
the amber light. For instance, e-bikers who have the
higher AS, shorter CCD and do not change their
initial acceleration rate would increase their prob-
abilities to run against the amber light. In addition,
female and middle-age e-bikers are less likely to have
YLR behaviours.
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Although this study provided insights into e-bike riders’
YLR behaviour, there are some limitations should be done in
further works. Firstly, the data was only collected in a four-
leg intersection which may not reflect general environment
of intersections. Secondly, the observation was conducted on
individual e-biker. *e objective e-bikers are not linked with
other riders which may ignore the impact of platoons. Last
but not least, the dataset we used is only including limited
samples; thus, we encourage other researchers to test our
approach on their larger dataset. Future works should take
more observations and the effects of platoons into consid-
eration to validate the findings of our study.
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,e objective of this study is to analyse the relationship between secondary crash risk and traffic flow states and explore the
contributing factors of secondary crashes in different traffic flow states. Crash data and traffic data were collected on the I-880
freeway in California from 2006 to 2011. ,e traffic flow states are categorised by three-phase traffic theory. ,e Bayesian
conditional logit model has been established to analyse the statistical relationship between the secondary crash probability and
various traffic flow states. ,e results showed that free flow (F) state has the best safety performance of secondary crash and
synchronized flow (S) state has the worst safety performance of secondary crashes. ,e traditional logistic regression model has
been used to analyse the contributing factors of secondary crashes in different traffic flow states. ,e results indicated that the
contributing factors in different traffic flow states are significantly different.

1. Introduction

Exploring the crash mechanism and contributing factors
plays an important role in preventing crash and reducing
crash severity to freeway traffic surveillance systems. ,e
occurrence of a crash can generate the turbulence of traffic
flow which may lead to further crashes. Secondary crash
(SC) occurs within the spatial and temporal impact ranges of
the turbulent traffic conditions caused by the primary crash
(PC). Previous studies suggested that 2.2% to 3.9% of
freeway crashes can result in SC [1–3].

With the widespread use of freeway real-time traffic
surveillance systems, researchers have started using high-
resolution dynamic traffic flow data to identify the traffic
condition before SC occurrences. In general, SC can be
affected by various contributing factors, including traffic
flow characteristics, geometric design factors, weather
conditions, PC characteristics, etc. [4–7]. In addition, many
researchers have paid close attention to the identification

method of SC. ,e common methods include static
threshold method (STM) [8–10] and dynamic methods
(DM) [11–14].

Although many studies have studied the identification
method and crash mechanism of SC, few studies focused on
the difference of SC in various traffic conditions. In different
traffic conditions, there is a significant difference of traffic
flow characteristics that affect the spatial-temporal evolution
[15–18] and safety performance [19,20]. ,e typical divided
methods of traffic flow include three-phase traffic theory
[15,16], four-phase traffic theory [17], six levels of services
[18], etc. It has been proved that the safety performance of
SC associated with various traffic conditions has a significant
difference [3,21].

In this study, the traffic flow is divided by three-phase
traffic theory. ,e main purpose is to analyse the difference
of safety performance for SC in different traffic flow sates
and explore how contributing factors affect the probability of
SC in different traffic flow sates. ,e SC related data were
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collected from the I-880 freeway in the United States from
2006 to 2011. ,e Bayesian conditional logit models have
been established to analyse the statistical relationship be-
tween the SC probability and traffic flow states. ,e tradi-
tional logistic regression models were established to quantify
the effects of various variables on the SC probability in
different traffic flow states. ,is research can help traffic
management personnel better understand which traffic flow
state is more dangerous for the occurrence of SC and realize
the contributing factors of SC in different traffic flow states.
,e results can be applied to develop effective counter-
measures and reduce the SC probability in different traffic
flow states.

2. Literature Review

In early studies, STM was usually applied to identify SC. ,e
STM is defined by the fixed spatial and temporal influence
areas of traffic flow caused by a prior crash. Numerous
studies have utilized the STM to analyse SC, such as Raub
[22], Karlaftis et al. [23], Moore et al. [8], Zhan et al. [9],
Hirunyanitiwattana and Mattingly [10], etc. However, there
is an obvious limitation for STM. ,e determination of the
scope in STM is too subjective to have objective and rea-
sonable identification method [24]. In subsequent studies, to
overcome the limitation of STM, many researchers adopt
DM to identify SC [25–28]. DM has a dynamic boundary of
influence area based on speed contour plot [14], shock wave
[27], etc.

In recent studies, many researchers have analysed and
predicted SC with statistical method or intelligent learning
approaches. For example, Wang and Jiang proposed an
identification method of SC by the speed contour plot and
the spatiotemporal evolution of shockwaves [4]. ,e results
indicated that the identification method based on an integer
programming model can reduce the misidentification
probability of SC. Kitali et al. used random forest to extract
the important variables [5]. ,e results of Bayesian random
effect complementary log-log model showed that some
traffic flow variables, the PC types, and severities can sig-
nificantly affect the probability of SC. In subsequent studies,
Kitali et al. utilized the penalized logistic regression model to
improve the predictive accuracy of the SC risk model [6].
,e results of model indicated that the traffic flow variables
and the PC characteristics can significantly affect the
probability of SC. Specifically, the traffic flow variables in-
clude the occupancy, speed, variation of hourly flow, etc.,e
PC characteristics include the impact duration, types, oc-
currence time, etc. Yang et al. confirmed the PC boundary
with the clustering method and metaheuristic optimization
algorithm [7]. ,en, a novel identification method is in-
troduced to identify SC.,e results showed that the accuracy
of identifying SC can rise to 95% with the market pene-
tration rate increasing from 5% to 25%. Subsequently, Yang
et al. summarized and discussed the previous studies from
three perspectives, including the identification method of
SC, the predictive models of SC risk, and the prevention
measures of SC [11]. Goodall predicted the probability of SC
by empirical queuing and estimated volumes [12]. It was

found that SC occurred on average once every 10 crashes and
54 disabled vehicles. In the author’s previous study, a two-
step identification method of SC combined with the speed
contour map and the shock wave was applied, and the
random effect logit regression was utilized to analyse the
contributing factors of SC [13].,e results indicated that the
number of significant contributing factors increases with
increasing of the threshold value. In addition, the collision
type, road surface, speed, and traffic flow can significantly
affect the probability of SC.

However, few researchers have analysed SC combined
with the traffic flow states. Park et al. applied stochastic
gradient boosting and rule extraction techniques to improve
the accurate and comprehensible predictions of SC [21]. ,e
results indicated that the unexpected traffic congestion
caused by a crash has a significant effect on the occurrence of
SC. Xu et al. used the zero-inflated ordered probit regression
model to explore the relationship between the SC risk and
traffic related variables, including traffic flow variables,
geometric design factors, weather conditional factors, and
PC characteristics [3]. ,e results showed that there is a
significant difference of contributing factors between the SC-
prone state and the SC-free state.

Although some researchers have considered the traffic
flow states into the studies of SC, no researchers have studied
the difference of SCmechanism in different traffic flow states
divided by classical macroscopic traffic flow theory. ,e
common methods of classical macroscopic traffic flow
theory have been widely used in numerous areas of trans-
portation engineering, including six levels of service [18],
four-phase traffic theory [17], and three-phase traffic theory
[15,16]. In these common theories, the three-phase traffic
theory is one of the accepted approaches for modelling
freeway traffic flow [15,16]. According to the three-phase
traffic theory, freeway traffic flow can be classified into three
phases, including free-flow phase (F), synchronized flow
phase, and wide moving jams [15,16].

To make up for the shortcomings of previous studies
without considering the classical macroscopic traffic flow
theory in the analysis of SC, the three-phase traffic theory is
applied in this study to explore the difference of SC
mechanism in various traffic flow states.

3. Materials and Methods

3.1. Data Sources. Data were obtained from a 34-mile sec-
tion on the I-880 freeway in the California, United States,
between 2006 and 2011. ,ere are 119 loop detector stations
along the selected freeway section with an average spacing of
0.5 miles. A total of 3 weather stations are located along the
selected freeway section. ,e weather data were obtained
from the National Climate Data Center (NCDC) website
which provides hourly weather information. ,e geometric
and traffic data were collected from the nearest loop detector
stations to each collision location and obtained from the
Highway Performance Measurement System (PeMS)
maintained by the California Department of Transportation
(Caltrans). Crash data were obtained from the Statewide
Integrated Traffic Records System (SWITRS) of the Caltrans.
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Specifically, vehicle count, speed, and occupancy were
collected in 30 s for each lane. ,e related crash data in-
cluded traffic flow variables, environmental factors, geo-
metric design factors, and others. A total of 9,919 crashes
were used in this study. ,ere were three types of crashes,
including SC, PC, and NC. PC are defined as the crashes that
led to SC, while NC are defined as the crashes that did not
lead to SC. ,e method of identification of SC and the
number of SC, PC, and NC are given in Section 2. For each
crash, to compensate for the possible inaccuracies in the
reported collision occurrence time and identify hazardous
traffic conditions ahead of the crash occurrence time, traffic
data were collected for the 5–10min prior to crash occur-
rence [13,19]. Non-crash cases were extracted based on crash
locations and times, and the ratio between crash and non-
crash is 1 : 4 [19].

In Table 1, the 30 s raw data of 5-minute intervals for
each crash were further converted into the 19 traffic flow
variables, in addition to 4 environment variables, 4 geo-
metric characteristics variables, and 5 crash characteristics
variables. A total of 32 candidate variables were considered.

3.2.-e Identification of Traffic Flow States. Previous studies
have suggested that the traffic states defined by the three-
phase traffic theory can be identified by the traffic flow
characteristics measured from loop detector stations.
According to the three-phase traffic theory, the traffic flow is
separated into three steady states, including free flow (F),
synchronized flow (S), and widemoving jams (J). In addition
to the three steady states, there are four traditional states in
this study, including the transitional state from free low to
synchronized flow (F⟶S), the transitional state from
synchronized flow to free flow (S⟶F), the transitional state
from synchronized flow to wide moving jams (S⟶J), and
the transitional state from wide moving jams to synchro-
nized flow (J⟶S). However, previous studies have dem-
onstrated that the wide moving jams generally do not
emerge with the free flow phase [25]. ,us, the transitional
state from free flow to wide moving jams was not considered
in the present study. ,e identification method of these
traffic flow states has been introduced as follows [29–32]:

(1) ,e free flow (F) is characterized by high vehicle
speeds and low traffic density. ,e free flow phase
can be easily distinguished from congested flow
using the time series plot of speed and occupancy.

(2) ,e synchronized flow (S) is characterized by weak
correlation between flow rate and density, with a
correlation parameter lower than 0.2.

(3) ,e wide moving jams (J) are identified by strong
correlation between density and flow rate, with a
correlation parameter greater than 0.5.

(4) ,e transitional states between free flow (F) and
synchronized flow (S) are identified by a sudden
change in the time series plot of speed and occu-
pancy.,e reduction in speed overtime is considered
an indicator for the transitional state from free flow
to synchronized flow (F⟶S), and vice versa.

(5) ,e transitional states between synchronized flow (S)
and wide moving jams (J) are identified by the
correlation between density and flow rate, with a
correlation parameter between 0.2 and 0.5. ,e re-
duction in speed overtime is considered an indicator
for the transitional state from synchronized flow to
wide moving jams (S⟶J), and vice versa.

3.3.-e Identification of SecondaryCrash. ,emethod based
on speed contour figure was applied to identify SC in this
study. ,is method uses real-time traffic flow data to de-
termine the spatial and temporal influencing range of a prior
crash and simultaneously takes the effects of recurrent
congestions into account. ,e identification method is in-
troduced in detail as follows [13]:

(1) ,e 5min speed data were extracted to produce a speed
contour figure for a prior crash. Specifically, the speed
data were extracted from the loop detectors within 10
miles upstream and 10 miles downstream the prior
crash during the time interval between 6 hours before
and 6 hours after the prior. Figure 1(a) shows an
example of a speed contour figure. It can be clearly seen
from the figure that congestions and queue formations
occur after the prior crash. However, less information
has been offered by the figure about whether the queue
formations resulted from recurrent congestions or the
prior crash. To eliminate the effects of recurrent
congestions, the spatial and temporal influencing range
of the prior crash should be determined, which is given
by the following two steps.

(2) ,e 5 min speed data for the same time and same
location in step one, however, from crash-free days,
were extracted for the whole year in this step. For
instance, the prior crash in Figure 1(a) happened at 11 :
45 am on September 20, 2010, at milepost 3.95. Fol-
lowing this step, the speed data for the same time and
location in Figure 1(a) were collected from all crash-free
days in 2010. Subsequently, the speed data for each time
and location were averaged over all the crash-free days.

(3) To eliminate the potential effects of recurrent con-
gestions, the average speed in step two was sub-
tracted from the speed data for each time and
location in step one. A new speed contour figure was
developed using the differences between speeds in
step two and step one for various times and locations.
,e new speed contour figure as shown in
Figure 1(b) was then used to determine the spatial
and temporal influencing range of the prior crash.

(4) ,e crashes that happened within the spatial and
temporal influencing ranges of a prior crash were
identified as SC. ,e crashes that did not lead to SC
were identified as NC.

Following the above four steps of identification method,
the summary of SC, PC, and NC in different traffic flow
states is given in Table 2, respectively. Compared to the
previous study by authors, only speed contour figure was
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used to identify SC without considering the shockwave in the
present study [13], because this study focused on the dif-
ference in safety performance of SC associated with various
traffic flow states.

3.4. Bayesian Conditional Logit Model. As discussed in the
literature review section, although some researchers have
considered the traffic flow states into the studies of SC, no
researchers have studied the difference in safety perfor-
mance of SC associated with various traffic flow states di-
vided by classical macroscopic traffic flow theory. ,e
conditional logit model was applied to quantitatively analyse
the relative safety performance of SC in different traffic flow
states while controlling for the effects of other traffic related
variables, such as weather condition, geometric metric de-
sign, road pavement, etc. ,e model can be written as
[33–37]

yijk ∼ Bernoulli pijk􏼐 􏼑,

P yitk( 􏼁 �
1

1 + exp −αi + 􏽐
K
k�1βkxijk􏽨 􏽩􏽮 􏽯

,
(1)

where xijk is the kth unmatched variable for the case
(j � 0) or the jth control in the ith matched set. ,erefore,
X � {xijk} consists of all the cases, and all matched sets are
controlled, where i � 1, 2, . . . , I; j � 0, 1, ... , J; k � 1, 2, . . . ,
K. I represents the total number of matched sets; J
represents the number of controls in each matched set;
and K represents the number of contributing variables.

αi is the effect of matching variables on the probability of
SC occurrence for each matched set; βk represents the
estimated coefficients for explanatory variables; and xk is
the unmatched contributing variables applied in this
study.

A conditional probability is used to account for the
selection bias of the matched case-control design. ,e
conditional probability that the first vector of the con-
tributing variables xi0 in the ith matched set corresponds
to the case, conditional on xi0, xi1, . . ., xiJ being the vectors
of contributing variables in the ith matched set, is shown
as

P
c
i �

exp 􏽐
K
k�1βkxi0k􏼐 􏼑

exp 􏽐
K
k�1βkxi0k􏼐 􏼑 + 􏽐

J
j�1 exp 􏽐

K
k�1βkxijk􏼐 􏼑

. (2)

Table 1: Candidate variables.

Variable category Symbol Variables

Traffic flow
characteristics

C Correlation coefficient between occupancy and flow during 5–10 minutes

Cnt/Spd/Occ Average 30 s vehicle count/speed/detector occupancy during 5–10minutes (veh/30 s)/(mile/h)/
(%)

Stdc/Stds/Stdo Std. dev. of 30 s vehicle count/speed/detector occupancy during 5–10 minutes (veh/30 s)/(mile/
h)/(%)

Cc/Cs/Co Coefficient of variation of 30 s vehicle count/speed/detector occupancy during 5–10 minutes
(veh/30 s)/(mile/h)/(%)

Dc/Ds/Do ,e difference in average 30 s vehicle count/speed/detector occupancy between 15–20min and
5–20min (veh/30 s)/(mile/h)/(%)

Lcnt/Lspd/
Locc

Average difference in 30 s vehicle count/speed/detector occupancy between adjacent lanes
during 5–10 minutes (veh/30 s)/(mile/h)/(%)

LstdcLstds/
Lstdo

Std. dev. of difference in 30 s vehicle count/speed/detector occupancy between adjacent lanes
during 5–10 minutes (veh/30 s)/(mile/h)/(%)

Environmental
characteristics

Vi Visibility (mile)
We 1� bad weather condition; 0� otherwise
Rs 1� otherwise; 0� dry road surface
Li 1� bad light; 0� otherwise

Geometric
characteristics

Lw Lane width (ft)
Is Inner shoulder width (ft)
Os Outer shoulder width (ft)
Ra 1� ramp segment; 0� otherwise

Crash characteristics

Tr 1� the crash including a truck; 0� otherwise
Se 1� the injury crash; 0� otherwise
Ho 1� the hit object crash; 0� otherwise
Ss 1� the sideswipe crash; 0� otherwise
Re 1� the rear end crash; 0� otherwise

Table 2: ,e summary of different crash types in different traffic
flow states.

Traffic flow
states

Normal
crash

Primary
crash

Secondary
crash Total

F 7584 50 27 7661
S 825 14 16 855
J 273 4 15 292
F⟶S 367 8 10 385
S⟶F 336 8 10 354
S⟶J 195 10 11 216
J⟶S 145 3 8 156
Total 9725 97 97 9919
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,erefore, the probability function of the conditional
logit model is expressed as

f(Y | β) � 􏽙
I

i�1
f yi0 �1 | β( 􏼁 � 􏽙

I

i�1
P

c
i
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􏽘

K

k�1
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I
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log 􏽘
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exp 􏽘

K
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βkxijk
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⎪⎭
.

(3)

,is study applied the Bayesian inference method based
on Markov Chain Monte Carlo (MCMC) for the specifi-
cation of the conditional logit model. Compared to the
point estimations of the traditional maximum likelihood
estimation (MLE) method, the Bayesian modelling tech-
nique regards all unknown parameters as random variables
with a prior distribution. ,e estimates of the mean,
standard deviation, and quartiles of the coefficients can be
affected by the posterior distribution. Based on the Bayes’

theory, the posterior distribution of parameters can be
expressed as

f(β | Y) �
f(Y, β)

f(Y)
�

f(Y | β)π(β)

􏽒 f(Y, β)dβ
∝f(Y | β)π(β), (4)

where f (β|Y) is the posterior joint distribution of parameters
β conditional upon dataset Y, f(Y, β) is the joint
probability distribution of dataset Y and model parameters
β, f (Y|β) denotes the likelihood conditional on model pa-
rameters β, and,e function π (β) is the prior distribution of
model parameters β. ,e non-informative prior distribu-
tions were applied for the model parameters, which can be
written as

β ∼ Normal 0K, 106IK􏼐 􏼑, (5)

where 0K represents a K× 1 vector of zeros and IK represents
a K×K identity matrices. Based on the specification of the

Primary crash: mile post = 3.95
Time = 11:45 Sep. 20th, 2010

Primary crash: mile post = 5.25
Time = 12:15 Sep. 20th, 2010
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Figure 1: Initial identification of SC. (a) Speed contour plot without accounting for the recurrent congestions. (b) Speed contour plot
accounting for the recurrent congestions.
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prior distributions for the model parameters β, the posterior
joint distribution f (β|Y) is expressed as

f(β | Y)∝f(Y | β)π(β) � 􏽙
I

i�1
f yi0 �1 | β( 􏼁 × 􏽙
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(6)

,e Markov Chain Monte Carlo (MCMC) method was
used to generate realizations from the posterior joint dis-
tribution of the model parameters and draw parameters
sequentially from equation (6). Compared to the nonstan-
dard conditional distributions in equation (6), the Me-
tropolis-Hasting sampling approach was applied to generate
random draws. ,e inference was used based on the
remaining draws after discarding the draws during the burn-
in period.

In the present study, only Bayesian conditional logit
model was used to analyse the difference in safety perfor-
mance of SC associated with various traffic flow states. To
compare themodels, in terms of which one is better in future
studies, DIC and AUC values can be adopted. DIC is rec-
ognized as Bayesian generalization of AIC (Akaike infor-
mation criterion) and it was adopted for model
comparisons. DIC is a combination of model fit measure-
ment and the effective number of parameters; the smaller
DIC indicates a better model fit. AUC value, which is area
under the receiver operating characteristic (ROC) curve, was
chosen to evaluate and compare these models; larger AUC
values indicate a better goodness-of-fit and classification
power [38].

4. Results and Discussion

4.1. Safety Performance of Secondary Crash inDifferent Traffic
Flow States. In this study, compared to other studies based
on the Bayesian conditional logit model, the Bayesian
conditional logit model was used to quantify the difference
in the safety performance of SC associated with various
traffic flow states divided by three-phase traffic theory. ,e
group variables are separated based on case and control
samples. In models, the events (the value of dependent
variable is 1) are PC that induced SC and the non-events (the
value of dependent variable is 0) are NC that did not induce
SC. Because the traffic flow in this study is divided into seven
states, including free flow (F), synchronized flow (S), wide
moving jams (J), the transitional state from free low to
synchronized flow (F⟶S), the transitional state from
synchronized flow to free flow (S⟶F), the transitional state
from synchronized flow to wide moving jams (S⟶J), and
the transitional state from wide moving jams to synchro-
nized flow (J⟶S), thus, in this method, the free flow (F)
state is considered as the reference level, and the other six

traffic flow states are considered as six independent vari-
ables. Finally, the odds ratio can be used to quantify the
difference in the safety performance of SC between free flow
(F) and the other six traffic flow states. ,is model did not
include other traffic flow variables such as speed and density,
because the traffic flow states were highly correlated with
traffic flow variables [39].

,ree parallel MCMC chains were constructed for
Bayesian inference. Each MCMC chain consisted of 10 000
iterations, including an initial “burn-in” period of 4000 it-
erations [39]. ,e estimations of each parameter from the
MLE method were considered initial values. ,e initial
values for multiple MCMC chains were dispersed
throughout the 90% confidence intervals of the estimated
parameters from the MLE. ,e convergence of the posterior
distribution samples was checked by the visual inspection of
the trace plots, posterior density plots, and autocorrelation
function plots. In addition, the Gelman Rubin potential scale
reduction (PSR) was also checked. If the PSR was lower than
1.1, the multiple chains were considered converged [39]. ,e
estimation results of the Bayesian conditional logit models
are given in Table 3. ,e 95% credible interval for each
parameter in Table 3 indicates that the traffic flow states
significantly affect the probability of SC occurrences. ,e
odds ratio for each variable was used to quantify the safety
performance of SC in different traffic flow states.

In the Bayesian conditional logit models, as shown in
Table 3, the results suggest that the odds ratios of syn-
chronized flow (S), the transitional state from free flow to
synchronized flow (F⟶S), the transitional state from
synchronized flow to free flow (S⟶F), the transitional state
from synchronized flow to wide moving jams (S⟶J), and
the transitional state from wide moving jams to synchro-
nized flow (J⟶S) are significantly greater than free flow (F),
and the odds ratio of wide moving jams (J) is not signifi-
cantly greater than free flow (F). Accordingly, free flow (F)
has the best safety performance in terms of the lowest SC
likelihood. However, synchronized flow (S) has the highest
SC likelihood, followed by the transitional state from syn-
chronized flow to wide moving jams (S⟶J). ,e proba-
bilities of SC occurrence associated with F⟶S, S⟶F, and
J⟶S are very similar to each other. In detail, the SC
probability of synchronized flow (S) is 8.561 times higher
than free flow (F).,e SC probability of the transitional state
from free low to synchronized flow (F⟶S) is 2.488 times
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higher than free flow (F). ,e SC probability of the tran-
sitional state from synchronized flow to free flow (S⟶F) is
3.535 times higher than free flow (F). ,e SC probability of
the transitional state from synchronized flow to wide
moving jams (S⟶J) is 7.943 times higher than free flow (F).
,e SC probability of the transitional state from wide
moving jams to synchronized flow (J⟶S) is 3.881 times
higher than free flow (F).

4.2. -e Contributing Factors of Secondary Crash in Different
Traffic Flow States. To identify how different contributing
factors affect the SC probability in different traffic flow states,
the traditional logistic regression models were applied [40].
,e events are PC that induced SC and the non-events are
NC that did not induce SC. In models, 1 is PC and 0 is NC. P
value of 0.1 was employed for parameter estimate signifi-
cance in these models. ,e models were estimated using the
software package STATA. To avoid the biased results caused
by multicollinearity, the Pearson correlation parameters
between different candidate variables were calculated. ,e
highly correlated explanatory variables were avoided to be
included into the model simultaneously. ,e significant
variables of the traditional logistic regression models in
different traffic flow states are presented in Table 3. ,e
meaning of symbols in Table 4 has been explained in Table 1.

In free flow (F), as shown in Table 4, Stdc and Lstdo were
found to be positively related to the SC probability, but Spd and
Sswere found to be negatively related to the SC probability.,e
difference of occupancy between adjacent lanes was found to
be related to lane-change frequency [41]. ,e results indicated
that the free flow with low speed and more lane changing
behaviours can result in the increasing of SC risk. Moreover,
the non-sideswipe prior crash can significantly increase the SC
risk in free flow. In summary, the preventive measures for SC
in free flow (F) are rapid evacuation of congestion and de-
creasing the interaction between vehicles.

In synchronized flow (S), Lw, Os, Occ, Lspd, and Ho
were found to be positively related to the SC probability, and
Stdo was found to be negatively related to the SC probability.
In synchronized flow, there is a tendency to the synchro-
nization of speeds on each lane and across different lanes
[19]. ,e results showed that the congested flow and syn-
chronization of traffic flow can lead to the increasing of SC
likelihood. In addition, larger lane width and outer shoulder
widthmay encourage drivers to take advantage of large space

to pass the congested flow which is caused by a prior crash.
,us, the SC probability will increase in larger lane width
and outer shoulder width situation. If the prior crash is a hit
object crash, the SC probability will also increase. In sum-
mary of the preventive measures for SC in synchronized flow
(S), relieving the traffic congestion as soon as possible, re-
ducing the number of lanes, and reducing outer shoulder
width can decrease the SC risk while a prior crash occurs,
especially a hit object prior crash.

In wide moving jams (J), Stdo was found to be positively
related to the SC probability, and Lcnt was found to be
negatively related to the SC probability.,e results indicated
that the synchronization of vehicles between different ad-
jacent lanes can significantly increase the SC likelihood. ,e
large variation of occupancy in wide moving jams can

Table 3: ,e estimation results of Bayesian conditional logit
models.

Traffic flow states Mean MC error 2.50% 97.50% Odds ratio
S 2.258 0.016 1.368 3.190 9.561
J 1.258 0.025 −0.115 2.634 3.519
F⟶S 1.249 0.018 0.445 2.066 3.488
S⟶F 1.512 0.019 0.627 2.434 4.535
S⟶J 2.191 0.018 1.082 3.327 8.943
J⟶S 1.585 0.025 0.430 2.769 4.881
Fa
aFree flow (F) is the reference level.

Table 4: ,e estimation results of the traditional logistic regression
models.

Variables Coefficient S.D. P>|z| 2.50% 97.50%
Free flow (F)
Spd −0.144 0.022 0.0001 −0.187 −0.100
Stdc 0.472 0.146 0.001 0.185 0.759
Lstdo 13.093 4.187 0.002 4.886 21.300
Ss −1.306 0.533 0.014 −2.351 −0.261
Cons 2.511 1.487 0.091 −0.403 5.425
Synchronized flow (S)
Lw 3.295 1.005 0.001 1.325 5.264
Os 0.274 0.126 0.029 0.027 0.520
Occ 12.822 4.849 0.008 3.318 22.325
Stdo −9.711 4.097 0.018 −17.742 −1.681
Lspd 0.087 0.043 0.043 0.003 0.171
Ho 1.403 0.829 0.091 −0.222 3.027
Cons −48.560 13.309 0.0001 −74.645 −22.476
Wide moving jams (J)
Stdo 20.025 8.668 0.021 3.037 37.014
Lcnt −1.685 0.576 0.003 −2.813 −0.556
Cons −6.809 1.697 0.0001 −10.135 −3.483
,e transitional state from free flow to synchronized flow (F⟶S)
Is −0.275 0.126 0.029 −0.521 −0.029
Dc −0.764 0.280 0.006 −1.313 −0.215
Occ 26.222 9.524 0.006 7.556 44.888
Co 8.109 2.639 0.002 2.936 13.281
Lstdo −23.091 10.220 0.024 −43.122 −3.060
Cons −8.399 2.144 0.0001 −12.602 −4.197
,e transitional state from synchronized flow to free flow (S⟶F)
C −4.475 1.635 0.006 −7.681 −1.270
Ds 0.077 0.047 0.100 −0.015 0.170
Ss 1.459 0.789 0.065 −0.088 3.005
Cons −1.254 0.912 0.169 −3.041 0.534
,e transitional state from synchronized flow to wide moving
jams (S⟶J)
Is −0.241 0.118 0.041 −0.473 −0.010
Dc −0.695 0.288 0.016 −1.258 −0.131
Stdo 9.106 4.366 0.037 0.548 17.663
Cons −1.586 1.119 0.156 −3.780 0.607
,e transitional state from wide moving jams to synchronized
flow (J⟶S)
Tr 7.849 3.412 0.021 1.161 14.536
Cs −27.593 14.976 0.065 −56.945 1.759
Cons 0.442 2.240 0.844 −3.948 4.831
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significantly increase the SC likelihood. ,erefore, making
full use of available lanes and relieving the traffic congestion
quickly, while a prior crash occurs, can help to reduce the SC
risk in wide moving jams (J).

In the transitional state from free flow to synchronized
flow (F⟶S), Occ and Co were found to be positively related
to the SC probability, but Is, Dc, and Lstdo were found to be
negatively related to the SC probability. ,e results implied
that the significant tendency from free flow to synchronized
flow can result in more congestion, less space, and more
lane-change behaviours; the SC likelihood will increase with
the traffic flow more and more congested in F⟶S. In
addition, the evacuation of congested flow can benefit from
the larger inner shoulder width, and the larger inner
shoulder width can provide more space for drivers to apply
crash avoidance measures. ,us, the larger inner shoulder
width can decrease the SC likelihood.

In the transitional state from synchronized flow to free
flow (S⟶F), Ds and Ss were found to be positively related
to the SC probability, and Cc was found to be negatively
related to the SC probability. Similar to the results of F⟶S,
the more congested the transitional state tends to be, the
larger the SC probability will get. In addition to the traffic
flow characteristics, if the prior crash is a sideswipe crash, the
SC probability will also increase. In summary of the pre-
ventive measures for SC in S⟶F state, relieving the traffic
congestion quickly can help to reduce the SC risk while a
prior crash occurs, especially a sideswipe prior crash.

In the transitional state from synchronized flow to
wide moving jams (S⟶J), Stdo was found to be posi-
tively related to the SC probability, but Is and Dc were
found to be negatively related to the SC probability.
Synchronized flow and wide moving jams are both
congested flow. In this transitional state, more congested
flow will decrease the SC probability. ,is result is op-
posite to the results in F⟶S and S⟶F. It is because the
less available space for drivers will lead to less dangerous
driving behaviours. In this transitional state, similar to
the results of F⟶S, the larger inner shoulder width can
provide more space for drivers to apply crash avoidance
measures.

In the transitional state from wide moving jams to
synchronized flow (J⟶S), Tr was found to be positively
related to the SC probability, and Cs was found to be
negatively related to the SC probability. In previous studies,
it has been proved that the prior crash including a truck is
found to be a significant factor of SC [11]. In this transitional
state, the results showed that the prior crash including a
truck also significantly affects SC risk.

5. Conclusion

In this study, the traffic flow is divided by three-phase traffic
theory. ,e main purpose is to analyse the difference of
safety performance for SC in different traffic flow sates and
explore how contributing factors affect the probability of SC
in different traffic flow sates. ,e SC related data were
collected from the I-880 freeway in the United States from
2006 to 2011. ,e Bayesian conditional logit models have

been established to analyse the statistical relationship be-
tween the SC probability and traffic flow states. ,e tradi-
tional logistic regression models were established to quantify
the effects of various variables on the SC probability in
different traffic flow states.

More specifically, the results of the Bayesian conditional
logit model have been summarized as follows:

(1) F has the best safety performance in terms of the
lowest SC likelihood

(2) S has the highest SC likelihood, followed by S⟶J
(3) ,e probabilities of SC occurrence associated with

F⟶S, S⟶F, and J⟶S are very similar to each
other

(4) J is not significantly greater than F

In addition, the results of the traditional logistic re-
gression model have been summarized as follows:

(1) In free flow (F), rapid evacuation of congestion and
decreasing the interaction between vehicles can re-
duce the SC risk while a prior crash occurs, especially
a non-sideswipe prior crash

(2) In synchronized flow (S), relieving the traffic con-
gestion as soon as possible, reducing the number of
lanes, and reducing outer shoulder width can de-
crease the SC risk while a prior crash occurs, es-
pecially a hit object prior crash

(3) In wide moving jams (J), making full use of available
lanes and relieving the traffic congestion quickly,
while a prior crash occurs, can help to reduce the SC
risk

(4) In the transitional state from free flow to synchro-
nized flow (F⟶S) and the transitional state from
synchronized flow to wide moving jams (S⟶J),
larger inner shoulder width can decrease the SC
likelihood

(5) In the transitional state from synchronized flow to
free flow (S⟶F), relieving the traffic congestion
quickly can help to reduce the SC risk while a prior
crash occurs, especially a sideswipe prior crash

(6) In the transitional state from wide moving jams to
synchronized flow (J⟶S), the prior crash including
a truck also significantly affects SC risk

,is research can help traffic management personnel
better understand which traffic flow state is more dangerous
for the occurrence of SC and realize the contributing factors
of SC in different traffic flow states. ,e results can be
applied to develop effective countermeasures and reduce the
SC probability in different traffic flow states. However, there
are still several issues and potential future studies as follows:

(1) More PC characteristics need to be considered in the
analysis of SC risk. In this study, only four crash
types were taken into account in models

(2) In this study, the traffic flow is only divided by three-
phase traffic theory. More macroscopic traffic flow
theories should be studied in the future
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(3) Additional research is needed to test for the trans-
ferability of the research findings to other freeways

(4) In future studies, more models should be used to
compare with the Bayesian conditional logit model
and the traditional logistic regression model in this
study

Data Availability

,e weather data were obtained from the National Climate
Data Center (NCDC) website which provides hourly
weather information. ,e geometric and traffic data were
collected from the nearest loop detector stations to each
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California Department of Transportation (Caltrans). Crash
data were obtained from the Statewide Integrated Traffic
Records System (SWITRS) of the Caltrans.
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(e traffic safety screening could provide guidance for determining the use of resources for traffic safety improvements and is
critical for the traffic management. To account for the impacts of traffic safety and the effects of intersection as a node in the
roadway network, a framework with six indicators and four strategies is proposed for intersection traffic safety screening. (e
traffic flow has been incorporated into the process of developing three indicators from the perspective of the complex network
theory tomeasure the node importance. For the assessment of traffic safety, other than the observed and estimated crash frequency
andmodified time-to-collision, a distance that describes the nonlane-basedmovements has been proposed from the perspective of
traffic safety. A multilayer entropy-weighted VIKOR (MEW-VIKOR) approach is proposed to compute the ranking results, and
four strategies have been developed to better account for the effects of the six indicators simultaneously. A roadway network with
28 intersections in Shenzhen has been adopted to verify the effectiveness of the proposed framework for intersection traffic safety
screening. (e results indicate that the proposed framework with two layers could represent the features of traffic safety and the
characteristics of node importance and satisfy the expectation from the public, government, and research institutes. With an
appropriate threshold setting, the ranking results are consistent with the intersection safety investigation and contribute sig-
nificantly to the reduction of false-positive and false-negative cases in identifying the black spot intersections.

1. Introduction

Intersections indicate a complicated and hazardous
roadway environment involving human factors, vehicle
characteristics, roadway design features, and traffic flow
movements. (e presence of conflicted traffic flow
movements, mixed roadway users, diversified driver ac-
tions and behaviors, and complicated roadway design
features creates a challenging and confusing condition to
the roadway users that leads to greater crash frequencies
with serious severity. Traffic crashes at intersections place a
huge burden on society and public in terms of death,
injury, and property damage [1, 2]. Once a traffic crash
occurred at an intersection, as the critical component and
important node of the roadway network, the condition of

the intersection will impact the operation efficiency and
safety of neighboring zones, and even the overall roadway
network. (e influencing degree and extent depend on the
importance of the intersection as a node in the roadway
network. Hence, the measurement of importance of in-
tersection as a node in the roadway networks can provide
insights into understanding the spread rate and extent of
traffic congestions and the loss of network efficiency that
caused by the occurrences of traffic crashes. To reduce the
impacts of intersection-related traffic crashes on the
roadway network, there is a need to identify the most
important intersections with traffic safety issues in the
roadway network and ensure that the necessary coun-
termeasures are designed and applied to prevent the oc-
currences of traffic crashes and reduce the crash severity.
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2. Literature Review

As part of the roadway management process, the traffic
safety screening of hazardous intersections and identifica-
tion of high-risk traffic crash intersections are of great in-
terest from safety specialists and roadway agencies. In the
process of traffic safety analyses, the term of black spot (BS)
is adopted to describe the locations that have a greater crash
rates than an average. (e identification, ranking, and
treatment of black spots have been referred to a standard
methodology of safety management for over 30 years, which
effectively reduce and prevent the occurrences of traffic
crashes [3]. Since conducting a detailed engineering study
for all roadway locations is expensive, the traffic safety
screening is critical, which helps the engineers to identify the
locations with potential for safety improvements. For the
roadway network screening, the most crash-prone sites can
be identified. (e identified locations can be the school
zones, corridors, intersections, and others. In practice,
screening at intersection level for the entire roadway net-
work is required for various reasons that include the need to
meet drivers’ expectations of homogeneous infrastructure
conditions across the roadway network.

Athough the methods, such as the Empirical Bayes (EB)
method, are recommended for network screening by the
Highway Safety Manual (HSM), the simplistic approaches
that rely only on observed crash frequency or crash severity
are commonly used by researchers [4, 5]. Rahman et al. [6]
identified the most crash-prone school zones based on crash
rates in Orange and Seminole Counties in Florida. (ree
countermeasures were proposed for the identified school
zones, and the simulation experiments were designed to
evaluate the implemented effects using microsimulation.
Meuleners et al. [7] assessed the effectiveness of the black
spot programs in Western Australia. (e crash rate re-
duction and the economic benefits of the treatments at the
treated locations were computed.(e results showed that the
programs have reduced the reported crash rate by 15%. (e
estimated cost savings and net savings were 50.8 and 40.4
million Australian dollars, respectively.(e benefit cost ratio
across all treated locations was 4.9.

(e commonly used black spot identification (BSID)
methods include crash frequency method (crashes per year
or crashes per km per year), crash rate method (crashes per
vehicle per kilometers or per vehicles), and a combination of
the two methods [8, 9]. Since the methods are not based on
the statistical models, the results can vary in the analyzed
period. To overcome the limitations of the commonly used
BSID methods, the empirical Bayesian (EB) techniques have
been proposed, which combines the features and benefits of
the observed and predicted crash frequencies [10, 11]. (e
crash frequencies can be predicted by using a safety per-
formance function (SPF) that is developed from historical
crash data. Based on the reliability level of the predicted
crash frequencies, a statistical model could be used to weight
the observed and predicted crash frequencies in the EB
methods. (e safety effects of a black spot program that was
implemented in Flanders-Belgium have been evaluated by
Pauw et al. [12] using an empirical Bayes method before and

after study. (e effects of general trends and the stochastic
nature of crashes, including regression to the mean, have
been considered. (e results show that the implementation
of the program has resulted in a 24–27% and 46–57% re-
duction in injury and fatal crashes, respectively.

Using observed crash frequencies and rates might result
in a volume bias, a segment length bias, and a regression-to-
the-mean bias [13]. Errors in BSID can result in false-
positive and false-negative cases [14]. In other words, crashes
can occur in both safe and unsafe locations, and the essential
is to identify the most dangerous locations with greater
impacts. Other than the crash frequency/rate methods and
the EB methods, the research explored a variety of methods
in traffic safety screening. Fan et al. [15] proposed a feature-
based depth neural network identifying the black spots, and
the accuracy is 89%. Cafiso and Di Silvestro [16] investigated
the performance of safety indicators in black spot identifi-
cation for two-lane rural roads. A Monte Carlo simulation
was proposed to produce theoretical crash data that were
used to define a priori hazardous sites. (e results showed
that the indicators that are based on the EB estimation
should be used for safety improvement from the perspective
of practice. Geurts et al. [17] conducted a sensitivity analysis
regarding the identification and ranking of the black spots.
(e results indicated that the injury weighting values that are
relating to the attitude of the traffic safety problem and the
usage of estimated crash counts have important impacts on
the selection and ranking of black spots in terms of ranking
order and traffic safety decisions.

(ough there are a large number of studies focusing on
the development of BSIDmethods, few research studies have
been conducted to analyze and compare the model per-
formances. A site and method consistency test and total rank
differences test were proposed by Cheng and Washington
[11] to compare the performances of four commonly used
BSIDmethods.(e EBmethods showed the best consistency
among the other BSID methods and were recommended to
be used as the standard in the identification of BS. (e same
conclusion was obtained by Montella [18], whose study also
proved the effectiveness of the EB method compared with
the other seven BSIDmethods. To understand the impacts of
roadway network segmentation on the performances of
BSID methods, four commonly used BSID methods (em-
pirical Bayesian (EB), excess EB, crash frequency, and crash
ratio) and four segmentation methods (spatial clustering,
constant traffic volume, constant length, and the standard
Highway Safety Manual segmentation method) have been
analyzed by Ghadi and Török [19]. (e results showed that
there is a significant relationship between the performances
of BSID methods and segmentation methods. In general, the
EB methods have superior performance compared with
other methods, regardless of the segmentation approaches.
(e results are consistent with that of Montella’s study [18],
which showed that the EB method is the most reliable
method for identifying the black spots.

To identify the intersection with potential for safety
improvements and understand the impacts of intersection-
related crashes on roadway networks, in the research, a
framework of intersection traffic safety screening is
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developed by considering the indicators of traffic safety and
node importance. To account for the traffic safety assessment
and node importance simultaneously, with the developed six
indicators, four strategies are proposed in the framework of
intersection traffic safety screening. One is incorporating the
ranking results of node importance in the procedure of
traffic safety assessment. Second is incorporating the traffic
safety assessment results as a factor to calculate the node
importance. (e third is to compute ranking results with the
developed six indicators. (e fourth is combining the
ranking results of traffic safety assessment and node im-
portance. To overcome the limitation of the conventional
evaluation methods that are using the subjective weigh
factors, a multilayer entropy-weighted VIKOR (MEW-
VIKOR)method is proposed to compute the ranking results.
(e developed framework of intersection traffic safety
screening can be used for assessing the entire intersections in
the roadway network and identifying the intersections with
potential for safety improvements from a combined per-
spective by accounting for traffic safety and node importance
simultaneously. (e identified intersections with a ranking
order are recommended for further investigation with de-
tailed traffic safety countermeasures.

3. Modeling Framework and Formulation

(e intersection traffic safety screening can be defined as the
process of searching and ranking the intersections in
roadway networks with a greater safety risk and potential of
significant impacts on the traffic flow states of the roadway
network. In the research, a framework that incorporates the
traffic safety assessment and node importance has been
proposed for intersection traffic safety screening and a
multilayer entropy-weighed VIKOR (MEW-VIKOR)
method is developed for the ranking. (e motivation of the
research is to measure the traffic safety and node importance
simultaneously in the process of traffic safety screening. It
would be great that all the impact factors have been con-
sidered and more indicators have been developed. However,
more indicators means more complicated interaction be-
tween the variables. In the research, the six indicators are
recommended to capture the characteristics of traffic safety
and node importance simultaneously. In practice, based on
the data and other actual situations, the indicators can be
modified under the framework of traffic safety screening.

3.1. Indicators of Intersection Node Importance. (e com-
monly used methods of node importance can be classified
into the social network-based models and system science-
based models [20]. Based on the assumption that a node
importance is relevant to the connection between the nodes,
the social network models were proposed to determine the
network attributes, such as shortest path, degree, and
closeness to highlight the difference among nodes. With the
assumption that the nodes can be removed from the net-
work, the system science methods were proposed to de-
termine the node importance by changing the network
topology and assessing the destructiveness. In the research,

the node importance of intersection is computed based on
the principle of the social network-based models since the
assumption of the social network-based models is acceptable
and satisfied in the roadway network with the intersection as
the nodes.

Given that the roadway network can be considered as an
undirected network, let G� (I, S, A) represents the roadway
network that takes the intersections as the nodes, where I� {i1,
i2, · · ·, in} denotes the set of all intersections, |I|� n; S� {s1, s2, · · ·,
sl}⊆ I× I denotes the set of connection segments, and |S|� l;
A� {aij} denotes the adjacency matrix. Accordingly, three in-
dicators can be defined to measure the node importance of the
intersections. One is the closeness centrality [20, 21], one is the
betweenness centrality [22], and the third is the degree cen-
trality. Different from the conventional closeness centrality that
are measured by the path length to other nodes, the closeness
centrality of intersection i is computed by the sum of traffic flow
and the reciprocal of the sum of path length to other inter-
sections, which is defined as

CC(i) �
􏽐

n
j�1qij

(1/(n − 1))􏽘
n

j�1dijqij

, (1)

where CC (i) is the closeness centrality of intersection i; qij is
the traffic flow on the shortest path between intersections i
and j; and dij denotes the length of shortest path between
intersections i and j. When there is no available path between
intersections i and j, then dij �∞ (1/dij � 0). (e greater
CC (i) indicates that the i intersection is more important.

(e indicator of betweenness centrality indicates the
importance of an intersection controlling the traffic flow
along the shortest path in the roadway network, which can
be defined as

BC(i) �
2 􏽐r,s≠i trs(i)qrs(i)( 􏼁/trsqrs􏼐 􏼑

n(n − 1)
, (2)

where BC (i) is the betweenness centrality of intersection i;
trs is the number of the shortest paths between intersections r
and s, and trs (i) is the number of the shortest paths between
intersections r and s that go through the intersection i; qrs is
the traffic flow of the shortest paths between intersections r
and s, and qrs (i) is the traffic flow of the shortest paths
between intersections r and s that go through the inter-
section i; and n is the number of the intersections, and the
formulation of n (n− 1)/2 is employed to normalize the
betweenness centrality. (e greater BC (i) indicates that the
intersection i is more important.

(e degree centrality indicates the property that an
intersection connects with other intersections directly,
which can be defined as

DC(i) �
􏽘

n

j�1aijqij

(n − 1)Q
, (3)

where aij is the adjacency factor and Q is the total traffic flow
on the roadway network. When there is a roadway segment
between intersections i and j, aij � 1; otherwise, aij � 0.
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Compared with the conventional CC (i), BC (i), and
DC (i) that used for node importance computing, the
proposed CC (i), BC (i), and DC (i) account for the impacts
of traffic flow, which could better represent the spatial to-
pological relationship of roadway networks.

3.2. Indicators of Intersection Traffic Safety. Regarding the
assessment of intersection traffic safety, the commonly
employed methods could be classified into two categories
[23]. One is a reactive approach, and the crash data that
include historical crash records and predicted crashes could
be used. Another is a proactive approach, and the Surrogate
Measures of Safety (SMoS) were used to identify the crash-
prone locations where an observable noncrash event could
lead to a crash [24, 25]. Although the reactive approaches
have many limitations such as missing crash records, small
sample size, and unobserved causal factors of the crashes, the
methods are essential for the greatest benefit of BSID be-
cause the observed and predicted crash counts indicate the
effects of risk factors that are involving geometric design
features, traffic conditions, and environmental characteris-
tics. (e SMoS approach, on the other hand, without relying
on a huge number of crash data, developed the trajectory-
based measures to identify the noncrash event that could be
further converted into the corresponding crash frequency.
In the research, the reactive and proactive approaches have
been developed simultaneously since the traffic safety of
intersection includes the interactions among human factors,
vehicle characteristics, roadway design features, and traffic
flow movement.

For the reactive approaches, the empirical Bayesian (EB)
techniques that combine the benefit of observed and esti-
mated crash frequencies have been employed [19]. (e
observed and estimated crash frequencies are weighted in a
statistical model:

Yi � 1 − ωi( 􏼁yio + ωiyip, (4)

whereYi is the expected crash frequency for intersection i; yio
and yip are the observed and estimated crash frequencies for
intersection i in the research period; and the weight factor ωi
represents the reliability level of the estimated crashes yip.

(e estimated crash frequencies yip could be computed
by a negative binomial regression model:

yip � exp α + 􏽘
j

βjxij
⎛⎝ ⎞⎠, (5)

where α is the intercept and βj is the regression coefficients of
the corresponding explanatory variables xij.

Since not all the impact factors that could potentially
cause the occurrences of traffic crashes could be observed
and measured, there is a need to develop some effective and
efficiency SMoS for intersection traffic safety screening.
Commonly used SMoS, such as time-to-collision (TTC) [26]
and postencroachment time (PET) [23], are inappropriate
for intersection traffic safety screening since the charac-
teristics of vehicle movements at intersections, such as
frequently acceleration and nonlane-based vehicle

movements, have not been taken into account. Based on
Newton’s equations of motion, a traffic crash could be oc-
curred when the distances traveled by the following vehicle is
equal to or greater than the sum of the initial relative dis-
tance between the leading and following vehicles and the
distance traveled by the leading vehicle [27]:

vft +
1
2

aft
2 ≥ vlt +

1
2

alt
2

+ s, (6)

where vf and vl represent the speed of the following and
leading vehicles, respectively, t is the time gap; af and al
represent the acceleration of the following and leading ve-
hicles, respectively, and s denotes the initial relative distance.

Let Δv and Δa be the relative speed and acceleration of
the interacting vehicles, respectively, the Modified TTC
(MTTC) can be obtained from equation (5):

MMTC �

min t1, t2( 􏼁, if Δa, t1, t2 > 0,

t1, if Δa, t1 > 0, t2 ≤ 0,

t2, if Δa, t2 > 0, t1 ≤ 0,

t3, if Δa≤ 0 or t1, t2 ≥ 0( 􏼁 and t3 > 0,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(7)

where t1 and t2 are the two values that are derived from
equation (5); and t3 is the original TTC:

t1 �
−Δv +

����������
Δv2 + 2Δas

􏽰

Δa
,

t2 �
−Δv −

����������
Δv2 + 2Δas

􏽰

Δa
,

t3 �
s

Δv
.

(8)

(e MTTC could be computed based on the vehicle
trajectories that are obtained from a video record. Other
than the MTTC, to account for the effects of nonlane-based
vehicle movements, a distance that is based on the longi-
tudinal gap and lateral overlap is proposed to identify the
vehicle interaction characteristics:

d �

��������������������������������

xl − xf − Ll􏼐 􏼑
2

+ yl − yf

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 −
wl

2
−

wf

2
􏼒 􏼓

2
􏽳

, (9)

where (xl, yl) is the center coordinate of the leading vehicle,
(xf, yf ) is the center coordinate of the following vehicle, Ll is
the length of the leading vehicle, wl is the width of the
leading vehicle, and wf is the width of the following vehicle.

An interaction between the leading and following ve-
hicles is identified as critical if the path of the two vehicles is
overlapped. In other words, the interactions are critical if the
d is less than

����������������
L2

l + 1/2(wl + wf)2
􏽱

. Such critical interactions
could be identified for individual vehicle in the intersection
area at every instant.

3.3. A Framework for Combining the Traffic Safety Assessment
and Node Importance. To obtain more comprehensive and
effective results, the multi-attribute decision-making
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(MADM)methods could be used to account for the effects of
the proposed six indicators [28]. As the commonly used
MADM methods, the Technique for Order Preference by
Similarity to an Ideal Object (TOPSIS) methods and
VIsekriterijumsko KOmpromisno Rangiranjie (VIKOR)
methods have been proposed based on an aggregating
function representing the concept of closeness to the ideal
[29, 30]. (e TOPSIS methods compare the distance of
individual alternative to the ideal and anti-ideal solution,
and the VIKOR methods have been developed to provide
compromise solutions to discrete multiple indicators that
include noncommensurable and conflicting indicators. In
the research, the VIKOR methods have been employed to
screen and rank the intersection with multiple indicators
since the indicators of traffic safety and node importance are
not commensurable. In addition, a multilayer entropy-
weighed VIKOR (MEW-VIKOR) method is proposed to
better account for the effects of traffic safety indicators and
node importance indicators, simultaneously.

Suppose the set of indicators is C� {c1, c2, . . ., cm}, then
the normalized decision matrix can be expressed as

D �

x11 x12 · · · x1m

x21 x22 · · · x2m

⋮ ⋮ ⋱ ⋮

xn1 xn2 · · · xnn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

xij �
cij

���������

􏽘
n

i�1 cij􏼐 􏼑
2

􏽱 ,

(10)

where xij is the normalized value of cij and cij is the value of jth
indicator for the ith intersection, and i� 1, 2, . . ., n; j� 1, 2,
. . ., m.

To overcome the limitation of the conventional VIKOR
methods that are using the subjective weigh factors, the
entropy-weighted (EW) method is adopted to compute the
weight of individual indicator. By accounting for the in-
formation entropy, the weight of the jth indicator of the
proposed entropy-weighted VIKOR (EW-VIKOR) can be
computed as

wj �
1 +(1/ln n)􏽘

n

i
eij

􏽘
3
j�1 1 +(1/ln n)􏽘

n

i
eij􏼐 􏼑

, (11)

where eij is the information entropy of jth indicator for the ith
intersection; n is the number of analyzed intersections.

(e eij can be computed as

eij �
xij

Xj

ln
xij

Xj

􏼠 􏼡,

Xj � 􏽘
n

i�1
xij.

(12)

(e utility and regret measures for all intersections can
be computed as

Ui � 􏽘

m

j�1
wj

x
∗
j − xij􏼐 􏼑

x
∗
j − x

−
j􏼐 􏼑

,

Ri � max
j

wj x
∗
j − xij􏼐 􏼑 x

∗
j − x

−
j􏼐 􏼑􏽨 􏽩,

(13)

where Ui is the utility measure; Ri is the regret measure; and
x∗j is the ideal solution, x∗j �maxi xij; x−

j is the negative
solution, and x−

j �mini xij.
Let U∗ �mini Ui, U− �maxi Ui, R∗ �mini Ri, and

R− �maxi Ri, the EW-VIKOR index of importance of the ith
intersection can be computed as follows:

Pi � 1 − α
Ui − U

∗
( 􏼁

U
−

− U
∗

( 􏼁
+(1 − α)

Ri − R
∗

( 􏼁

R
−

− R
∗

( 􏼁
, (14)

where α is the weight for the strategy of maximum group
utility, whereas 1-α is the weight of the individual regret,
here α� 0.5.

(e greater the Pi is, the more important the analyzed
intersection is. (e analyzed intersections can be sorted by
the value of Pi. If Pi � 0, the intersection is the least important
and some maintenance methods should be taken into ac-
count to ensure that the interaction condition stays at a
certain level. If Pi � 1, the intersection is the most important
and more resources of traffic safety improvements should be
assigned and implemented.

In the research, to fully address the issues of combining
the indicators of traffic safety assessment and node im-
portance, four strategies have been proposed under the
framework of intersection traffic safety screening and the
MEW-VIKORmethods are developed, as shown in Figure 1:

(1) Strategy 1 is using the EW-VIKOR method to
compute the ranking results based on the indicators
of traffic safety assessment. (e results of traffic
safety assessment will be incorporated into the
process of computing the node importance as an
impact factor, and the EW-VIKOR method will be
running for one more time.

(2) Strategy 2 is using the EW-VIKOR method to
compute the ranking results based on the indicators
of node importance. (e results of node importance
will be incorporated into the process of traffic safety
assessment as an impact factor and the EW-VIKOR
method will be running for one more time.

(3) Strategy 3 treated all the traffic safety assessment and
node importance indicators equally, and the EW-
VIKOR will be used to compute the ranking results
based on all the indicator set of traffic safety as-
sessment and node importance.

(4) Strategy 4 is a MEW-VIKOR method. (e first layer
computes the ranking results based on the indicators
of traffic safety assessment and node importance,
respectively. (e second layer computes the ranking
results based on the results of first layer, which in-
cludes the ranking results of traffic safety assessment
and node importance. (e third layer is the final
ranking results, which comprehensively account for
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the effects of traffic safety assessment and node
importance.

4. Data

In the research, six indicators have been developed from the
perspectives of node importance and traffic safety, which
demonstrate the complex interactions among the human
factors, vehicle characteristics, roadway design features, and
traffic flow movement. Based on the developed indicators, a
framework with four strategies has been proposed for

intersection traffic safety screening. To examine the effec-
tiveness of the proposed indicators and verify the efficiency
of the proposed framework with four strategies, a roadway
network of an old town in Futian District, Shenzhen City,
China, has been adopted, which includes 26 intersections
and 52 roadway segments, as shown in Figure 2(a).

To compute the indicators of node importance, the
topology of the roadway network needs to be extracted. (e
intersections are treated as the network nodes, and the
roadway segment between the intersections are treated as the
network edges. (e topology of the roadway network of an

Indicators of intersection traffic safety

c1 …

Indicators of intersection node importance

ck+1 …Ranking results of intersection
traffic safety

EW-VIKOR
method

Ranking results of strategy 1

Ranking results of intersection
node importance

Ranking results of strategy 2

EW-VIKOR
method

ck+2 cm

c2 ck

(a)

Indicators of intersection traffic safety

c1 c2 ck…

Indicators of intersection node importance

ck+1 …

EW-VIKOR
method

Ranking results of strategy 3

Ranking results of intersection
node importance

Ranking results of strategy 4

EW-VIKOR
method

EW-VIKOR
method

Ranking results of intersection
node importance

EW-VIKOR
method

ck+2 cm

(b)

Figure 1: Flow chart of the proposed framework with four strategies: (a) strategies 1 and 2 and (b) strategies 3 and 4.
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old town in Futian District is shown in Figure 2(b). (e
traffic flow of an individual segment in the roadway network
can be considered as the weighting factors.(e lengths of the
roadway segments are measured to compute the shortest
path between intersections i and j. (e Dijkstra algorithm is
employed to compute the shortest path between i and j. (e
statistics of all the shortest paths from i to j (j≠ i) are shown
in Table 1.

Other than the data of segment length and the length of
the shortest path, the information of the traffic flow is
needed to compute the indicators of the node importance. In
the research, instead of the annual average daily traffic
(AADT), the capacity is used to measure the traffic flow of
the shortest path because the AADT data are not available.
(e capacity of the individual segment is computed as the
product of the number of through lanes and the capacity of
the through lane.(e capacity of the through lane is equal to
1700 pcu per lane. (e statistics of the traffic flow of the
shortest path are shown in Table 1. (e range of the traffic
flow of the shortest path is from 13,852 to 37,526.

Regarding the indicators of traffic safety, to obtain Yi, the
yip in equation (4) is computed by using the negative binomial
(NB) regression model. (e factors of speed limit, percent of
trucks, and important measures of roadway design features,
such as lane widths, median types, and shoulder widths are
employed as the explanatory variables since they have shown
significant impacts on the crash frequencies [31]. (e study
period of yip and yio is 5 years, and the weight factor ωi is equal
to 0.5. (e indicators of MMTC (i) and di are obtained from
the video record with the recoding time of 30min. (e cal-
culation results are shown is Table 2.

5. Modeling Results

Based on the indicators of traffic safety and node impor-
tance, the ranking results could be obtained by using the
proposed MEW-VIKOR method. Using the three indicators
of traffic safety, Yi, MMTC (i), and di, the intersection
ranking results have been obtained with the focus of con-
ventional traffic safety evaluation. Using the three indicators

of node importance, CC (i), BC (i), and DC (i), the inter-
section ranking results with the focus of roadway network
function and traffic flow have been obtained. Using the six
indicators and the proposed framework, the intersection
ranking results have been obtained with four strategies. (e
intersection ranking results of the proposed approaches with
the different focuses are shown in Table 3. (e comparison
results are shown in Figure 3.

(a)
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Figure 2: Roadway network of an old town in Futian District, Shenzhen City, China: (a) a map of research zone and (b) the topology of
roadway network.

Table 1: Statistics of the shortest path and traffic flow.

ID
Length of the shortest

path Traffic flow of the shortest path

Min Max Mean SD Min Max Mean SD
1 0.40 1.77 1.13 0.32 6800 51000 27704 9966
2 0.27 1.64 1.01 0.35 10200 78200 33370 15752
3 0.17 1.61 0.95 0.40 3400 61200 28333 14456
4 0.13 1.50 0.85 0.40 3400 57800 25815 12519
5 0.26 1.66 0.89 0.41 3400 54400 27200 11433
6 0.28 1.92 1.07 0.47 10200 68000 37526 14254
7 0.13 1.37 0.76 0.35 3400 37400 19393 8837
8 0.26 1.37 0.75 0.29 6800 44200 21156 9493
9 0.16 1.18 0.65 0.29 3400 30600 16748 7657
10 0.11 1.24 0.63 0.30 3400 44200 16622 8812
11 0.11 1.36 0.70 0.33 3400 54400 22919 12024
12 0.20 1.64 0.90 0.41 6800 78200 30600 16442
13 0.13 1.18 0.65 0.30 3400 40800 16874 9117
14 0.18 1.59 0.94 0.42 3400 68000 22793 15082
15 0.09 1.18 0.66 0.29 3400 37400 15867 8745
16 0.18 1.77 1.00 0.39 6800 61200 28711 13413
17 0.13 1.61 0.82 0.40 3400 44200 19393 9927
18 0.12 1.48 0.75 0.37 3400 40800 15489 9539
19 0.14 1.31 0.69 0.33 3400 37400 16244 9446
20 0.21 1.52 0.83 0.33 3400 44200 20400 10458
21 0.11 1.71 0.87 0.44 3400 47600 21659 12082
22 0.11 1.60 0.81 0.41 3400 44200 18763 10931
23 0.11 1.41 0.75 0.38 3400 40800 17630 10836
24 0.11 1.53 0.82 0.43 3400 44200 20904 12175
25 0.26 1.92 1.03 0.47 10200 68000 37022 16369
26 0.14 1.66 0.93 0.45 3400 47600 25311 13280
27 0.09 1.17 0.65 0.29 3400 34000 15111 8293
28 0.21 1.12 0.65 0.24 3400 37400 13852 8271
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Table 2: Indicators of intersection node importance and traffic safety.

ID
Indicators of node importance Indicators of traffic safety

CC (i) BC (i) DC (i) Yi MMTC (i) di
1 0.88 0.00 0.04 6 0.32 6.84
2 0.99 0.03 0.07 6 0.60 6.77
3 1.05 0.06 0.11 7 1.14 6.42
4 1.18 0.05 0.11 8 1.24 6.18
5 1.13 0.06 0.11 4 0.74 6.26
6 0.93 0.04 0.07 0 0.45 6.18
7 1.32 0.21 0.11 7 0.52 6.96
8 1.33 0.22 0.15 5 1.22 7.05
9 1.55 0.53 0.11 0 0.35 6.20
10 1.59 0.63 0.11 0 0.66 6.67
11 1.43 0.28 0.11 0 0.63 6.90
12 1.11 0.14 0.11 0 0.80 6.28
13 1.53 0.50 0.11 5 1.03 6.09
14 1.07 0.10 0.11 0 1.05 6.67
15 1.52 0.41 0.07 0 0.56 6.83
16 1.00 0.03 0.07 0 0.65 6.38
17 1.22 0.12 0.11 8 1.12 6.34
18 1.34 0.24 0.15 0 0.26 7.02
19 1.46 0.47 0.11 7 0.70 6.47
20 1.20 0.06 0.11 0 0.61 6.67
21 1.15 0.12 0.11 6 0.36 6.49
22 1.23 0.20 0.11 7 0.62 6.62
23 1.34 0.35 0.11 5 0.50 6.40
24 1.23 0.25 0.11 7 1.05 6.40
25 0.98 0.00 0.07 0 0.41 6.36
26 1.08 0.07 0.11 5 0.35 6.15
27 1.53 0.46 0.11 0 0.35 6.50
28 1.54 0.37 0.15 8 1.09 6.21

Table 3: (e results of intersection ranking.

Intersection ID Results of traffic safety Results of node importance Strategy 1 Strategy 2 Strategy 3 Strategy 4
1 0.20 0.00 0.00 0.15 0.00 0.00
2 0.44 0.14 0.62 0.28 0.56 0.21
3 0.94 0.23 0.79 0.39 0.61 0.46
4 1.00 0.36 0.87 0.56 0.65 0.60
5 0.51 0.32 0.70 0.41 0.64 0.40
6 0.15 0.08 0.51 0.05 0.29 0.05
7 0.40 0.54 0.76 0.74 0.76 0.52
8 0.92 0.57 0.91 0.72 0.77 0.78
9 0.06 0.92 0.75 0.64 0.95 0.33
10 0.36 1.00 0.84 0.68 1.00 0.64
11 0.34 0.66 0.79 0.54 0.83 0.50
12 0.45 0.32 0.67 0.31 0.65 0.39
13 0.79 0.88 0.95 0.95 0.94 0.99
14 0.56 0.26 0.69 0.25 0.62 0.36
15 0.27 0.79 0.81 0.59 0.90 0.49
16 0.34 0.15 0.60 0.13 0.56 0.18
17 0.95 0.43 0.87 0.65 0.69 0.65
18 0.00 0.59 0.66 0.51 0.79 0.18
19 0.55 0.82 0.85 0.99 0.90 0.75
20 0.31 0.37 0.69 0.37 0.66 0.38
21 0.20 0.35 0.62 0.50 0.66 0.27
22 0.48 0.47 0.74 0.66 0.72 0.54
23 0.30 0.64 0.73 0.78 0.81 0.46
24 0.87 0.49 0.84 0.69 0.74 0.68
25 0.11 0.11 0.52 0.09 0.52 0.07
26 0.16 0.26 0.58 0.37 0.62 0.20
27 0.07 0.84 0.75 0.61 0.92 0.32
28 0.92 0.78 1.00 1.00 0.91 0.99
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From the comparison, the results indicate that strategies
1 and 3 have the similar pattern and changing trend, which is
different compared to the results of node importance and
traffic safety. (e strategies 2 and 4 have the similar pattern
and changing trend, which is a compromise solution of the
node importance and traffic safety. In other words, strategies
2 and 4 represent the ranking result features of node im-
portance and traffic safety simultaneously.

To further verify the performance of the proposed
methods, the consistency test has been applied. With the
ranking results of two methods, the consistency test
analyzed consistency rate, which is a ratio of the inter-
sections with same ranking order in total intersections,
and the results are shown in Figure 4. (e results dem-
onstrated that the consistency rate between the ranking
results of strategy 3 and node importance is 78.57%,
which is significantly greater than the others. (e ranking
results of strategy 3 represent more roadway network
function and traffic flow characteristics compared with
other strategies.

(e consistency rate between the ranking results of
traffic safety and strategies 1, 2, and 3 is 0. (e consistency
rate between the ranking results of traffic safety and strategy
4 is 7.14%. (e findings indicate that ranking results of
strategy 4 represent more traffic safety assessment features
compared with the other strategies. In addition, the con-
sistency rate between the ranking results of strategy 4 and the
node importance is 14.29%, which is greater than the
consistency rate between strategy 4 and the traffic safety.
(ough strategy 4 represents more node importance features
compared with the traffic safety, strategy 4 represents the
superior balance between roadway network function and
traffic safety assessment.

(e results of the consistency test between the four
strategies are shown in Figure 4(b). (e results show that
strategies 1 and 4 have the greatest similarity, and the
consistency rate of the ranking results is 32.14%. (e con-
sistency rate between the strategies 1 and 3 is 17.86%, and
between the strategies 3 and 4 is 14.29%.(e consistency rate
of the rest of strategy combinations is 7.14%. (e findings
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Figure 3: Comparison of the ranking results with analyzed intersections: (a) ranking results of node importance, (b) ranking results of traffic
safety, (c) ranking results of strategy 1, (d) ranking results of strategy 2, (e) ranking results of strategy 3, and (f) ranking results of strategy 4.
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indicate that the strategies 1 and 4 could provide consistency
results that cover both perspectives of traffic safety and node
importance. Combined the comparison results and the
consistency test, the proposed framework with strategy 4 is
recommended for intersection traffic safety screening, since
it has both merits of node importance and traffic safety.

To verify the effectiveness of the proposed method with
strategy 4, a questionnaire survey has been conducted. In
total, 42 people who are from the government office, re-
search institute, and public have participated the survey.
Each participant ranked the 28 intersections according to
their own expertise and experience. (e ranking results of
the poll have been analyzed and compared with the proposed
framework with strategy 4, which are shown in Figure 5(a).
(e results of the proposed framework with strategy 4 are
closely approximate to the results of the questionnaire
survey. (e consistency rate between the survey results and
the proposed framework with strategy 4 is 85.71. (e

findings indicate the ranking results could represent the
attitude and expectation of the public and agencies.

(e proposed framework could be used as the method of
BSID with an appropriate threshold setting. (e ranking
results with the values that are greater than the threshold
could be the intersections that are the black spots. In the
research, for the proposed framework with strategy 4, when
the threshold is setting to 0.60, the intersection of 8, 10, 13,
17, 19, 24, and 28 have been identified as the black spots, as
shown in Figure 5(b). (e results are consistent with the
intersection safety investigation, and the rate of the false-
positive cases and false-negative cases is 0. (e false-positive
case is an intersection involved in safety investigation while
it is not needed, and a false-negative case is not involving a
site in safety investigation while it is needed. (e rates of
false-positive and false-negative cases in identifying black
spots are the assessing standards in justifying the perfor-
mance of the traffic safety screening method. (e findings

0
10
20
30
40
50
60
70
80

1 2 3 4

Co
ns

ist
en

cy
 ra

te
 (%

)

Strategies

Compared to the node importance
Compared to the traffic safety

(a)

0

5

10

15

20

25

30

35

(1, 2) (1, 3) (1, 4) (2, 3) (2, 4) (3, 4)

Co
ns

ist
en

cy
 ra

te
 (%

)

Strategies

(b)

Figure 4: Consistency test results of the proposedmethods: (a) the proposed four strategies compared the node importance and traffic safety
and (b) comparison between the four strategies.
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Figure 5: Comparison between the results of questionnaire survey and the proposed framework with strategy 4: (a) compared to the
questionnaire survey and (b) differences with ranking value.
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show that the proposed framework with strategy 4 con-
tributes significantly to the reduction of false-positive and
false-negative cases in identifying the black spot
intersections.

6. Conclusions

In the research, a framework with the indicators that are
from the perspectives of complex network and traffic safety
is proposed for the intersection traffic safety screening. By
incorporating the traffic flow and the characteristics of
roadway network topology, three indicators have been de-
veloped to measure the node importance. (e observed and
estimated crash frequencies, modified time-to-collision, and
a distance that describes the nonlane-based movements at
intersection have been proposed from the perspective of
traffic safety assessment. A MEW-VIKOR approach is
proposed to compute the ranking results, and four strategies
have been developed to account for the effects of the six
indicators simultaneously. To verify the effectiveness of the
proposed framework for intersection traffic safety screening,
a roadway network with 28 intersections in Shenzhen has
been adopted.

(e ranking results of the proposed framework with two
layers could represent the features of traffic safety and the
characteristics of node importance and satisfy the expec-
tation from the public, government, and research institutes.
With an appropriate threshold setting, the ranking results
are consistent with the intersection safety investigation and
contribute significantly to the reduction of false-positive and
false-negative cases in identifying the black spot
intersections.

(e inappropriate designs at intersection can cause
safety problems and impact the operation efficiency of
neighboring zones and even the overall network. (e
screening, ranking, and identification of black spots are the
first steps of the traffic safety management process. Errors
and bias in black spot identification might result in the
inefficient use of resources for traffic safety improvements
and impact the effectiveness of the traffic safety manage-
ment. (e proposed framework could be used as a guideline
to develop traffic management policies, enhance the level of
traffic management, and reduce the impacts of traffic crashes
and congestion.
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