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Background. &e number of multislice computed tomography (MSCT) analyses performed for planning structural heart
interventions is rapidly increasing. Further automation is required to save time, increase standardization, and reduce the
learning curve. Objective. &e purpose of this study was to investigate the feasibility of a fully automated artificial intelligence
(AI)-based MSCT analysis for planning structural heart interventions, focusing on left atrial appendage occlusion (LAAO) as
the selected use case.Methods. Different deep learning models were trained, validated, and tested using a cohort of 583 patients
for which manually annotated data were available. &ese models were used independently or in combination to detect the
anatomical ostium, the landing zone, the mitral valve annulus, and the fossa ovalis and to segment the left atrium (LA) and left
atrial appendage (LAA). &e accuracy of the models was evaluated through comparison with the manually annotated data.
Results. &e automated analysis was performed on 25 randomly selected patients of the test cohort. &e results were compared
to the manually identified landmarks. &e predicted segmentation of the LA(A) was similar to the manual segmentation (dice
score of 0.94 ± 0.02).&e difference between the automatically predicted andmanually measured perimeter-based diameter was
−0.8± 1.3mm (anatomical ostium), −1.0± 1.5mm (Amulet landing zone), and −0.1 ± 1.3mm (Watchman FLX landing zone),
which is similar to the operator variability on these measurements. Finally, the detected mitral valve annulus and fossa ovalis
were close to the manual detection of these landmarks, as shown by the Hausdorff distance (3.9 ± 1.2mm and 4.8± 1.8mm,
respectively). &e average runtime of the complete workflow, including data pre- and postprocessing, was 57.5 ± 34.5 seconds.
Conclusions. A fast and accurate AI-based workflow is proposed to automatically analyze MSCT images for planning LAAO.
&e approach, which can be easily extended toward other structural heart interventions, may help to handle the rapidly
increasing volumes of patients.

1. Introduction

During the last decade, there has been an exponential growth
in the number of structural heart interventions, largely
driven by the widespread adoption of transcatheter aortic
valve replacement (TAVR) [1]. A continued growth can be
expected in the coming years due to a further expansion of
TAVR in combination to significantly increase volumes for
several other interventions, such as left atrial appendage
occlusion (LAAO) and transcatheter mitral valve repair and
replacement (TMVR).

Medical imaging is of utmost importance for all these
structural heart interventions, from preprocedural planning
to intraprocedural guidance and postprocedural follow-up.
A wide variety of imaging modalities can be used during
these different stages. Notably, many centers rely on mul-
tislice computed tomography (MSCT) for preprocedural
planning [2, 3]. Driven by the enormous growth in structural
heart interventions, there has been a steep increase in the
number of MSCTanalyses that need to be performed. Given
that the currently available software solutions only provide
semi-automated workflows, further automation is required.
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&ismay not only help to save a considerable amount of time
but can also result in more standardization and a shorter
learning curve for a starting operator.

An MSCT analysis for planning structural heart inter-
ventions—whether this is TAVR, LAAO, or any other
procedure—typically requires identifying certain anatomical
landmarks and deriving measurements from these land-
marks, in order to assess the procedural risks and to guide
device selection and sizing. In addition, a segmentation or
3D volume reconstruction of certain anatomical structures is
sometimes performed to better understand the patient’s
anatomy. With the recent advances in artificial intelligence
(AI), it has become possible to automate all these tasks
(landmark identification, measurements, and 3D recon-
struction) [4, 5].

&e aim of this study was to investigate the feasibility of a
fully automated AI-based MSCT analysis for planning
structural heart interventions, focusing on LAAO as the
selected use case.

2. Methods

&is retrospective study was performed using MSCT images
acquired for the preoperative planning of the LAAO.&e full
cohort contains 583 distinct MSCT datasets collected from
41 different medical centers. &e patient cohort is charac-
terized by a mean age of 76.5± 7.9 years, and 44.9% of male
and 24.7% of female patients (gender unknown in 30.4% of
the patients).

2.1. MSCT Analysis for LAAO in Clinical Practice. A typical
MSCT analysis for the preprocedural planning of LAAO
involves several aspects [3, 6]. &e size of the left atrial
appendage (LAA) is assessed by identifying the 3D planes
defining the entrance of the LAA (i.e., anatomical ostium)
and a device-specific landing zone, and by performing
measurements in these planes.&e depth of the appendage is
also measured, to understand whether the LAA is deep
enough to host the selected device. To plan the transseptal
puncture site, the fossa ovalis is identified as a 3D curve on
the interatrial septum. Locating the mitral valve annulus can
also be useful to assess whether there could be any potential
interaction between the implanted occluder and the mitral
valve. Finally, a 3D model reconstruction of the left atrium
(LA) and the LAA is often generated through image seg-
mentation techniques to better understand the patient’s
anatomy. &e described anatomical landmarks and mea-
surements are depicted together with the 3D model of the
LA(A) in Figure 1.

2.2. Manual MSCT Analysis Available as Ground Truth.
Manually annotated or “ground truth” data have been
produced by trained professionals for all the above-
mentioned landmarks and the 3D segmentation of the
LA(A), using the Materialise Mimics Innovation Suite 21
(Materialise, Leuven, Belgium), according to the indications
provided in the instruction for use of the devices and in the
most relevant literature of the field [3]. Not all annotations

are available for all patients as some were added at a later
stage of the study.

For 25 patients, three trained professionals identified the
ostium and landing zone planes independently and per-
formed the related measurements. &is provides interop-
erator variability data that allow to correctly interpret the
accuracy of the deep learning models.

2.3. Automated MSCT Analysis. Four distinct application
types based on deep learning are used independently or in
combination to provide the required output for the ana-
tomical analysis: segmentation, point detection, curve de-
tection, and plane detection.&e complete data flow, starting
from the resampled MSCT data, is shown in Figure 2. &e
deep learning models used here are based on the NiftyNet
implementation [6] (variations of DenseVNet [5]), where
the prior and the initial average pooling layer can be omitted.
Other strategies were investigated, but none gave compa-
rable results in terms of accuracy.

For each application, the amount of data used for the
training, validation, and testing of the deep learning models
was 80%, 10%, and 10%, respectively. Data were randomly
distributed over these three different groups.

&e train and validate set are used during the training
and hyperparameter optimization of the deep learning
models, while the test set is an “unseen” dataset used to
assess model accuracy. For the purpose of this manuscript, a
fixed group of 25 randomly selected patients was used in the
test cohort for all applications.&e average age in this test set
is 77.35± 8.22 years. &e gender distribution is 52% of male
patients, 16% of female patients, and 32% of unknown
patients. For the same 25 patients, the manual annotations
obtained from different operators were used in the inter-
operator variability study to assess the accuracy of the au-
tomated ostium and landing zone plane detection and the
related anatomical measurements. &is condition does not
alter the data distribution across the groups, but it ensures a
meaningful comparison of the results.

In order to automatically perform the above-described
anatomical analysis for LAAO, a preprocessing step of the
MSCTdata is required. Initially, one cardiac phase has to be
selected. &is step is performed manually, and it is not
included in the “automatic analysis workflow” described
here. As part of the automatic process, firstly the MSCT
volume needs to be resampled to an isotropic resolution and
voxel size (different values depending on the specific ap-
plication). Once the MSCT volumes are isotropic, they are
resized or cropped to an application-specific input shape.
&e difference between resizing and cropping is illustrated in
Figure 3.

&e following sections provide more details regarding
the four different types of applications.

2.3.1. Segmentation. Segmentation is the task of assigning a
specific label to each part of the input. In this case, the input is
a 3D volume and the segmentation output is a 3D volume of
the same shape, with a label identifier assigned to each voxel
inside the volume. &e manually obtained segmentation
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masks describe which voxels are part of the LA(A), and these
data are used to train a deep learning model. An example of
the LA(A) mask is shown in Figure 4(a). When applying the
trained deep learning model, a probability mask is returned,
describing the probability that a certain voxel belongs to the
LA(A) label. Postprocessing of themodel output is required to
binarize the obtained probability mask. Given a threshold, all
probabilities in the mask below this threshold are set to label
zero, while all values equal to or higher than the threshold are
set to label one. &e resulting segmentation mask is the
volume described by all the voxels with label one. To obtain a
higher precision mask, the deep learning mask is combined
with masks obtained through image analysis techniques (such
as water shedding).

2.3.2. Point Detection. In order to detect a 3D point within
the MSCT volume, the location of the manually identified
point is used to generate a segmentation mask by assigning a
predefined label to a spherical region around the point
(highlighted in dark red in Figure 4(b)). Deep learningmodels
are then trained to return a probability mask of that same
region. Postprocessing is similar as compared to the seg-
mentation application, with the additional step of taking the
centroid of all the similar labels to obtain a 3D point. &is 3D
point detection is used to identify specific regions of interest

in the MSCTdata for further processing as shown in Figure 2.
For example, the centroid of the mitral valve is detected in
order to crop theMSCTdata around themitral valve, which is
then used to identify the mitral valve annulus. &is appli-
cation type is based on the work of Astudillo et al. [8].

2.3.3. Curve Detection. &e manually identified curves
(fossa ovalis or mitral annulus) are used to generate a
segmentation mask by sweeping a sphere along the curve
with an application-dependent radius. &is results in a to-
rus-shaped segmentation mask (Figure 4(c)). &e proba-
bility mask returned by a trained deep learning model is
transformed into a 3D curve using graph-based techniques,
as described in the work of Astudillo et al. [9].

2.3.4. Plane Detection. Plane detection is fundamental to
derive the diameter measurements used by physicians to
understand the size of the LAA. &e manually identified
planes (such as the anatomical ostium and landing zone) are
used to split the manually obtained LA(A) segmentation
mask into two regions, as shown in Figure 4(d). Using this
input, deep learning models are trained to assign voxels
within the LA(A) to one of these two labels. Subsequently,
the connecting boundary between the voxels annotated by

(a) (b) (c)

(d)

Anatomical ostium
Dmin = 20.9 mm
Dmax = 31.6 mm

(e)

Landing zone
Dmin = 21.1 mm
Dmax = 26.3 mm

(f )

Figure 1: Anatomical structures and landmarks identified by the model. (a) 3D model reconstructed from the segmentation of the left
atrium and left atrial appendage, where the landmarks of the anatomical ostium (blue), landing zone (green), fossa ovalis (yellow), and
mitral annulus (red) are reported. (b) Fossa ovalis region indicated on the DICOM (yellow). (c) Mitral annulus indicated on the DICOM
(red). (d) Anatomical ostium and landing zone indicated on the DICOM (blue and green, respectively). (e) Anatomical ostium plane.
(f ) Landing zone plane (Amulet device).
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these labels can be extracted using imaging processing
techniques and used to fit a plane.

2.4. Derived Measurements. Using the items described
above, additional output required for the preoperative
planning can be extracted. For each of the detected planes
(ostium and landing zones), a closed curve describing the
boundary of the appendage in the predicted planes is derived
using the LA(A) segmentation and four diameters are cal-
culated (area-based, perimeter-based, minimum, and
maximum diameters).

&e LAA depth (for Amulet devices) can also be derived,
calculated as the distance between the centroid of the

anatomical ostium plane and its projection to the LAA
surface, at the roof of the LAA.With a similar procedure, the
LAA depth (for Watchman FLX devices) can be derived, by
calculating the distance between the landing zone centroid
and the LAA tip.

2.5. Evaluation Metrics. Depending on the application, the
prediction is evaluated using different metrics. Segmenta-
tions are evaluated by the Sørensen–Dice coefficient [10, 11],
while for point detections, the Euclidean distance between
the predicted and ground truth curves is used.

&e curve detection models are assessed with the Eu-
clidean distance between the centroids of the predicted and
ground truth curves.&is metric provides information about
the accuracy of the location of the detected curve. In ad-
dition, the Hausdorff distance [12] and the difference in
diameter of the predicted and ground truth curves are
calculated to assess the accuracy of the shape of the curve.

&e detected planes are evaluated using the angle between
the predicted and ground truth planes. In addition, the Eu-
clidean distance between the centroid of the closed curve
describing the boundary of the appendage in the predicted and
ground truth planes is calculated to assess the location error.

2.6. Quality Control. For the purpose of this manuscript, the
results reported in the following sections do not include any
quality check step or manual modifications, to ensure that
the accuracy of the models is calculated without any sub-
jective corrective action. &e processing time reported refers

RESIZE

CROP

Figure 3: CT data can be resized (top right) or cropped (bottom
right) depending on the application at hand. Resizing keeps the
entire data but in a smaller format. Cropping takes out a region of
interest without any resizing.

Resample CT

Resize (963) Resize (963) Resize (963)

Mitral
Valve

Centroid

Crop (963) Crop (923) Crop (923)

Mitral
Valve

Annulus

Ostium
Plane

Centroid

Fossa
Ovalis

Centroid

Le�
Atrium

Ostium
Plane

Landing
Zone
Plane

Fossa
Ovalis

Diameter Measurements

Preprocessing step

Landmark detection
Segmentation

Curve detection

Plane detection
Deep Learning Model + application specific 
post processing

Figure 2: Overview of the steps included in the complete workflow.
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to the automatic tasks only, even though manual steps (e.g.,
phase selection) are still required in the preprocessing phase.

3. Results

&e automated analysis was completed for the patients in-
cluded in the test cohorts (n� 25). &e average runtime of
the complete workflow, including data pre- and post-
processing, was 57.5± 34.5 seconds when executed on a GPU
server with 4 GPUs (2x Nvidia GeForce RTX 2080 ti, 1x
Nvidia GeForce RTX 2070 SUPER, and 1x GeForce GTX
TITAN X) and 64GB RAM, using TorchServe [13]. &e time
spent by qualified professionals to perform the same tasks
manually was approximately 10–15 minutes per patient.

&e accuracy of the different applications is provided in
the following paragraphs. For each patient, the comparison
between the automatic and the manual analyses has been
performed on images of the same cardiac phase.

3.1. LA(A) Segmentation. &e mask resulting from the deep
learning models and the image analysis techniques is evaluated

for the 25 patients on whom the interoperator variability study
was performed. &e mean Dice score is 0.94± 0.02.

3.2. Plane Detections and Related Measurements. &e pre-
diction of the anatomical ostium and landing zone planes, as
well as the resulting anatomical measurements, is evaluated
using the interoperator variability data that were conducted
on 25 patients. Table 1 provides an overview of all the results
using the data from observer 1 as the comparator. It can be
observed that the differences between the model predictions
and observer 1 are very similar to the differences between the
different observers, both in terms of the derived measurements
as well as for the location and orientation of the detected planes.
Scatter and Bland–Altman plots are provided in Figure 5 for
the perimeter-based diameter at the ostium and the different
landing zone planes. Figure 6 shows the manually identified
and predicted curves for one randomly selected patient.

3.3. Mitral Valve Annulus. &e mean diameter difference of
the detected mitral valve annulus is 0.1± 0.9mm for the test
set, while the mean Hausdorff distance is 3.9± 1.2mm. &is

(a) (b)

(c) (d)

Figure 4: Different ground truth masks created for the AI model trainings, overlaid on top of the DICOM images. (a) Segmentation of the
left atrium and left atrial appendage. (b) Point detection, where the dark red region (label) represents the spherical region around the point,
and the bright red dot is the centroid of the mask identified as output. (c) 3D curve detection. (d) Plane detection, where the different labels
are identified with different colors.

Journal of Interventional Cardiology 5



means that the shape of the predicted mitral valve annulus is
accurately predicted.&e location error is represented by the
mean distance error between the ground truth and the
centroids of the predicted curve. &is error is 1.2± 0.8mm
and confirms the location accuracy of the predicted curve.
Figure 7 shows a qualitative comparison of the predicted and
ground truth mitral annulus curves for nine randomly se-
lected patients included in the test set.

3.4. Fossa Ovalis. For the test set, the fossa ovalis mean
diameter difference is −2.7± 4.2mm, with a Hausdorff
distance of 6.7± 5.1mm.&e Euclidean distance error on the
centroid of the curve is 4.1± 5.0mm. Of note, the region of
the fossa ovalis is clearly visible only if there is sufficient
contrast filling in the right atrium. &e MSCT acquisition
protocols vary from center to center, and not for all patients
the contrast sufficiently reaches the right atrium for the
identification of a proper fossa ovalis. &is explains why for
the fossa ovalis the performance of themodel is lower than for
the mitral annulus. When excluding from the analysis the 4
DICOM datasets with poor contrast filling in the right heart,
the mean diameter difference is reduced to −2.1± 3.0mm,
with a Hausdorff distance of 4.8± 1.4mm. &e Euclidean
distance error on the centroid of the curve is 2.3± 1.0mm.

In Figure 8, a qualitative comparison of the prediction
and the ground truth is given for nine patients randomly
selected from the test set.

4. Discussion

4.1. Preoperative LAAO Anatomical Analysis Tool. Several
AI-powered models have been reported in the literature
[14, 15], and tools and platforms are described offering

semi-automated analysis, based on 3D echocardiography
[16] and MSCT images [17]. Commercially available soft-
ware exists, allowing for a predefined workflow for the
preoperative planning of LAAO procedures, where the
physician still needs to interact with the tool and provide
manual input to the software.

In this work, we presented a framework consisting of
several AI-based applications, to allow for the automatic
anatomical analysis needed for the preoperative planning of
the LAAO. After the preprocessing phase to ensure image
selection and standardization, no interaction or input is
required to generate the results. &e proposed method is
based onMSCTscans, which provide high spatial resolution.
&e availability of larger portions of the heart compared to
3D echocardiography allows the inclusion of relevant
structures such as the fossa ovalis contour, for transseptal
puncture planning. &e proposed method is independent
from the origin of the data, MSCTmachinerymanufacturers,
and MSCT acquisition protocol, as the model has been
developed and tested on a large database spanning a wide
range of parameters for the abovementioned characteristics.

&e presented framework is fast (1 minute vs. 10–15
minutes of manual work), accurate, and is built on a large
database (>500 MSCT scans), providing a solid base for the
AI-based models. &is framework can easily be extended to
other structural heart disease interventions. &e availability
of such an analysis for physicians ensures a fast and accurate
anatomical analysis, which is crucial for a successful and
efficient LAAO procedure.

Clinically, as the LAAO procedure is still not as wide-
spread as TAVR, the learning curve of preprocedural
planning in low-volume centers can be long and difficult.
&e availability of an automatic tool for the preoperative
anatomical analysis may not only result in more

Table 1: Overview of the differences between the manual analysis from observer 1 (obs1), the model predictions, and the manual analyses of
observer 2 (obs2) and 3 (obs3). &e differences are reported as mean± standard deviation.

Model vs. obs1 Obs2 vs. obs1 Obs3 vs. obs1
Anatomical ostium plane
Area-based diameter (mm) −0.8± 1.3 −0.8± 1.2 −0.4± 1.1
Perimeter-based diameter (mm) −0.8± 1.3 −0.8± 1.3 −0.4± 1.2
Maximal diameter (mm) −0.9± 2.0 −0.9± 1.6 −0.6± 1.6
Minimal diameter (mm) −0.6± 1.1 −0.6± 1.1 −0.1± 0.8
Centroid (mm) 1.9± 1.0 1.9± 0.9 1.7± 0.7
Angle [°] 6.5± 2.9 6.0± 3.0 6.5± 3.4
Landing zone plane (amulet)
Area-based diameter (mm) −0.9± 1.5 −0.2± 0.6 0.3± 1.0
Perimeter-based diameter (mm) −1.0± 1.5 −0.2± 0.6 0.3± 1.0
Maximal diameter (mm) −1.2± 2.0 −0.4± 1.1 0.2± 1.3
Minimal diameter (mm) −0.6± 1.7 0.0± 0.9 0.6± 0.9
Centroid (mm) 1.8± 1.1 1.7± 0.9 1.5± 0.8
Angle [°] 8.3± 5.1 6.6± 3.7 8.9± 3.6
Landing zone plane (Watchman FLX)
Area-based diameter (mm) −0.1± 1.2 0.2± 1.0 0.7± 0.9
Perimeter-based diameter (mm) −0.1± 1.3 0.1± 1.1 0.8± 1.0
Maximal diameter (mm) 0.1± 1.7 0.2± 1.9 0.9± 1.5
Minimal diameter (mm) −0.2± 1.4 0.0± 0.9 0.6± 1.0
Centroid (mm) 1.8± 1.5 2.0± 1.3 2.0± 1.0
Angle [°] 7.8± 5.1 7.7± 4.7 8.4± 4.9
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Figure 5: Overview of the results obtained for the comparison between the AI models and one of the manually identified measurements. All
graphs report the results obtained for the perimeter-based diameter of the indicated cross-section (a-b: anatomical ostium, c-d: landing zone
Amulet, e-f: landing zone Watchman FLX). Graphs (a-c-e) scatter plot with R Pearson coefficient. Graphs (b-d-f ) Bland–Altman analysis
with mean value and limits of agreement.
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standardization across different operators but may also
shorten the learning curve during initiation of the programs.

4.2.QualityControl andUser Interaction. As stated before, all
the results presented here are calculated in a fully automated
manner, to prove the accuracy of the models. When the

applications described are translated into clinical practice
tools, the interaction with the user or the physician remains
fundamental. As the preoperative planning of a procedure
relies on the extensive experience of the operator, it is the
authors’ vision that the physician should always be able to
interact with the provided results, and to modify them if
needed. For example, a way to deliver the AI results would be
the inclusion of the described models into a user-friendly
interface, where the operator can inspect, review, and modify
the preoperative landmarks and measurements if needed.

Furthermore, to ensure the applicability of the developed
methodology regardless of infrastructure limitations, such a
model could be integrated into a cloud-based service/plat-
form, which is easily accessible and removes several con-
straints on hardware availability and maintenance.

4.3. Extension to Other Fields of Application. &e work
presented for LAAO preprocedural planning serves as a use
case to demonstrate the availability, accuracy, and speed of the
developed AI-based applications. Additional features to the
workflow can be easily integrated, to expand the preoperative
planning even further. Relevant additions are the LAA cen-
terline detection, to understand the tortuosity of anatomies
and the positioning of the delivery system; to investigate the
trajectory between the transseptal puncture location and the
access to the LAA, and computational simulations [18]; and to
calculate the physical interaction between the virtually
deployed device and the anatomical structures.

Similar algorithms can be used for other interventions,
where preoperative planning of transcatheter procedures
based on MSCT images is mandatory. For TAVR, this may
be very useful considering the large number of MSCT an-
alyses that need to be performed in high-volume centers [4].
It also has the potential to significantly speed up the
planning of procedures such as TMVR, where multiple
analyses at different phases of the cardiac cycle are required,
resulting in a relatively time-consuming process [7, 9].

4.4. Current Limitations. &e current study logically has
some limitations. &e interoperator variability study con-
ducted as a comparator included only a limited cohort of

(a) (b) (c)

Figure 6: Example of the ostium and landing zone curves in the detected planes for 1 patient. &e black curve shows the predicted curve,
while the curves from the three different observers are shown in gray. (a) Anatomical ostium plane. (b) Landing zone plane (Amulet).
(c) Landing zone plane (Watchman FLX).

Figure 7: Mitral valve annulus curves for nine randomly selected
patients of the test dataset.&emanually detected and the predicted
curve are displayed in gray and black, respectively.

Figure 8: Fossa ovalis curves for nine randomly selected patients
from the test dataset. &e manually detected and the predicted
curve are displayed in gray and black, respectively.
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patients (n� 25). For a stronger comparison and dedicated
statistical subanalyses to detect potential patterns in the
automated landmark detection, a larger cohort of patients
should be analyzed by qualified operators.

From a clinical point of view, the models have been
presented and validated for the LAAO use case. &e ex-
tension to other structural heart interventions might require
the implementation of additional models, to deliver all the
relevant landmarks and parameters necessary for the
planning of the corresponding procedures.

5. Conclusion

&is manuscript presents a fast and accurate AI-based
workflow, to automatically analyze MSCT images for pre-
procedural planning of LAAO interventions. &e approach,
which can be easily extended to other structural heart in-
terventions, may help to handle the rapidly increasing
volumes of patients, to speed up the manual process of
anatomical analysis, and to facilitate the preoperative
planning for transcatheter procedures.
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Background. Cardiovascular magnetic resonance imaging is considered the reference standard for assessing cardiac morphology
and function and has demonstrated prognostic utility in patients undergoing transcatheter aortic valve replacement (TAVR).
Novel fully automated analyses may facilitate data analyses but have not yet been compared against conventional manual data
acquisition in patients with severe aortic stenosis (AS). Methods. Fully automated and manual biventricular assessments were
performed in 139 AS patients scheduled for TAVR using commercially available software (suiteHEART®, Neosoft; QMass®,Medis Medical Imaging Systems). Volumetric assessment included left ventricular (LV) mass, LV/right ventricular (RV) end-
diastolic/end-systolic volume, LV/RV stroke volume, and LV/RV ejection fraction (EF). Results of fully automated and manual
analyses were compared. Regression analyses and receiver operator characteristics including area under the curve (AUC)
calculation for prediction of the primary study endpoint cardiovascular (CV) death were performed. Results. Fully automated and
manual assessment of LVEF revealed similar prediction of CV mortality in univariable (manual: hazard ratio (HR) 0.970 (95% CI
0.943–0.997) p � 0.032; automated: HR 0.967 (95% CI 0.939–0.995) p � 0.022) and multivariable analyses (model 1: (including
significant univariable parameters) manual: HR 0.968 (95% CI 0.938–0.999) p � 0.043; automated: HR 0.963 [95% CI
0.933–0.995] p � 0.024; model 2: (including CV risk factors) manual: HR 0.962 (95% CI 0.920–0.996) p � 0.027; automated: HR
0.954 (95%CI 0.920–0.989) p � 0.011).)ere were no differences in AUC (LVEF fully automated: 0.686; manual: 0.661; p � 0.21).
Absolute values of LV volumes differed significantly between automated and manual approaches (p< 0.001 for all). Fully
automated quantification resulted in a time saving of 10 minutes per patient. Conclusion. Fully automated biventricular vol-
umetric assessments enable efficient and equal risk prediction compared to conventional manual approaches. In addition to
significant time saving, this may provide the tools for optimized clinical management and stratification of patients with severe AS
undergoing TAVR.

1. Introduction

Cardiovascular disease remains the leading cause of death
globally. Aortic stenosis (AS) is the most common valvular
heart disease and of rising prevalence in the elderly pop-
ulation. Transthoracic echocardiography (TTE) constitutes
the standard diagnostic tool to quantify AS using

transvalvular gradients and velocities. However, in the ab-
sence of a high-gradient situation, the diagnostic work is
challenging and includes accurate determination of left
ventricular (LV) ejection fraction (EF) and LV stroke vol-
ume (SV) to distinguish between different AS subgroups [1].
Furthermore, cardiac function has strong prognostic im-
plications in patients with AS and other structural heart
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diseases, and therefore, its accurate determination is es-
sential for clinical management and risk prediction [1–5].
Amongst various imaging techniques, cardiovascular mag-
netic resonance (CMR) imaging is considered a reference
methodology with proven superiority over echocardio-
graphical analyses regarding reproducibility and accuracy to
detect clinically significant alterations in LV and right
ventricular (RV) dimensions and function [6–9]. Recently,
novel artificial intelligence (AI)-based deep-learning algo-
rithms were introduced, enabling accurate and fully auto-
mated image analyses using convolutional neural networks
[10–12]. )ese AI-based volumetric analyses were already
shown to be feasible, reproducible, and of prognostic value
in patients with coronary disease and were of high potential
for time saving and facilitation of clinical routine [13, 14].
However, similar data in patients with severe AS are cur-
rently lacking. )erefore, we sought to investigate fully
automated biventricular volumetric analyses using com-
mercially available software solutions in comparison to
conventional manual analyses and to study their accuracy in
terms of volumetric assessment and prognostic implications
in patients with severe AS being scheduled for transcatheter
aortic valve replacement (TAVR).

2. Methods

2.1. Study Population. Patients fulfilling echocardiographic
criteria of severe AS according to current guidelines of the
European Society of Cardiology and confirmed indications
for TAVR without typical contraindications for CMR were
able to participate [1, 15, 16]. Between January 2017 and June
2021, a total of 146 patients were prospectively enrolled and
agreed to an additional CMR before undergoing TAVR as
part of an interdisciplinary research project on aortic valve
stenosis [17]. )e local ethics committee approved the study,
and written informed consent was obtained from all pa-
tients. )e study was conducted according to the principles
of the Helsinki Declaration.

2.2. Clinical End Points. Death from cardiovascular (CV)
reason according to the VARC-3 definition was defined as
the clinical end point of this study [18].

2.3. CMR Analyses. CMR imaging was performed on a 3
Tesla MR scanner (MAGNETOM Skyra, Siemens Health-
care, Erlangen, Germany) using a 32-channel surface coil.
)e standardized scanning protocol has been reported
elsewhere and included long- and short-axis (SAX) steady-
state free precession images (repetition time, 3.2ms; echo
time, 1.2ms; flip angle. 60°; slice thickness 8mm) [19]. An
experienced investigator performed manual volumetric
analyses in short-axis orientation using a dedicated post-
processing software (QMass®, Version 3.2.36.4, Medis
Medical Imaging Systems, Leiden, Netherlands) according
to current clinical recommendations including papillary
muscles within the myocardium [20]. For automated vol-
umetric analyses, commercially available AI software pro-
vided by Neosoft (suiteHEART, Version 5.0.0, Neosoft,

Pewaukee, Wisconsin, USA) was used. In a first step, after
uploading the complete dataset of all patients, fully auto-
mated analyses were performed overnight without any
further postprocessing user interaction. Afterwards, all
automatically traced endocardial and epicardial borders
were reviewed visually and adapted in case of insufficient
border delineation. Furthermore, the time needed for visual
border validation and, if required, contour correction was
recorded. Volumetric analyses included LV mass, LV and
RV end-diastolic/-systolic (EDV/ESV) volumes, stroke
volume (SV), and LV and RV EF (Figure 1).

2.4. Statistical Analysis. Statistical analysis was performed
using IBM SPSS Statistics version 27 for Windows (Inter-
national Business Machines Corporation (IBM® Corp.),
Armonk, New York, United States of America) and
Microsoft Excel 2016 (Microsoft Corporation, Redmond,
Washington, USA). Normal distribution for continuous data
was tested using the Shapiro–Wilk test. Data were compared
using the Mann–Whitney U or Student’s t-test as appro-
priate and expressed as median and interquartile range.
Intergroup comparison of categorical variables was per-
formed using the χ2 test, and data were presented as absolute
numbers and percentages. Dependent variables were tested
using the Wilcoxon signed rank test or Student’s t-test for
paired samples as appropriate. Assessment of the manual
and automated analyses agreement was performed first by
calculation of the intraclass correlation coefficients (ICC),
which was scored as excellent (>0.74), good (0.6–0.74), fair
(0.4–0.59), and poor (<0.4), second by Bland–Altman
analysis (mean difference between measurements with 95%
confidence interval (CI)), and third by the coefficient of
variation (COV) [21, 22]. COV was defined as the standard
deviation of the differences divided by the mean [23].
Univariable calculations were used to identify determinants
of the predefined end point and included in multivariable
calculations if p< 0.05 (model 1). In a second model,
classical CV risk factors were additionally included (age,
hypertension, diabetes mellitus, dyslipidaemia, and coronary
heart disease). Results of regression analyses were expressed
as hazard ratio (HR) with corresponding 95% confidence
intervals (CIs). To assess the additional predictive value of
automatically generated volumetric parameters, receiver
operator characteristics (ROC) were implemented. For both
manual and automatic measurements, the area under the
curve (AUC) for predicting the endpoint was calculated and
compared using the nonparametric approach by DeLong
et al. [24].

3. Results

3.1. Study Population. While the initial study population
consisted of 146 patients, the final cohort after withdrawal
was 142 patients. )ese consisted of 71 patients (50.0%) with
normal ejection fraction high gradient (NEFHG) AS; 19
patients (13.4%) with low ejection fraction high gradient
(LEFHG) AS; 21 patients (14.8%) with low ejection fraction
low gradient (LEFLG) AS; and 31 patients (21.8%) with
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paradoxical low flow low gradient (PLFLG) AS. Mean age of
the study population was 78± 6 years with age ranging from
59 to 90 years. )e majority of patients (62%, n� 88) were
male. Predominant comorbidities were hypertension
(85.9%) followed by coronary artery disease (65.5%), atrial
fibrillation (32.4%), stroke/transient ischemic attack (TIA)
(12.7%), and chronic obstructive pulmonary disease
(COPD) (9.9%). CV death occurred in 12.0% of patients.
)ere were no differences between survivors and deceased
patients in regard to age, sex, and comorbidities. However,
deceased patients’ BMI was slightly higher compared to
survivors (p � 0.017). Details are displayed in Table 1.

3.2. Automated and Manual Assessment of the Volumetric
Parameters. Of the finally included 142 patients, 142 (100%)
patients were analyzed manually and 139 (97.9%) patients
automatically, because the fully automated analysis did not
work. )erefore, further analyses were performed with the
remaining 139 patients.

Differences between manual and automated biven-
tricular segmentation are presented in Table 2. LV mass
was estimated higher and LV volumes lower using

automated analyses compared to manual analyses (LV
mass index (g/m2) automated vs. manual: 88.0
[75.0–111.0] vs. 83.3 [69.4–102.8]; LVEDV index (ml/m2)
automated vs. manual: 71.3 [60.0–88.8] vs. 78.3
[63.3–97.3]; LVESV index (ml/m2) automated vs. manual:
27.7 [16.0–45.6] vs. 31.1 [17.9–44.9] all p< 0.001). )e
opposite was true for RV volumes with statistically sig-
nificant differences for RVEDV (RVEDV index (ml/m2)
automated vs. manual: 69.4 [58.4–83.0] vs. 67.3
[56.9–80.8] p< 0.001; RVESV index (ml/m2) automated
vs. manual: 31.7 [22.7–39.9] vs. 31.4 [23.1–44.4] p � 0.07).
RVEF was higher using automated analyses, but not LVEF
(RVEF (%) automated vs. manual: 55.0 [9.0–61.0] vs. 53.6
[44.2–59.7] p � 0.01; LVEF (%) automated vs. manual:
62.0 [46.0–73.0] vs. 60.3 [45.9–73.4] p � 0.889). Similar
findings were observed in AS subgroups and are presented
in the online data supplement (Tables S1–S4).

Table 3 illustrates the agreement of fully automated and
manual analyses including bias with 95% limits of agreement
(LOA), ICC, and COV. In addition, Bland–Altman plots are
presented in Figure 2. Overall, for both the LV and RV
measurements, high agreement was found between manual
and automated analyses. However, LV parameters showed
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Figure 1: Manual, automated, and automated-corrected biventricular volumetric analyses. Overview of a tracked short-axis stack from the
base to apex in end-diastole (ED) and end-systole (ES) using manual and automated analysis software.
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better agreement than RV parameters for LVEF (bias: 0; 95%
LOA: −12.1 to 12.1; ICC 0.964; COV: 10.5), LVEDV (bias:
11.13; 95% LOA: −23, 5 to 45.8; ICC 0.978; COV: 11.2), and
LVESV (bias 4.63; 95% LOA: −22.6 to 31.9; ICC 0.983; COV:
19.5) as compared to RVEF (bias: −2.44; 95% LOA: −21.7 to
16.9; ICC 0.804; COV: 18.6), RVEDV (bias: −3.44; 95% LOA:
−40.7 to 33.8; ICC 0.954; COV: 13.6), and RVESV (bias: 1.37;
95% LOA: −26.6 to 29.4; ICC 0.955; COV: 21.0). Data for

corresponding subgroup analyses are presented in the online
data supplement (Tables S5–S8).

Manual postprocessing volumetric analyses took on
average 13 minutes by an experienced operator. In contrast,
using fully automated software took on average 45 seconds
for volumetric analyses. )e consequent operator review of
the correct contour detection took 60 seconds on average.
Correction of the contours took another 60 seconds on

Table 2: Biventricular volumes based on CMR measurements.
Left ventricle Automated (uncorrected) Manual p value
LV mass (g) 170.1 (139.1–213.9) 161 (132.0–199.2) <0.001
LV mass index (g/m2) 88.0 (75.0–111.0) 83.3 (69.4–102.8) <0.001
LV EDV index (ml/m2) 71.3 (60.0–88.8) 78.3 (63.3–97.3) <0.001
LV ESV index (ml/m2) 27.7 (16.0–45.6) 31.1 (17.9–44.9) <0.001
LV SV index (ml/m2) 42.8 (35.3–49.3) 45.5 (36.7–53.9) <0.001
LVEF (%) 62.0 (46.0–73.0) 60.3 (45.9–73.4) 0.889
Right ventricle Automated (uncorrected) Manual p value
RV EDV index (ml/m2) 69.4 (58.4–83.0) 67.3 (56.9–80.8) <0.001
RV ESV index (ml/m2) 31.7 (22.7–39.9) 31.4 (23.1–44.4) 0.07
RV SV index (ml/m2) 38.6 (31.4–45.0) 35.2 (28.8–43.4) <0.001
RVEF (%) 55.0 (49.0–61.0) 53.6 (44.2–59.7) 0.01
Continuous data were compared using the Wilcoxon signed rank test and are expressed as median (interquartile range). EDV: end-diastolic volume; ESV:
end-systolic volume; LV: left ventricular; LVEF: left ventricular ejection fraction; RV: right ventricular; RVEF: right ventricular ejection fraction; SV: stroke
volume.

Table 3: Agreement between manual and automated uncorrected analyses.
Left ventricle Bias 95% LOA ICC (95% CI) COV (%)
LV mass (g) −10.08 −84.2 to 64.1 0.890 (0.846–0.921) 21.5
LV EDV (ml) 11.13 −23.5 to 45.8 0.978 (0.969–0.984) 11.2
LV ESV (ml) 4.63 −22.6 to 31.9 0.983 (0.977–0.988) 19.5
LV SV (ml) 6.69 −17.6 to 31.0 0.935 (0.909–0.954) 14.4
LVEF (%) 0 −12.1 to 12.1 0.964 (0.950–0.975) 10.5
Right ventricle Bias 95% LOA ICC (95% IC) COV (%)
RV EDV (ml) −3.44 −40.7 to 33.8 0.954 (0.936–0.967) 13.6
RV ESV (ml) 1.37 −26.6 to 29.4 0.955 (0.938–0.968) 21.0
RV SV (ml) −4.26 −37.1 to 28.6 0.832 (0.765–0.880) 23.3
RVEF (%) −2.44 −21.7 to 16.9 0.804 (0.725–0.860) 18.6
EDV: end-diastolic volume; ESV: end-systolic volume; LV: left ventricular; LVEF: left ventricular ejection fraction; RV: right ventricular; RVEF: right
ventricular ejection fraction; SV: stroke volume.

Table 1: Baseline characteristics

Variable All patients (n� 142) Survivors (n� 125) CV deceased (n� 17) p value
Age (Y) 80 (74–83) 79 (74–82) 82 (78.5–84) 0.069
Sex (male) 88 (62.0%) 77 (61.6%) 11 (64.7%) 0.805
BMI (kg/m2) 27.5 (24.6–30.7) 27.0 (24.4–30.2) 30.8 (26.9–33.5) 0.014
Comorbidities
Hypertension 122 (85.9%) 107 (85.6%) 15 (88.2%) 1.000
Diabetes mellitus 46 (32.4%) 37 (29.6%) 9 (52.9%) 0.054
Dyslipidaemia 97 (68.3%) 86 (68.8%) 11 (64.7%) 0.866
Coronary artery disease 93 (65.5%) 80 (64.0%) 13 (76.5%) 0.310
Atrial fibrillation 46 (32.4%) 38 (30.4%) 8 (47.1%) 0.168
Stroke/TIA 18 (12.7%) 16 (12.8%) 2 (11.8%) 0.926
COPD 14 (9.9%) 10 (8.0%) 4 (23.5%) 0.066

Data are expressed as median (interquartile range), numbers, and percentage. Comparison of survivors and deceased was performed. Continuous parameters
were tested for normal distribution using the Shapiro–Wilk test and compared using the Mann–Whitney U test or t-test as appropriate. Categorical
parameters were tested using the chi -square test. BMI: body mass index; TIA: transient ischemic attack; COPD: chronic obstructive pulmonary disease.
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average if needed. In 22 patients (15.8%), minor manual
corrections of the myocardial borders mainly in the most
basal or apical slices were performed resulting in a better
agreement with manual analyses (Table 4).

3.3. Prognostic Value of Automated andManual Assessments.
)e mean follow-up period was 760± 439 days. During this
period a total of 27 patients (19.4%) died, whereas in 17 cases
(12.2%), a cardiovascular death occurred. Cox regression
univariable modelling revealed that BMI (HR 1.090 (95% CI
1.001–1.187) p � 0.048) and the presence of COPD (HR
3.090 (95% CI 1.005–9.501) p � 0.048) were associated with
increased CV mortality. Regarding volumetric parameters,
both manual and automated LVEF were associated with the
occurrence of CV death (manual: HR 0.970 (95% CI
0.943–0.997) p � 0.032; automated: HR 0.967 (95% CI
0.939–0.995) p � 0.022). LVEF, derived manually or fully
automatically, remained a significant predictor of CV death
on multivariable modelling including significant univariable
parameters (manual: HR 0.968 (95% CI 0.938–0.999)

p � 0.043; automated: HR 0.963 (95% CI 0.933–0.995)
p � 0.024]. In a second model, classical CV risk factors were
additionally included (age, hypertension, diabetes mellitus,
dyslipidaemia, coronary heart disease). LVEF remained a
significant predictor of CV death (manual: HR 0.962 (95%
CI 0.920–0.996) p � 0.027; automated: HR 0.954 (95% CI
0.920–0.989) p � 0.011). In either model, BMI was also an
independently significant risk predictor. A detailed overview
is given in Table 5.

)ere were no significant differences seen between fully
automated, automated corrected, andmanual LVEFs onAUC
comparison (fully automated: AUC 0.686; automated cor-
rected: AUC: 0.671; manual: AUC 0.661; fully automated vs.
automated corrected: p � 0.115, fully automated vs. manual:
p � 0.214, automated corrected vs. manual: p � 0.545).

4. Discussion

To our knowledge, this is the first study investigating the
applicability of an AI-based fully automated biventricular
volumetric and functional analysis with demonstrated
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Figure 2: Bland–Altman plots for agreement of manual and automated biventricular volumes. LV: left ventricular; RV: right ventricular; EF:
ejection fraction; EDV: end-diastolic volume; ESV: end-systolic volume.

Table 4: Agreement between manual and automated corrected analyses.
Left ventricle Bias 95% LOA ICC (95% CI) COV (%)
LV mass (g) −9.91 −83.6 to 63.8 0.891 (0.848–0.922) 21.4
LV EDV (ml) 11.47 −22.5 to 45.4 0.979 (0.971–0.985) 11.0
LV ESV (ml) 4.77 −20.8 to 30.3 0.985 (0.979–0.989) 18.4
LV SV (ml) 6.89 −15.8 to 29.6 0.944 (0.921–0.960) 13.5
LVEF (%) 0.03 −10.2 to 10.2 0.975 (0.965–0.982) 8.8
Right ventricle Bias 95% LOA ICC (95% IC) COV (%)
RV EDV (ml) −3.48 −40.7 to 33.7 0.954 (0.936–0.967) 13.6
RV ESV (ml) 1.44 −25.5 to 28.4 0.958 (0.942–0.970) 20.3
RV SV (ml) −4.35 −36.3 to 27.6 0.841 (0.778–0.886) 22.7
RVEF (%) −2.47 −21.4 to 16.5 0.810 (0.735–0.864) 18.3
EDV: end-diastolic volume; ESV: end-systolic volume; LV: left ventricular; LVEF: left ventricular ejection fraction; RV: right ventricular; RVEF: right
ventricular ejection fraction; SV: stroke volume.
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clinical utility and predictive value for optimized risk
stratification in patients with severe AS. )e following
findings are notable: Firstly, fully automatically derived
CMR-based LVEF has a similar significant association with
mortality compared to conventional analyses with the ad-
vantage of a substantial time saving. Secondly, automatically
calculated results seem sufficient for risk prediction without
a mandatory user interaction by a CMR imaging specialist.
)irdly, AI-based CMR postprocessing software facilitates

the use and widens the applicability of CMR imaging with
potential fast and easy integration into clinical routine.

)e rising incidence of valvular heart diseases is inevi-
tably associated with an increased need for economical and
accurate diagnostic procedures. Especially CMR imaging
plays a key role amongst noninvasive imaging techniques
due to its comprehensive myocardial analysis tools. How-
ever, its postprocessing routine is still laborious and time
consuming [8]. Recently, automated postprocessing soft-
ware solutions based on deep-learning algorithms have been
developed and are already commercially available with
proven clinical utility [11, 25, 26].

AI software has been already applied in various cardio-
vascular diseases and shown to offer similar or even improved
risk stratification compared to manual approaches [27]. Ap-
plications are wide ranging and demonstrate that a patient-
centred individual approach, for example, using machine
learning multiprotein risk models, allows a better detection of
future events than currently used clinical risk scores [28].
Recently, the field of applications has also been extended to
optimized screening and diagnosis procedures including subtle
ECG alterations in patients with AS [29, 30]. Amongst the
parameters for clinical decision making, especially the LVEF
has a pivotal role for optimized patient management with
important prognostic implications that were proven in various
different studies comprising common CV diseases like acute
myocardial infarction or heart failure [2, 31, 32]. Furthermore,
clinical decisions like the indication for the implantation of an
implantable cardioverter defibrillator are based on the LVEF
[2]. In addition, in patients with severe AS scheduled for aortic
valve replacement, data have shown an important association
between mortality and LVEF [33, 34]. In line with these
findings, our results showed significant associations of the
LVEF with CV mortality independently of whether a fully
automated or conventional analysis approach was used.
)erefore, applying fully automated volumetric analyses in
patients with severe AS is feasible and offers an attractive al-
ternative postprocessing approach compared to manual seg-
mentation with equal prognostic implications. Although the
LVEFmight not be the one complete parameter to describe the
prognosis of all AS patients, for example, aortic valve calcifi-
cation or global longitudinal strain measurements might be the
more important parameters for optimized prognosis evaluation
in different subgroups of AS, the LVEF and the SV have
important roles to define respective AS subgroups and,
therefore, their accurate assessment has a crucial role in clinical
routine [35, 36]. Furthermore, our results are similar to the
predictive value of LVEF in a large cohort of patients with acute
myocardial infarction and therefore confirm a certain pre-
dictive value of this parameter in patients with AS [13].

Besides an equal risk prediction, there were numerical
differences between fully automatically assessed volumetric
parameters compared to manual segmentation by an expe-
rienced CMR operator in our study. Fully automated mea-
surements resulted in larger LVmass and smaller LV volumes;
however, the LVEF showed no statistically significant differ-
ence. )ese results are contrary to previous studies applying
AI-based fully automated quantification that documented
smaller LV mass but larger volumes [13, 14]. )ese differences

Table 5: Univariable and multivariable cox regression analyses
including LVEF for prediction of CV mortality.

Variable Hazard ratio
(95% CI) p value

Univariable models
Age (Y) 1.074 (0.978–1.178) 0.135
Sex (male) 1.195 (0.438–3.261) 0.727
BMI (kg/m2) 1.090 (1.001–1.187) 0.048
Hypertension (present) 1.054 (0.240–4.623) 0.944
Diabetes mellitus (present) 2.196 (0.846–5.700) 0.106
Dyslipidaemia (present) 0.953 (0.347–2.618) 0.925
Coronary artery disease
(present) 1.888 (0.614–5.811) 0.268

Atrial fibrillation (present) 2.372 (0.907–6.198) 0.078
Stroke/TIA (present) 0.816 (0.186–3.573) 0.787
COPD (present) 3.090 (1.005–9.501) 0.049
Automated LVEF (%) 0.967 (0.939–0.995) 0.022
LVEF (%) 0.970 (0.943–0.997) 0.032
Automated LV SVI (ml/m2) 0.996 (0.952–1.042) 0.859
LV SVI (ml/m2) 0.999 (0.961–1.039) 0.965

Multivariable models
Model 1a
Automated LVEF (%) 0.963 (0.933–0.995) 0.024
BMI (kg/m2) 1.130 (1.029–1.241) 0.011
COPD (present) 2.277 (0.691–7.507) 0.451

Model 1b
LVEF (%) 0.968 (0.938–0.999) 0.043
BMI (kg/m2) 1.126 (1.025–1.237) 0.013
COPD (present) 2.400 (0.718–8.014) 0.155

Model 2a
Automated LVEF (%) 0.954 (0.920–0.989) 0.011
BMI (kg/m2) 1.162 (1.024–1.320) 0.020
COPD (present) 1.718 (0.414–7.123) 0.456
Age (Y) 2.231 (0.742–6.704) 0.153
Diabetes mellitus (present) 2.231 (0.742–6.704) 0.153
Hypertension (present) 2.128 (0.397–11.417) 0.378
Dyslipidaemia (present) 0.662 (0.209–2.090) 0.482
Coronary artery disease
(present) 1.363 (0.391–4.747) 0.627

Model 2b
LVEF (%) 0.962 (0.929–0.996) 0.027
BMI (kg/m2) 1.139 (1.014–1.280) 0.028
COPD (present) 2.000 (0.494–8.102) 0.331
Age (Y) 1.113 (0.345–4.406) 0.055
Diabetes mellitus (present) 2.385 (0.798–7.121) 0.120
Hypertension (present) 1.846 (0.356–9.578) 0.465
Dyslipidaemia (present) 0.655 (0.209–2.055) 0.468
Coronary artery disease
(present) 1.233 (0.345–4.406) 0.747

BMI: body mass Index; TIA: transient ischemic attack; COPD: chronic
obstructive pulmonary disease; LVEF: left ventricular ejection fraction; LV
SVI: left ventricular stroke volume index
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might be caused by a slightly different volumetric approach
excluding the papillary muscles and trabecular endocardial
tissue in the aforementioned studies. Since an exact delineation
of trabecular tissue using manual analysis software is tedious
and partially limited due to automated smoothing of the
analysis software, the automated approach might provide a
more exact representation of myocardial volumetric relations.
Nevertheless, in line with the aforementioned studies, the
documented agreement of volumetric parameters was excel-
lent in our study with LVEF having the lowest bias. In terms of
biventricular agreement, LV measurements were better than
RV segmentations, which might be explainable by the more
complex anatomy of the RV which has also been described in
previous CMR studies [14, 37].

Even though fully automated analysis was successful
in the majority of the study population (97.9%), a visual
review of the automated contours and their adaption, if
necessary, by the CMR operator was performed in our
study and resulted in an improved agreement of volu-
metric parameters. However, the corrections did not
enable an improved risk stratification, and therefore, a
direct clinical use of the parameters without a categori-
cally needed review of the delineations could be envisaged.
Although one might consider to omit visual review of the
contours as a consequence, individual level CIs of −12.1 to
12.1 for LVEF and even wider ranges for LV volumes
underline the importance of a visual review and correc-
tions in case of insufficient border delineation. As pre-
viously described, a relevant proportion of patients
required manual border adjustments especially in basal
and apical slices which are the most challenging areas of
myocardial volumetric analyses bringing current auto-
mated software solutions to their delineation limits
[13, 38].

However, the decisive advantage of AI-based software in
the field of CMR postprocessing is a remarkable saving of
time, which is underlined by the results of our study.
Compared to manual analysis, the AI-based software pro-
vided about 10 saved minutes for volumetric assessments on
a per-patient basis. )e time saving use of fully automated
software can be even increased by using it “on-the-fly”
during imaging acquisition or overnight. )is does not only
result in a more efficient postprocessing practice during
clinical routine but also in facilitated analyses of large patient
cohorts and, consequently, might even be accompanied by
lower costs of CMR imaging procedures.

In addition to the time-saving aspect, AI solutions offer
more user-independent measurements and can improve
comparability of parameters in serial examinations or between
CMR core laboratories of different hospitals. )e excellent
intra-observer and interobserver reproducibility for fully au-
tomated volumetric assessment that exceeds the reproducibility
of manual assessments has been described previously by
Backhaus et al. [14]. With a more widespread availability of
MRI scanners and increasing incidences of patients with AS
and consequently rising numbers of interventional valve re-
placement procedures, AI-based software therefore constitutes
a key tool for accurate and efficient volumetric assessment in
clinical routine even for nonimaging specialists.

4.1. Study Limitations. Some limitations need to be
addressed. Firstly, due to typical CMR contraindications
only selected patients were able to participate in this study.
Secondly, only patients considered stable and being able to
lie in a supine position were included. Both contraindica-
tions and the ability to undergo CMR scanning might have
led to a selection bias and resulting in lower event rates by
excluding potentially sicker patients. However, these limi-
tations apply to both analysis techniques and therefore do
not limit the validity of the analysis. )irdly, detailed in-
formation of the AI-based algorithm is not disclosed by the
manufacturer and therefore cannot be described in more
detail. )irdly, the fully automated software does not offer
RV mass quantification yet, and consequently, this pa-
rameter was not analyzed in our study. Fourthly, a total of
three patients (2.1%) could not be analyzed using the au-
tomated algorithm, which needs to be considered especially
when studying dyspneic patients such as AS patients. Finally,
we have observed small numerical differences between fully
automated and manual volumetric assessments. Conse-
quently, on an individual patient level final contours and
results should always be approved or corrected by a re-
sponsible physician to also allow comparability between
repeated scans, e.g., before and after TAVR.

5. Conclusion

Fully automated assessment of biventricular volumes and
function is feasible and enables similar risk prediction
compared to a conventional manual approach in patients
with severe aortic stenosis scheduled for TAVR. Agreement
between manual and fully automated analyses is excellent,
andmanual correction of border delineation does not lead to
an improved risk prediction. Due to its accuracy and im-
mense time-saving nature, application of AI software en-
ables a more widespread user-independent risk stratification
and may facilitate easy implementation of CMR imaging in
clinical routine prior to TAVR. Further studies are needed to
validate these findings to fully establish this technique in
clinical routine.
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Background. Atrial fibrillation (AF) is considered the most common human arrhythmia. In nonvalvular AF, around 99% of
thrombi are formed in the left atrial appendage (LAA). Nevertheless, there is not a consensus in the community about the relevant
factors to stratify the AF population according to thrombogenic risk. Objective. To demonstrate the need for combining left atrial
morphological and haemodynamics indices to improve the thrombogenic risk assessment in nonvalvular AF patients.Methods. A
cohort of 71 nonvalvular AF patients was analysed. Statistical analysis, regressionmodels, and random forests were used to analyse
the differences between morphological and haemodynamics parameters, extracted from computational simulations built on 3D
rotational angiography images, between patients with and without transient ischemic attack (TIA) or cerebrovascular accident
(CVA). Results. )e analysis showed that models composed of both morphological and haemodynamic factors were better
predictors of TIA/CVA compared with models based on either morphological or haemodynamic factors separately. Maximum
ostium diameter, length of the centreline, blood flow velocity within the LAA, oscillatory shear index, and time average wall shear
stress parameters were found to be key risk factors for TIA/CVA prediction. In addition, TIA/CVA patients presented more flow
stagnation within the LAA. Conclusion. )rombus formation in the LAA is the result of multiple factors. Analyses based only on
morphological or haemodynamic parameters are not precise enough to predict such a phenomenon, as demonstrated in our
results; a better patient stratification can be obtained by jointly analysing morphological and haemodynamic features.

1. Introduction

Atrial fibrillation (AF) is considered the most common of
human arrhythmias. Approximately 2% of people younger
than age 65 and about 9% of people aged 65 years or more
have AF [1]. AF is currently seen as a marker of an increased
risk of stroke since it favours thrombus formation inside the
left atrium (LA). Around 99% of thrombi in nonvalvular AF
are formed in the left atrial appendage (LAA) [2]. LAA

shapes are complex and variable among the general pop-
ulation; researchers have sought to classify LAA morphol-
ogies and relate them to the risk of thrombus formation.)e
most established classification was initially proposed by
Wang et al. [3] that classifies the LAA in four shapes:
chicken-wing, cauliflower, windsock, and cactus. )e au-
thors reported that cauliflower and non-chicken-wing
shapes were associated with more risk of thrombus for-
mation [4]. Recently, another classification system [5] has
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been proposed based on the LAA angulation (LAA-H/L),
defining as low-risk morphology (LAA-L) the ones with an
acute angle bend or fold from the middle and proximal part
of the LAA, and high-risk (LAA-H) otherwise. However,
none of these classifications have achieved a scientific
consensus due to their qualitative interpretation [6]. More
quantitative anatomical factors based on the LAA orifice/
ostium (interface between LA and LAA) such as its area,
volume, minimum/maximum diameter, and irregularity, as
well as LAA volume, width, and height, among others, have
also been used for thrombogenic risk and stroke subtype
stratification [7, 8].

At the same time, blood flow haemodynamics is a factor
to consider for the assessment of the risk of thrombus
formation, following Virchow’s triad principles [9]. Low
velocities and stagnated flow have been associated with the
triggering of the inflammatory process and therefore the risk
of thrombus generation [10, 11]. However, on daily clinical
practice, LA haemodynamics can only be studied using
echocardiography images, usually simplified to a single
blood flow velocity value at one point in space and in time
(e.g., centre of LAA ostium at end-diastole) [12]. Advanced
imaging techniques such as 4D flow magnetic resonance
imaging (MRI), allowing a more complete blood flow
analysis, are emerging, but they still provide limited in-
formation in the left atria [11]. At this juncture, patient-
specific models (e.g., digital twin concept [13]) based on
computational fluid dynamics can provide a better hae-
modynamic characterization of the LA and LAA, deriving in
silico indices describing blood flow at each point of the
geometry over time. In the last decade, there have been
several attempts to develop fluid simulation frameworks for
the blood flow analysis of the human LA and LAA [14–16],
but they have only been applied to a very limited number of
patient-specific cases, except in a recent study with a cohort
of simulated patients above fifty [17].

)e aim of our study was to perform a joint analysis of
morphological and in silico haemodynamic parameters from
30 patient-specific cases with and without history of tran-
sient ischemic attack (TIA) or cerebrovascular accident
(CVA), to identify the combination of parameters that better
predict TIA/CVA, as a potential surrogate of risk of
thrombus formation and stroke.

2. Materials and Methods

2.1. Clinical Data. )e initial patient cohort consisted of a
total of 83 patients with AF from OLV Hospital in Aalst,
Belgium. Nonvalvular patients (n� 71) were split into two
groups based on whether or not they had suffered TIA/CVA;
patients with valvular AF (n� 12) were discarded. All pa-
tients from our study underwent radiofrequency ablation of
the pulmonary veins and were on permanent anti-
coagulation and gave written informed consent. )e 3D LA
models were acquired by reconstructing 3D rotational an-
giography images (3DRAs) obtained using an Innova 3D
system (GE Healthcare, Chalfont St Giles, UK) and
reconstructed into isotropic 3D volumes through the
scanner workstation, providing isotropic 3D images with

0.23mm or 0.45mm volumetric pixel size for 512 or 256
pixels per dimension, respectively [18]. Segmentation of the
left atria was achieved with semiautomatic thresholding and
region-growing algorithms available at the scanner console.

Morphological parameters were extracted from all
nonvalvular patients. However, based on the quality of
acquisitions, in silico simulations were only run on 30 pa-
tients (15 with history of TIA/CVA and 15 without), as
shown in Figure 1(a). )e available clinical data included
weight, age, body mass index (BMI), body shape area (BSA),
and the LAA morphology type (e.g., chicken-wing, cactus,
windsock, or cauliflower, labelled by experts).)e type of AF
was also included, employing a distinction between par-
oxysmal or persistent (if lasting a maximum of 7 days or
longer, respectively). )e CHA2DS2-VASc score was
assigned assuming that TIA/CVA cases had no history of
thrombus before grading, which means that a high value of
the score depends on other factors considered by the
method. Mitral valve insufficiency was defined according to
the angiographic grading and CHA2DS2-VASc score. A
detailed breakdown of the steps followed in our study, in-
cluding the advanced statistical classification, is shown in
Figure 1(b).

2.2. Morphological Indices. Before the automatic morpho-
logical characterization of the LAAs, a common reference
system was defined for all LAAs by aligning the ostium plane
with the zx-plane. )e following were the analysed LAA
morphological parameters (see Figure 2): the LAA volume
and area; the neck height (hLAA), the distal point length (hθ),
the LAA anterior and posterior distances (dA and dP, re-
spectively in Figure 2) between the LAA centre of mass
(pmass) and the most distal points in the x direction, as well as
its sum (anterior-posterior distance, dAP); the LAA cen-
treline, using the VIDAA software [19]; and LAA tortuosity
(ηLAA). Additionally, the LAA ostium was characterized by
its maximum and minimum diameters (Dmax and Dmin,
respectively) and its area and perimeter. Figure 2 shows a
graphical representation of the estimated morphological
parameters. Further details on the computation of mor-
phological parameters are given in Supplementary Table S1
(see Figure S.1).

2.3. In Silico Haemodynamic Indices. Computational fluid
dynamics (CFD) simulations with dynamic mesh movement
of the mitral valve (MV) annulus ring were carried out by
using ANSYS Fluent Solver 19.2 (Ansys, Inc., Pennsylvania,
USA). In our study, we applied the boundary conditions
(BCs) proposed by Mill et al. [20, 21]. )ey were defined as
pressure inlet at the pulmonary veins (PVs) and as velocity
outlet at the MV. A pressure waveform was extracted from
one patient with AF in sinus rhythm through catheteriza-
tion, while the velocity profile was extracted from a Doppler
echocardiography acquisition; both conditions were applied
to all simulated cases. Complete details on the 3D model
construction and in silico simulation set-up are given in
Supplementary Table S2 (see Figure S.2)
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Figure 1: (a) Organization of the cohort of patients with atrial fibrillation (AF), transient ischemic attack (TIA), and cerebrovascular
accident (CVA). (b) Computational pipeline followed in the study: data acquisition, left atrium (LA) segmentation from medical images,
preprocessing, morphologic characterization of the LA and left atrial appendage (LAA), haemodynamic simulations, postprocessing, and
statistical analysis of the data.
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Figure 2: Continued.
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Haemodynamic indices from fluid simulations such as
blood flow velocities were estimated averaging values of the
second and third simulated beats (including systolic and
diastolic phases) since the first one was used to stabilize the
simulations. )e time average wall shear stress (TAWSS),
oscillatory shear index (OSI), relative residence time (RRT),
and endothelial cell activation potential (ECAP; ratio be-
tween OSI and TAWSS (Equations (1)–(3)), with high values
corresponding to low velocities and high flow complexity)
were computed from the wall shear stress (WSS) at the LAA
wall in order to identify the areas with high thrombogenic
risk [22]. Finally, blood flow stagnation inside the LAA was
assessed by integrating the flow rate at the ostium.

TAWSS �
1
T

􏽚
T

0
|WSS|dt, (1)

OSI �
1
2

􏽒
T

0 WSSdt

􏽒
T

0 |WSS|dt
, (2)

ECAP �
OSI

TAWSS
, (3)

RRT � [1 − (2 · OSI) · TAWSS]
− 1

. (4)

Furthermore, a local analysis was also performed by
dividing each LAA into three regions (see Figure 2): inferior
(closest to the ostium), middle, and superior (farthest to the
ostium).)e LAA regional division was achieved by dividing
the LAA centreline into three parts. )e analysis of mor-
phological and haemodynamic parameters was performed
comparing control cases versus TIA/CVA, as well as
chicken-wing versus non-chicken-wing LAA morphologies.

2.4. Statistical Analysis. )e statistical analysis was per-
formed using R Studio 1.2.1335 and can be divided into
two main blocks: exploratory analysis and inferential
analysis. Results are presented in terms of median
(minimum–maximum) for continuous and non-normally

distributed variables and mean ± standard deviation (SD)
for continuous and normally distributed variables, whilst
categorical data as characterized as count (percentage).
Student’s t-test, Mann-Whitney–Wilcoxon and Χ2 tests
were used depending on the nature of the variable
studied. )e level of significance (α) was set to 0.05.
Relevant parameters in terms of significant differences (p
value <0.05) were considered potential risk factors. Af-
terwards, a stepwise regression model with only those
morphological parameters that were statistically signifi-
cant in the aforementioned statistical analysis was per-
formed. For these stepwise regression models, the Akaike
information criterion (AIC) [23] was used to study their
prediction accuracy. A lower AIC represents a smaller
information loss by the model, so the smaller the AIC, the
higher the quality of the model. )e output of the best
morphology-based model was combined with the hae-
modynamic parameters to perform a joint analysis.
Moreover, machine learning algorithms such as random
forest were implemented to corroborate which parame-
ters might play a critical role to classify cases in controls
and TIA/CVA, as a complement to the classical statistical
tests and regression models. )e input for the random
forest was the morphological parameters (LAA and LA
volume, ratio LAAv/LAv, length of the centreline, LAA
height, ostium anterior distance, maximum ostium di-
ameter, ostium area, and LAA shape) found in the lit-
erature that contribute in the process of thrombus
formation [4, 24–26], together with haemodynamic ones
(ECAP, OSI, RRT, TAWSS, and velocity). Relevance
parameters were obtained finding the best hyper-
parameters with a grid search procedure (number of
trees � 500, variables sampled at each split � 4, maximum
number of terminal nodes � 90). )e Gini index was used
to assess the importance of each predictor.

For the haemodynamic indices (ECAP, TAWSS, OSI,
and RRT), the data were normalized applying a mini-
mum–maximum sampling approach in all the studies.
Percentiles 90% and 10% were discarded to be robust
against outliers while analysing the whole LAA and its

pinter

pinter

hLAA

OLAA

hθhθ

hLAA

OLAA

(b)

Figure 2: (a) Left atrial appendage division in three regions for the haemodynamic analysis (left) and morphological indices: ostium
perimeter (postium) and area (Aostium), neck height (hLAA), distal point length (hθ), maximum ostium diameter (Dmax), origin of the LAA
(OLAA), intersected point (pinter), anterior (dA) and posterior (dP) distance of the LAA and LAA, and centre of mass (pmass). (b) Examples of
LAA with high and low tortuosity (left and right, respectively).
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regions. For the blood flow velocity within the LAA, data
were normalized by the total volume of the LAA in each
case.

3. Results

3.1. Clinical and Morphological Analysis. No significant
differences were found in AF persistent vs. paroxysmal cases
(p �1.00) between the TIA/CVA and control groups. On the
same line, the prevalence of mitral insufficiency and the
CHA2DS2-VASc score did not show significant differences
(p � 0.832 and p � 0.343, respectively). )e differences be-
tween both groups of patients were minimal, as can be seen
in Table 1.

On the other hand, as detailed in Table 2, significant dif-
ferences between TIA/CVA and control groups were found in
morphological parameters such as the maximum (p<0.001),
minimum (p � 0.01), and mean (p � 0.001) diameters of the
ostium, as well as its minimum radius (p � 0.02). )e length of
the LAA centreline was also significant (p � 0.05), as well as all
ostium diameters, being larger in the TIA/CVA group. )e
LAA width, together with the anterior and anterior-posterior
(AP) distances also showed significant levels (p � 0.01 and
p � 0.02, respectively). )e LAA shape was not significantly
different between controls and TIA/CVA neither when clas-
sifying the LAA in chicken-wing versus non-chicken-wing
(which were the majority of cases, 86%) nor in the classical four
LAA types. )ree TIA/CVA cases for the shape analysis were
discarded due to the low quality of the reconstructed models
and thus unclear shape. Morphological parameters obtained in
the subset of cases where fluid simulations were run (see S3,
Table S.3) showed the same trends, but fewer of them (maxi-
mum ostium diameters, ostium eccentricity, centreline length,
and tortuosity) were statistically significant. )e results of the
regression model only including significant morphological
parameters in the whole set of controls and TIA/CVA cases
showed that themaximumostiumdiameter, perimeter and area
of the ostium, anterior distance, LAA area, and centreline length
were the ones better differentiating TIA/CVA from control
cases. However, the AIC obtained inmorphology-basedmodels
was high among all the other ones (AIC� 85.96), thus on the
lower range of accuracy.

3.2. Haemodynamic Analysis. Figure 3 shows three-di-
mensional maps of ECAP of two exemplary TIA/CVA and
control cases, in which the highest ECAP values (red areas in
the figure) are located in the LAA regions in both cases.
Lower blood flow velocities in the whole LAA were esti-
mated in the TIA/CVA group compared with controls, as
summarised in Table 3. In addition, higher ECAP, OSI, and
RRT, all indicators of a higher risk of thrombus formation,
were found in the TIA/CVA group. )e TIA/CVA group
also presented a worse flow washout from the LAA, indi-
cating a higher percentage of stagnated blood in comparison
with the control group (19.77% vs. 12.39%, respectively).
Despite these trends, differences were not statistically sig-
nificant between controls and TIA/CVA groups for any of
the estimated haemodynamic indices. In all patients, vortex
structures were visually present, but no substantial

qualitative differences were found in terms of vorticity
between TIA/CVA and control groups.

Analysing the LAA geometry per regions, blood flow
velocities progressively decreased from the ostium to the
superior part of the LAA (i.e., closer to the LAA tip) for both
groups, still with higher values for controls. Conversely,
haemodynamic indices were higher in the superior region
for both groups, with larger differences between them.

Table 4 shows the in silico haemodynamic indices for
each region of the LAA for chicken-wing and non-chicken-
wing patients. Higher blood flow velocities, statistically
significant (p � 0.04), were obtained for the chicken-wing
group vs. the non-chicken-wing cases, consistently de-
creasing from the ostium to the superior LAA region. On the
other hand, most of the remaining haemodynamic indica-
tors of thrombogenic risk (ECAP, OSI, RRT) were higher in
the chicken-wing group, led by large differences in the
superior part of the LAA.

3.3. Joint Analysis of Morphological and Haemodynamic
Parameters. )e joint analysis reported that the most sig-
nificant morphological indices (e.g., ostium characteristics,
LAA area, and centreline length) were always good pre-
dictors of TIA/CVA. However, when in silico haemody-
namic indices were added to the analysis, the results
substantially improved the AIC metric obtained with
morphological indices alone. A model with an AIC of 14 was
obtained when adding haemodynamic indices (versus 85.96
with only morphological ones) such as RRT and TAWSS,
along with some morphological indices (LAA volume, os-
tium area, anterior distance, and length of the centreline)
that were reported as potential indicators of TIA/CVA
history. )e most distinguished features used for the region
partition of each tree in the random forest were similar to
those factors found in the previous statistical analysis. As can
be seen in Figure 4, the maximum ostium diameter, OSI (i.e.,
flow complexity), and the length of the centreline were
reported as good candidates to be predictors of thrombus
formation among others. Analysing the model, the classi-
fication accuracy achieved was 70%.

4. Discussion

In this study, we assessed the significance of parameters
characterizing the LAA morphology and haemodynamics to
distinguish TIA/CVA from control cases. Factors repre-
senting Virchow’s triad such as stasis, changes in the atrial
geometry, specific LAA morphologies, and unfavourable
haemostatic milieu are all likely to contribute to thrombus
formation and thereby stroke risk [27].

Nevertheless, currently there is not any robust approach in
AF patients to predict the risk of events potentially leading to
stroke such as TIA/CVA or thrombus formation. Despite being
regularly used, it has been proven that scores such as the
CHA2DS2-VASc are not fully reliable, with some patients
having low score values still generating thrombus [28]; the
CHA2DS2-VASc resulted to be not significant in our study.
Characterizing LA/LAA morphology with qualitative,
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subjective, or too simple parameters is also insufficient to
capture the high complexity and large variability of LAA shapes.
)e classical LAAmorphology type classification (e.g., chicken-
wing, etc.) is not rigorous enough (i.e., high interobserver

variability), leading to confronted results [6, 29, 30] when re-
lated to the risk of thrombus formation. In the studied database,
we did not find differences in the percentage of chicken-wing
LAA morphologies in controls and TIA/CVA groups,

Table 1: Clinical features of patients with and without a history of TIA/CVA

Characteristics Control (n� 38) TIA/CVA (n� 33) p value
Age (years) 62.6± 8.9 67.2± 9.4 0.035
BMI (kg/m2) 28.4± 4.6 26.5± 4.8 0.097
BSA (m2) 2.0± 0.25 2.0± 0.25 0.589
Weight (kg) 86.4± 15.9 78.5± 16.6 0.045
Gender
Female 11 (28.9%) 19 (57.6%) 0.019Male 27 (71.1%) 14(42.4%)
AF type
Paroxysmal 25 (65.8%) 21.0 (63.6%) 1.000Persistent 13 (34.2%) 12 (36.4%)
CHA2DS2-VASc∗
0 9 (23.7%) 5 (15.2%)

0.3431 9 (23.7%) 5 (15.2%)
≥2 20 (52.6%) 23 (69.7%)
Mitral insufficiency
No 20 (52.6%) 15 (45.5%)

0.832Grade 1 15 (39.5%) 14 (42.4%)
Grade 2 3 (7.9%) 4 (12.1%)
BMI� body mass index, BSA� body shape area, CVA� cerebrovascular accident, TIA� transient ischemic attack. Results are presented as mean± SD or n
(%). ∗Current TIA/CVA excluded.

Table 2: Volumetric and morphological features of patients with and without history of TIA/CVA.

Characteristics Control (n� 38) TIA/CVA
(n� 33) p value

Max. ostium diameter (mm) 25.77± 4.40 30.20± 4.90 <0.001
Min. ostium diameter (mm) 17.46± 3.66 19.63± 2.95 0.01
Mean ostium diameter (mm) 21.62± 3.70 24.91± 3.66 0.001
Min. ostium radius (mm) 6.99± 2.37 8.20± 1.81 0.02
Ostium area (mm2) 367.18± 125.16 486.35± 148.42 <0.001
Ostium perimeter (mm) 71.16± 12.27 80.99± 12.14 0.001
Eccentricity 0.32± 0.10 0.34± 0.08 0.24

LAA height (mm) 14.80 (9.18–22.93) 15.34
(8.83–30.63) 0.25

Length of the centreline (mm) 34.48± 7.06 38.82± 8.74 0.05
Tortuosity of the centreline 0.79 (0.50–0.96) 0.77 (0.45–0.88) 0.36
LAA anterior distance (mm) 13.87± 3.75 16.03± 3.18 0.01
LAA posterior distance (mm) 11.38± 3.17 12.83± 3.54 0.08
LAA anterior-posterior distance (mm) 25.26± 6.70 28.86± 6.38 0.02
Bending (degrees) 114± 17.55 103± 23.84 0.07
Atrium volume (ml) 163 (82–256) 164 (100–269) 0.94

LAA area (mm2) 2225 (1183–3918) 2677
(1747–6006) 0.03

LAA volume (ml) 6.63 (2.59–15.50) 8.09 (4.12–15.88) 0.02
LAA shape∗
(i) Chicken-wing
(ii) Non-chicken-wing

6 (15.79%)
32 (84.21%)

4 (13.33%)
26 (86.67%)

0.53
0.45

LAA shape∗
(i) Chicken-wing 6 (15.79%) 4 (13.33%) 0.53
(ii) Cauliflowers 10 (26.32%) 8 (26.67%) 0.82
(iii) Cactus 13 (34.21%) 7 (23.33%) 0.26
(iv) Windsock 9 (23.68%) 11 (36.67%) 0.82
AP� anterior-posterior; CVA� cerebrovascular accident; Max�maximum; Min�minimum; TIA� transient ischemic attack. ∗Data were unclear for 3 TIA/
CVA cases. Results were presented as mean± SD or median (min–max) or n (%).
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disagreeingwith di Biase et al. [4] findings (e.g., less likelihood of
an embolic event for chicken-wing LAA morphologies). Nev-
ertheless, our models were extracted from angiography images
that have a low resolution, and thus a precise assessment of the
LAA shape might not be possible. In addition, when intro-
ducing the variable shape in our random forest, its importance
was minimal.

On the other hand, other volumetric and morphological
parameters such as ostium measurements (i.e., diameters,
radius, area, perimeter), the LAA area/volume, and the
centreline length were found to be good predictors of TIA/
CVA events, in agreement with other studies [24, 25],
suggesting a higher risk for larger LAA and ostium.

However, Khurram et al. [29] found smaller LAA and os-
tium being more associated with lower thrombogenic risk.
In our study, despite combining multiple clinical data and
morphological parameters, the statistical studies produced
regressionmodels with limited accuracy, represented as high
AIC metric values. As a direct consequence of this inac-
curacy, the obtained parameters as potential risk factors
might be unreliable.

)e in silico haemodynamic indices resulting from our
simulations showed trends in agreement with literature [4], i.e.,
TIA/CVA cases being associated with lower blood flow ve-
locities, more complex patterns, larger residence times, and
worse flow washout than controls. Nevertheless, all simulations

Table 3: Haemodynamic indices (mean± standard deviation) for the whole LAA in controls and TIA/CVA groups.

Control TIA/CVA p value
TAWSS (Pa) 0.31± 0.12 0.35± 0.14 0.40
ECAP (1/Pa) 0.87± 0.61 1.08± 0.69 0.35
OSI 0.15± 0.05 0.17± 0.04 0.17
RRT (s) 10.03± 5.97 11.38± 7.04 0.62
Vel/LAAv (m·ml/s/ml) 0.99± 0.80 0.84± 0.35 0.93
CVA� cerebrovascular accident; ECAP� endothelial cell activation potential; LAAv� left atrial appendage volume; OSI� oscillatory shear index;
RRT�relative resident time; TAWSS� time average wall shear stress; TIA� transient ischemic attack; Vel� velocity. Higher values of ECAP, OSI, and RRTas
well as lower values of TAWSS and Vel/LAAv indicate a higher risk of thrombus formation.

Table 4: Haemodynamic indices (mean± standard deviation) for the whole LAA and each region for chicken-wing (CW) and non-chicken-
wing (Non-CW) LAA shapes.

Inferior Middle Superior Whole
Non-CW CW Non-CW CW Non-CW CW Non-CW CW

TAWSS (Pa) 0.51± 0.22 0.50± 0.14 0.26± 0.13 0.23± 0.09 0.11± 0.08 0.11± 0.10 0.33± 0.14 0.33± 0.07
ECAP (1/Pa) 0.48± 0.22 0.47± 0.20 1.11± 0.86 0.96± 0.47 4.30± 6.13 5.67± 5.12 0.92± 0.61 1.17± 0.80
OSI 0.16± 0.05 0.17± 0.06 0.14± 0.06 0.14± 0.06 0.12± 0.05 0.14± 0.04 0.16± 0.05 0.17± 0.06
RRT (s) 4.96± 2.02 4.82± 1.56 12.52± 8.52 11.22± 5.42 49.88± 61.59 68.51± 59.17 10.23± 6.32 12.25± 7.12
Vel/LAAv (m·ml/s) 1.18 ± 0.83 1.47 ± 0.32 0.50 ± 0.43 0.67 ± 0.17 0.25 ± 0.30 0.29 ± 0.25 0.85 ± 0.67 1.11 ± 0.26
CW� chicken-wing; ECAP� endothelial cell activation potential; LAAv� left atrial appendage volume; OSI� oscillatory shear index; RRT�relative resident
time; TAWSS� time average wall shear stress; TIA� transient ischemic attack; Vel� velocity. Results with statistical differences are in bold. Higher values of
ECAP, OSI and RRT as well as lower values of TAWSS and Vel/LAAv indicate a higher risk of thrombus formation.

TIA/CVA Control

ECAP_Both (Pα-1)
0.0e+00 1.0e+000.5

(a)

Velocity_magnitude (m/s)
0.0e+00 0.05 0.1 0.15 2.0e-01

(b)

Figure 3: (a) )ree-dimensional maps of endothelial cell activation potential (ECAP) for a transient ischemic attack or cerebrovascular
accident patient (left) and a control case (right). High ECAP values (red areas) indicate a higher risk of thrombus formation due to low
velocities and complex blood flow. (b) )ese velocities as well as the complexity of the flow within the LAA can be visualized with the
streamlines for a thrombus case (left), while in a control case (right) flow remains in the ostium and does not reach the tip part of the LAA.

Journal of Interventional Cardiology 7



were run with the same generic boundary conditions, which
prevented more personalised outcomes that could be obtained
with patient-specific boundary conditions (e.g., mitral valve
velocity profile from Doppler studies). Additionally, differences
were not statistically significant due to the large variability in
each cohort (see standard deviations in Table 3) and the small
number of cases where simulations could be run. In addition to
the patient-specific boundary conditions, it could be interesting
to study the effect of anticoagulation treatment on thrombo-
embolic events in long term using in silico models.

When comparing chicken-wing vs. non-chicken-wing
LAA morphologies, the latter presented lower blood flow
velocities over the whole LAA, with statistical signifi-
cance, in concordance to research assigning a protective
role towards thrombus formation to chicken-wing LAA
[4]. However, the regional analysis showed that the
remaining haemodynamic indices were higher (i.e., more
risk of thrombus formation) in the superior part of the
LAA in chicken-wing morphologies, due to their par-
ticular elongated shape favouring complex flows and
stagnation.

)e joint analysis of morphological and haemodynamic
indices achieved a better fitted predictive model than when
analysed separately, with a substantial reduction of the AIC
metric (from 85.96 with only morphological parameters to 14
when adding optimal haemodynamic indices). )e model was
obtained combining morphological features characterizing
ostium and LAA size (e.g., themaximumostiumdiameter, LAA
area, and centreline length) together with haemodynamic in-
dices of the whole LAA,mainly representing blood flow velocity
magnitude (e.g., TAWSS and Vel/LAAv values). )e results of
the random forest algorithm reported that the maximum os-
tium diameter, OSI, and length of the centreline could be
potential predictors of thrombogenic risk.

)e present study demonstrates the benefit of using
quantitative descriptors of blood flow patterns in the LA for the

prediction of thrombogenic risk. However, obtaining in-vivo
patient-specific data to fully characterize the 4D nature of LA/
LAA haemodynamics is not yet possible in clinical routine.
Computational simulations and digital twin models [13] offer
an interesting alternative to derive in silico indices to be
combined withmorphological parameters frommedical images
for a personalised estimation of thrombogenic risk for a given
patient. However, access to good-quality imaging data to build
3Dmodels (e.g., geometry and boundary conditions) is not easy.
Moreover, the whole fluid modelling pipeline is usually com-
putationally demanding, requiring access to advanced hardware
infrastructures and including tedious manual steps, preventing
the processing of large amounts of cases. Nevertheless, we
developed a modelling pipeline [19] to generate geometry-
specific simulations in one working day.

)is study has focused on studying the influence of LA/
LAA morphology and in silico haemodynamics on
thrombus formation before the implantation of a LAAO
device, which can lead to a better patient selection and
personalised therapy choice. However, the developed
modelling pipeline to create haemodynamics simulations
has also shown [17–21] to be useful in determining the
formation of thrombus after the implantation of LAAO
devices (i.e., device-related thrombus). Unfortunately, the
required follow-up data to perform such verification were
not available in the analysed patients in this study.

Some limitations of this study should be taken into
consideration. First, the analysed cases were divided
according to TIA/CVA history, which does not neces-
sarily involve thrombus formation or degradation to
stroke. In addition, we did not know if the TIA/CVA had
its origin in the LAA. Moreover, the available imaging
data were acquired with a 3DRA system, which has lower
spatial resolution than computerized tomography (CT)
scans and prevented the building of in silico simulations
for all the available cases. )e drawback of the 3DRA is

Max. ostium diameter
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Length of the centerline
RRT

LA volume
Ostium area

TAWSS
LAAv/LAv

LAA volume
Anterior distance

LAA height
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Shape
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Importance

Importance
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1.00
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Figure 4: Model of the random forest performance in terms of Gini index. OSI: oscillatory shear index; RRT: relative residence time; LAAv:
left atrial appendage volume; LAv: left atrium volume; TAWSS: time average wall shear stress; ECAP: endothelial cell activation potential.
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that the obtained image quality highly depends on factors
such as contrast injection. However, 3DRA with the use
of contrast offers a reconstruction of the left atrial ge-
ometry in a more precise way (easily segmented with
simple image processing tools) than 3D echocardio-
graphic images, which is key to build computational
models and run fluid simulations. Our study emphasises
the significance of having patient-specific data as
boundary conditions, e.g., from Doppler echocardiog-
raphy, for having more realistic fluid simulations; as they
were not available in the analysed cohort, some hae-
modynamic indices were not significantly different be-
tween TIA/CVA and control cases.

5. Conclusions

)rombus formation in the LAA, potentially leading to
transient ischemic attacks, cerebrovascular accidents, and
stroke, results from the combination of different factors,
including morphology and haemodynamics. However, their
independent analysis does not offer the necessary holistic
view to properly understand the underlying pathophysio-
logical mechanisms and to estimate thrombogenic risk on an
individual basis. We demonstrate in our study that the joint
analysis of morphological parameters and in silico hae-
modynamic indices provides a better stratification of pa-
tients with and without TIA/CVA history. Relevant factors
included the maximum ostium diameter and centreline
length as well as in silico haemodynamic indices capturing
blood flow complexity and magnitude values. )e TIA/CVA
group was associated with larger LAA and ostium as well as
with lower blood flow velocities and more complex flow
patterns, as assessed by various in silico haemodynamic
indices. Furthermore, chicken-wing LAA morphologies
presented higher blood velocities than non-chicken-wing
ones.[31–34]
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