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*is paper develops a multi-physics interface code MC-FLUENT to couple the Monte Carlo code OpenMC with the commercial
computational fluid dynamics code ANSYS FLUENT.*e implementations and parallel performances of block Gauss–Seidel-type
and block Jacobi-type Picard iterative algorithms have been investigated. In addition, this paper introduces two adaptive load-
balancing algorithms into the neutronics and thermal-hydraulics coupled simulation to reduce the time cost of computation.
Considering that the different scalability of OpenMC and FLUENT limits the performance of block Gauss–Seidel algorithm, an
adaptive load-balancing algorithm that can increase the number of nodes dynamically is proposed to improve its efficiency.
Moreover, with the natural parallelism of block Jacobi algorithm, another adaptive load-balancing algorithm is proposed to
improve its performance. A 3 x 3 PWR fuel pin model and a 1000MWt ABR metallic benchmark core were used to compare the
performances of the two algorithms and verify the effectiveness of the two adaptive load-balancing algorithms. *e results show
that the adaptive load-balancing algorithms proposed in this paper can greatly improve the computing efficiency of block Jacobi
algorithm and improve the performance of block Gauss–Seidel algorithm when the number of nodes is large. In addition, the
adaptive load-balancing algorithms are especially effective when a case demands different computational power of OpenMC
and FLUENT.

1. Introduction

Although nuclear energy has been contributing to sus-
tainable development goals for decades, its economic fea-
sibility and safety remain the major issues widely concerned
[1, 2]. Meanwhile, computer science (CS) and information
and communications technologies (ICTs) have also dem-
onstrated their key roles in environmental sustainability
[3, 4]. Combining CS and ICTs with state-of-the-art physics
codes is a cutting edge research in the field of engineering
and scientific simulations [5–7]. Existing studies show that
the use of high-performance computers to perform high
accuracy multi-physics simulations can reduce design costs

and thereby enhance the safety and economic feasibility of
nuclear energy [7, 8].

Inherent feedback mechanisms in reactors necessitate a
multi-physics approach, particularly between neutronics
and thermal-hydraulics [9, 10]. Numerous neutronics and
thermal-hydraulics coupling research studies have been
done with simplified physical models, such as nodal diffu-
sion theory and subchannel or single-channel thermal hy-
draulic codes [11–14]. Although such models are effective,
the assumptions made in their formulation limit the ac-
curacy of solution. Consequently, three-dimensional (3D)
neutron transport codes and computational fluid dynamics
(CFD) codes have received significant attention because of
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their detailed model and accurate solutions. Bousbia-Salah
et al. discussed the main features and limitations of coupled
code techniques in 2007 [15]. *ey pointed out that the
capabilities of computers should be properly utilized and
summed up two schemes that can be utilized when per-
forming the coupling. One is the internal coupling, which
provides better convergence but still faces some numerical
challenges [16]. *e other is the external coupling. *is
scheme allows neutron transport codes and CFD codes to
run separately and exchange data through interface codes
[17], and most importantly, it is efficient on massive parallel
computer systems [18]. Because of the minimal changes to
individual codes, many researchers choose to use the ex-
ternal coupling scheme for multi-physics coupled work [19].
Marzano discussed about the methodology and used an
interface code to exchange data between the individual codes
for coupling 3D neutron transport calculation and full-field
CFD calculation [10]. In the coupled calculation procedures
of Marzano’s methodology, PENTRAN and STAR-
CCM+ are calculated in turn during each iteration.
Hsingtzu and Rizwan-uddin verified the integrated tight
coupling method and implemented it using DRAGON and
OpenFOAM and adopted a similar iterative method. Since
then, more and more researchers have applied this method,
which is known as block Gauss–Seidel-type Picard iteration,
in coupled simulation [20]. Gurecky and Schneider coupled
MCNP and FLUENT with this method [21]. In 2017,
Daeubler et al. developed a CFD/Monte Carlo coupling
scheme with this iteration method and applied it to TRIGA
reactor [14]. More related works can be found in [16, 22–26].
It seems that the current research studies on coupling 3D
neutron transport codes and CFD codes rely on the use of a
block Gauss–Seidel-type Picard iteration.

It is well known that coupled studies based on 3D
neutron transport codes and CFD codes demand a lot of
computational power, and thus high-performance com-
puters are usually needed. Block Gauss–Seidel-type Picard
iteration offers a simple path to couple different physics
codes with minimal code interaction required. However,
because the physics codes have hardly been modified, their
parallel performances and scalability are usually different.
*is means that there may be load-balancing problems
when applying it to high-performance computers.
Moreover, Kelley studied iterative methods for linear and
nonlinear equations and mentioned block Jacobi algo-
rithm [27]. *is method seems naturally parallelized since
each block of the iteration can be performed indepen-
dently of the others. Cervera et al. researched the com-
puting efficiency and implementation of block-iterative
algorithms for nonlinear coupled problems and pointed
out that block Jacobi algorithm can be satisfactory when
the problems to be solved are strongly nonlinear on their
own [28]. Matthies et al. took block Jacobi method into
account very naturally when mentioned about block
Gauss–Seidel methods while considering the algorithms
for computing the response of a coupled problem [29].
However, as far as we know, few researchers have applied
the block Jacobi method on coupling 3D neutron transport
codes and CFD codes.

*e primary objective of the present research is to in-
troduce computer technology into the neutronics and ther-
mal-hydraulics coupled program to improve its performance
inmassively parallel computing so as to reduce the time cost of
simulation. Firstly, we develop a multi-physics interface code
MC-FLUENT to couple the Monte Carlo code OpenMC with
the commercial computational fluid dynamics code ANSYS
FLUENT. *en, we propose an adaptive load-balancing al-
gorithm to improve the computing efficiency of block
Gauss–Seidel-type Picard iterative method on high-perfor-
mance computers. In addition, although some scholars believe
that the block Jacobi method has a poor convergence [27, 28],
its natural parallelism makes it more suitable in high-per-
formance computers. *e implementation and performance
of the block Jacobi-type Picard iterative method have been
studied in this paper, and another adaptive load-balancing
algorithm is proposed to improve its performance.

*e paper is organised as follows. Section 2 describes the
codes used for coupling. Section 3 is devoted to introducing
the coupling schemes, adaptive load-balancing algorithms,
and data exchange method. Section 4 focuses on the models
simulated in this paper. Section 5 contains numerical results
and discussion. Section 6 presents the conclusion and the
future working plan.

2. Code Descriptions

OpenMC is an open source Monte Carlo transport code that
uses the portable and more “readable” XML file format
instead of the arbitrary format ASCII file for input, which
helps to increase the efficiency of data exchange between
programs and interfaces more [30]. HDF5 files are used to
store continuous-energy particle interaction, which can be
converted from ACE files produced by NJOY. High-per-
formance parallel algorithms in OpenMC are enabled via a
MPI and OpenMP programming model [31]. *ese features
of OpenMC provide a lot of convenience for the code to
couple with others. Equally important, ANSYS FLUENT is a
popular commercial CFD code which can achieve the best
convergence speed and solution accuracy [32]. FLUENTcan
improve the performance of the solver by linking the user-
defined function (UDF) dynamically. UDF allows users to
write information to a case or read information from a data
file and extend the initialization and postprocessing capa-
bilities of the solver. Moreover, a journal file which contains
TUI and/or scheme commands allows FLUENT to automate
setup process for the tasks within the same model and
control the solving behavior of a model in addition to the
setup. *e diverse numerical models and flexible user-de-
fined functions of FLUENT allow it to work well with other
software.

On account of the functional properties of the afore-
mentioned two codes, an interface code named MC-FLUENT
has been developed to couple OpenMC and ANSYS FLUENT
in order to study the implementation and optimization
method of iterative algorithms in 3D neutron transport code
and CFD code coupling. Written in C++ language, the code
can submit the running instructions of OpenMC and ANSYS
FLUENT to Linux system and Slurm Workload Manager
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through shell script. A fixed-format input card containing
problem information and iterative information must be filled
out before running MC-FLUENT. *rough this input card,
the interface code can obtain the corresponding relationship
betweenOpenMC cells and FLUENTgrid domain.*en,MC-
FLUENTenabled to collect the cells andmaterials information
by parsing XML format files. After each iteration, the interface
code will be able to extract the temperature and density of
materials from the output file of FLUENT and modify the
material parameters in XML format files. Meanwhile, it can
also extract the fission rate distribution calculated by OpenMC
to calculate the power density and write it into UDF files.
Moreover, MC-FLUENT can adaptively balance the load
through dynamic scheduling compute nodes according to the
time consumed by each iteration.*e specific coupling format
and adaptive load-balancing algorithms will be introduced in
Section 3. *e code procedure with block Gauss–Seidel-type
Picard algorithm and block Jacobi-type Picard algorithm is
shown in Figures 1 and 2, respectively. Anyone can download
the source code for this interface by connecting to https://
github.com/DHMephisto/MC-FLUENT.

3. Methodology

In this section, we investigate the method for coupling
OpenMC and FLUENT. *e coupling schemes, adaptive
load-balancing algorithms, and data exchange strategy are
proposed.

3.1. Coupling Scheme. *e coupling framework in this paper
is designed by the external coupling method, which solves
physical fields by passing data repeatedly between inde-
pendent codes. Two types of Picard iterative algorithms are
used to calculate the coupled problems.

3.1.1. Block Gauss–Seidel-Type Picard Scheme. *e first one
is known as block Gauss–Seidel-type Picard iteration
method. *e method helps to execute any two codes being
adopted in MC/CFD coupling in a serial way. During each
iteration, OpenMC first calculates a new fission rate dis-
tribution (ψ) according to the density (ρ) and temperature
(T) calculated in the previous iteration. *en, MC-FLUENT
will be responsible for data passing. It can calculate the new
source term (S) of energy equation at each domain
according to the new fission rate distribution and write the
power density to the UDF files. After that, FLUENT will
calculate a new density distribution and a temperature
distribution according to the new power density. At last,
MC-FLUENT will rewrite the XML files with new tem-
perature and density.*e simulation is stopped according to
the criterion shown below:
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where φ is variable of interest (in this paper, temperature and
power density), i is the ith cell,N is the number of cells, and n

is the nth iteration. When ε reaches a certain value, the
algorithm is stopped.

*e outline of block Gauss–Seidel-type Picard coupling
algorithm is depicted in Algorithm 1 [21, 28, 33]. *e su-
perscript k of the letters means that this is the result of the
kth iteration. With this scheme, the second physics (FLU-
ENT in this paper) works with a more up-to-date lineari-
zation of the coupling term as compared to block Jacobi
algorithm, which tends to accelerate convergence. However,
it does not seem to be friendly to parallel processing. Ad-
ditionally, the scalability of OpenMC and FLUENT dealing
with one same coupling problem can differ from each other,
which means that when the number of computing nodes
increases, the computing efficiency of one code may start to
decline while that of another code keeps on improving. In
view of this, an adaptive load-balancing algorithm is pro-
posed by present research to improve the efficiency of the
coupled program. *e procedure of MC-FLUENT with this
scheme is presented in Figure 1.

3.1.2. Block Jacobi-Type Picard Scheme. *e second alter-
native, block Jacobi-type Picard scheme, can deal with
OpenMC and FLUENT in a parallel manner. During each
iteration, OpenMC and FLUENT are calculating with the
coupling terms updated in the last iteration at the same time.
MC-FLUENTonly needs to collect the results and update the
coupling items after each iteration. *e algorithm is also
stopped according to the criterion shown in equation (1).
*e outline of the block Jacobi-type Picard coupling algo-
rithm is shown in Algorithm 2 [28]. *e superscript k-1
indicates that neither of the two codes needs the results
calculated by each other at current iteration step. In this case,
both codes would be running in parallel and fully exploiting
the computational resources.

*e procedure of MC-FLUENT with block Jacobi-type
Picard algorithm is presented in Figure 2. With this
scheme, OpenMC and FLUENT will be running in a
parallel manner and each code will use half of the available
compute nodes. Nevertheless, the computing efficiency of
OpenMC and FLUENT dealing with the same coupling
problems differs from each other. *e equal number of
compute nodes is not the optimal solution, which may lead
to longer waiting time. *erefore, the resource allocation
strategy can exert a great influence on the computational
performance of block Jacobi scheme. To increase com-
puting efficiency, an adaptive load-balancing algorithm is
proposed by present research. Based on the respective
calculating time of the two codes in the last iteration, this
algorithm is able to make dynamic adjustments to their
respective number of nodes in order to reduce waiting time
and improve overall computational performance of the
algorithm.

3.2.9eAdaptiveLoad-BalancingAlgorithms forMCandCFD
Coupling Simulations. According to the shortcomings of the
two algorithms stated in Section 3.1, two adaptive load-
balancing algorithms are proposed in this paper.
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(1) Pretreatment

Create input files of OpenMC
Including:

materials.xml
geometry.xml
settings.xml
tallies.xml
plots.xml (optional)

Prepare cross section data Create model and mesh
needed in Fluent

Create input files of
Fluent

Including:
case file
journal file
UDF files

Fill out input card of
MC-Fluent

Including:
problem information
Compute resources

allocation
Maximum number of

iteration steps
Convergence parameters

(2) Automated Iterations

Parse Geometry.xml and materials.xml

Modify the temperature and the density of materials based on 
the output files of fluent

Calculate power distribution Based on the output files of
OpenMC and write it to UDF files 

Run OpenMC Run Fluent

CONVERGED?

END

Run OpenMC Run Fluent

YES

NO Schedule nodes

Figure 2: *e procedure of MC-FLUENT with block Jacobi-type Picard algorithm.
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Figure 1: *e procedure of MC-FLUENT with block Gauss–Seidel-type Picard algorithm.
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3.2.1. For Block Gauss–Seidel-Type Picard Scheme. For block
Gauss–Seidel scheme, OpenMC and FLUENTare calculated
in turn, and each code will use all the compute nodes
assigned to the coupled program. Consequently, there will
be no load-balancing problem. However, when the number
of computing nodes increases, the computing efficiency of
one code may start to decline while that of another code
keeps on improving, which is not conducive to the im-
provement of overall efficiency. Considering that different
coupling problems have different requirements for scal-
ability, an adaptive load-balancing algorithm that can adjust
the number of nodes dynamically is proposed.

With this algorithm, the total number of compute nodes
(Ntotal) and the minimum number of nodes used for MC
code (Nmc) and CFD code (Ncfd) should be set before
running the coupled program. *en, MC-FLUENT will try
to increase the number of nodes after each iteration step. In
this paper, it will start with the minimum number of nodes
and multiply by 2 every iteration. In addition, MC-FLUENT
will count the running time of MC code (tk

mc), CFD code
(tk

mc), and the total running time (tk
total) during each iter-

ation step. If the calculation time increases, it will stop
adjusting and reuse the last number of nodes. *e outline of
this algorithm is illustrated in Algorithm 3 with the su-
perscript k of letters indicating the kth iteration.

3.2.2. For Block Jacobi-Type Picard Scheme. With block
Jacobi scheme, the MC code and the CFD code will be
running in a parallel manner. By default, each code will use
half of the compute nodes assigned to the coupled program.
However, since the resources required by OpenMC and
FLUENTare usually unequal, this solution can be less than
the best. Furthermore, as the coupled problems met vary,
the corresponding resource allocation schemes are

different. *erefore, an adaptive load-balancing algorithm
has been proposed for the block Jacobi scheme. With this
algorithm, the MC-FLUENT will allocate resources
according to the total number of nodes (which must be
larger than 2). During initialization, nodes are allocated
according to the ratio of 1 : 1. *en, the running time of
each code during each iteration is counted, respectively. If
the running time of one code is shorter than another one in
the current iteration, the number of nodes used by this code
will be halved during next iteration. However, if the total
time of current iteration is longer than the last one, MC-
FLUENT will stop adjusting and use the last allocative
decision. Ideally, the adjustment will stop when the run-
ning time of the two codes is equal. *e outline of the
algorithm for block Jacobi scheme is depicted in Algo-
rithm 4.*e meaning of letters and superscripts is the same
as Algorithm 3.

3.3. Data Exchange. One major challenge to the coupling
codes is the communication of the variables, which, in this
paper, refer to temperature, density, and power density.
Since the number of cells in OpenMC is smaller than the
number of volumes in the FLUNETmodel, the decision of a
suitable spatial mapping is important. During coupling,
OpenMCneeds a discrete set of temperatures and density for
each cell while FLUENT needs correct power density for
each volume element. In this case, the data exchange method
used in Henry et al. [34] is adopted for reference in present
research: an averaging operation is necessary on the FLU-
NET volume elements corresponding to the OpenMC cell
while transmitting the temperature and density. In addition,
the cell of OpenMC model corresponds to the domains of
the FLUENTmodel which is regarded as the coarser mesh,
and interpolation can be done with FLUENT UDF.

(1) Requires: initial guess for ψ0, T0, ρ0, and v0
(2) k� 0
(3) while Not Converged do:
(4) k+� 1
(5) Neutron physics code solve transport. fψ(ψk− 1, ρk− 1, Tk− 1) � 0 for ψk

(6) Obtain Source term Sk of energy equation Sk � S(ψk)

(7) *ermal hydraulic solve. fTH(ρk, Tk, vk, r(Sk)) � 0 for ρk, Tk, vk

(8) end while

ALGORITHM 1: Picard: block Gauss–Seidel.

(1) Requires: initial guess for ψ0, T0, ρ0, v0 and S0

(2) k� 0
(3) while Not Converged do:
(4) k+� 1
(5) Neutron physics code solve transport. fψ(ψk− 1, ρk− 1, Tk− 1) � 0 for ψk

(6) *ermal hydraulic solve. fTH(ρk, Tk, vk, r(Sk− 1)) � 0 for ρk, Tk, vk

(7) Obtain Source term Sk of energy equation. Sk � S(ψk)

(8) end while

ALGORITHM 2: Picard: block Jacobi.
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*e third technique for updating the cross sections used
in Seker et al. [35] is adopted for reference. With this ap-
proach, a library would be pregenerated for each nuclide
with a proper temperature increment. *en, with the use of
the interpolation method in OpenMCmanual [30], the cross
sections lying between the temperature intervals would be
almost accurate [35].

4. Computational Models

A single pressurized water reactor (PWR) cell model is
simulated to verify the validity of the MC-FLUENT. In
addition, as is mentioned in Section 3, the computing ef-
ficiency and scalability of OpenMC and FLUENT are ob-
served to show a tendency to disaccord, which is likely to
reduce the overall efficiency of the iteration algorithms.
*erefore, a 3 x 3 fuel pin example with similar requirements
for the OpenMC and FLUENT and a 1000MWt ABR me-
tallic benchmark core example which centers on the per-
formance of MC code are, respectively, adopted to study the
computing efficiency of the two different schemes.

4.1. Single PWRCell Model. Although MC-FLUENTaims to
analyze complex models with massively parallel computing,
a single PWR cell model can verify the validity of the coupled
program. Cardoni and Rizwan-uddin developed a coupled
simulation tool MULTINUKE and performed a steady-state
PWR simulation in 2011 [7, 8]. *eir work has been studied
in many papers, and their results are considered to agree
with PWR values typically reported in literature [36–39]. In
the present study, we simulated the same PWR cell model in
[7] and compared our results with theirs. As shown in
Figure 3, this model consists of a fuel rod surrounded by
cladding and water and has a height of 20 cm. Figure 4 shows
the cell division of OpenMC and meshing for FLUENT in
this paper.

4.2. 3 X 3 Fuel Pins of PWR. *e second example is a 3 x 3
array of PWR pins, in which eight fuel pins were modeled
around a central guide.*e fuel pellet and the cladding were,
respectively, made of UO2 and Zr. *e gap between pellet
and cladding has not been taken into consideration since this
example does not emphasize the temperature distribution

(1) Requires: initial set for Nmc, Ncfd and Ntotal
(2) bool updatemc, updatecfd �True
(3) Get t0mc and t0cfd in the 0th iteration
(4) while Iteration Not End do:
(5) Get tk

mc and tk
cfd in the kth iteration

(6) If updatemc:
(7) Set Nmc � (tk

mc < tk−1
mc )?((2Nmc <Ntotal) ?(2∗Nmc): Ntotal) : (Nmc/2)

(8) updatemc � (tk
mc < tk−1

mc )?True: False
(9) If updatecfd :
(10) Set Ncfd � (tkcfd < t

k−1
cfd )?((2Ncfd <Ntotal) ?(2∗Ncfd): Ntotal) : (Ncfd/2)

(11) updatecfd � (tkcfd < t
k−1
cfd )?True: False

(12) end while

ALGORITHM 3: Adaptive load-balancing algorithm for block Gauss–Seidel scheme.

(1) Requires: initial set for Ntotal
(2) bool update�True
(3) Set Nmc � Ntotal/2, Ncfd � Ntotal − Nmc
(4) Get t0mc, t0cfd and t0total in the 0th iteration
(5) while Iteration Not End && update do:
(6) Get tk

mc, tk
cfd and tk

total in the kth iteration
(7) If (tktotal < t

k−1
total && tkmc < tkcfd):

(8) Set Nmc � (Nmc/2> 1)?Nmc/2：1, Ncfd � Ntotal − Nmc
(9) Else if (tktotal < t

k−1
total && tkmc ≥ tkcfd) :

(10) Set Ncfd � (Ncfd/2> 1)?Ncfd/2：1,Nmc � Ntotal − Ncfd
(11) Else if (tktotal < t

k−1
total && tkmc � tkcfd) :

(12) update � False
(13) Else
(14) Set Nmc � (tkmc > tkcfd)?(2∗Nmc): (Ntotal − 2∗Ncfd),Ncfd � Ntotal − Nmc
(15) update � False
(16) end while

ALGORITHM 4: Adaptive load-balancing algorithms for block Jacobi scheme.
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inside the cladding; however, the equivalent thermal con-
ductivity was set for the cladding. Figure 5 shows the
schematic of the model and the number of fuel pins. *e
design parameters of the fuel pin and central guide are
provided in Table 1.

*e entire OpenMC model was divided into 10 layers
along the axis. For each layer, every single fuel pellet was
trisected, and each of its three layers was divided into 4 cells,
along with which the cladding was quartered and altogether
the water was divided into 40 cells as is schematically illus-
trated in Figure 6(a). Reflective boundary conditions were set
to the surface around the rod bundles. Considering that the
model is strictly centrosymmetric in space, a 1/4 model was
established for FLUENTto reduce the cost of computation. At
the end of the calculation, the results were extended to the
whole geometric region for data exchange using symmetry.
*ree varisized meshes were applied to verify the mesh
sensitivity, which, respectively, contained 14000K cells,
16000K cells, and 18000K cells. Each of the three meshes was
employed in calculating the total pressure loss, and their
errors from one another observed ranged acceptably less than
2%.*erefore, the mesh containing 16,726,000 cells was taken
as the final choice for FLUENT as is shown in Figure 6(b).

4.3. 1000MWt ABR Metallic Benchmark Core. *e third
example is a 1000MWt advanced burner reactor (ABR)
metallic benchmark core developed by Organisation for
Economic Co-operation and Development (OECD) [40].
*e nominal power is 1000MWt, and the core is divided
into the inner and the outer core zones, with 78 and 102
assemblies, respectively. *ere are 271 fuel pins wrapped
with wire in each driver subassembly. In order to simplify
the geometry, the wire has been smeared with cladding
during the modeling, and thus the cladding thickness has
been slightly increased. In addition, the gap between fuel
pellet and cladding was filled with bond sodium. *e model
built for OpenMC is presented in Figure 7.

Uniform temperature values in the coolant, structural
materials, and fuel have been assumed in this benchmark
problem which are shown in Table 2. In practice, however,
the core temperature distribution should be dependent on
the power distribution. *erefore, we hope to provide a
reasonable temperature distribution for OpenMC simula-
tion by coupling with FLUENT.

In CFD calculation, due to the noticeably complex re-
actor structure, the computing scale corresponding to de-
tailed geometric model is unsupportable. Considering that
the example here focuses much more on the temperature
and density distributions of the reactor rather than on flow
details in the bundle, the porous model can be used to
replace the detailed bundle structure during CFD calculation
for simplicity. As shown in Figure 8(a), according to the
division of regions in the benchmark, a quarter model was
constructed according to the principle of volume equiva-
lence and the reactor was divided into four parts: inner core,
outer core, reflector region, and shield region. *e porous
media model has been used to simulate the influence of solid
region on the flow. *e detailed setting method of porous
media model is described in FLUENT Users Guide [32]. For
bundles of rods with wire wrap, Darcy friction factor can be
calculated based on the empirical formula proposed by
Cheng and Todreas [41, 42]. *e nonthermal balance model
has been used in FLUENT to evaluate the heat transfer
between fluid and solid in porous regions. With this model,
the CFD code is enabled to generate overlapped solid regions
in the porous regions, so that the temperatures of solid and
liquid can be obtained, respectively, which will be trans-
mitted to the MC program for further computing. *e heat
transfer coefficient of solid material can be set based on the
formula proposed by Borishanski et al. [43, 44].

After verifying the mesh sensitivity, the mesh containing
1,975,640 cells was taken as the final choice for FLUENT as
shown in Figure 8(b). At the end of the calculation, the
results were extended to the whole geometric region for data
exchange using symmetry.

5. Results and Discussion

5.1. Single PWR Cell Model. *e purpose of the single PWR
cell model is to verify the validity of the coupling program.
*e converged results are compared with reference [7] and
presented in Table 3. Figure 9 shows the converged relative
axial power distribution and the axial fuel temperature
distribution at different radial locations (r). *e axial dis-
tribution of average coolant temperature and density is
shown in Figure 10. It can be found that our results are in
good agreement with those in reference [7].

5.2. 3 X 3 Fuel Pins of PWR. MC-FLUENT has been per-
formed on a high-performance computing system with the
64-bit CentOS Linux operating system. Each compute node
of the cluster consists of one Intel Xeon E5-2620 CPU with
12 cores and a frequency of 2GHz. In order to make a full
test on the parallel performances of the two schemes, 1/2/4/
8/16/32 compute nodes were used, respectively, which are

Coolant: H2O
Cladding: Zirc-4

Dclad = 0.1 cm

Dfuel = 1.0 cm

Fuel: UO2

Figure 3: Schematic of the single PWR cell.
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Fuel

6 7 8

54

1 2 3

Cladding
Water

Figure 5: Schematic of the 3 x 3 fuel pins.

(a) (b)

Figure 4: Cell division and meshing for PWR cell model. (a) Cell division in OpenMC. (b) Meshing for FLUENT.

Table 1: Parameters for 3 x 3 fuel pin model.

Unit Parameters
Total power KW 120
Fuel pellet radius cm 0.418
Cladding outer radius cm 0.475
Guide tube inner radius cm 0.561
Guide tube outer radius cm 0.602
Cell pitch cm 1.26
Active height cm 200

(a) (b)

Figure 6: Cell division and meshing for 3 x 3 fuel pins. (a) Cell division in OpenMC. (b) Meshing for FLUENT.
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equal to 12/24/48/96/192/384 CPU cores. In the cases of this
paper, different numbers of nodes are utilized to make a
comparative study of computational performance. However,
as data transmission remains the same way all along, changes
in the number of nodes do not lead to any change in the
number of iterations.

Only 9 iteration steps were required for the block
Gauss–Seidel scheme to converge while 19 were required for
the block Jacobi scheme in the 3 X 3 fuel pin example.
Figure 11 represents the total calculation time and speedup
of the two algorithm using different number of nodes. *e
speedup is calculated by the following formula:

Sp �
t

t0
, (2)

where Sp is the speedup, t is the total calculation time, and t0
is the total calculation time of the block Gauss–Seidel
scheme using one compute node.

As shown in Figure 11(a), the block Gauss–Seidel scheme
demonstrates a higher convergence speed than block Jacobi
scheme, which results in less total computation time. However,
due to the poor scalability of a certain code, the speedup of
block Gauss–Seidel begins to experience a downward trend
after the nodes used peaks at 16. *erefore, we add the
adaptive load-balancing algorithm described in Section 3.2 to
block Gauss–Seidel algorithm. For this example, we set the
algorithm of increasing from half of the total number of nodes.
Because our adaptive load-balancing algorithm cannot make
full use of all resources at the beginning of the iteration, the
computing time is slightly higher than the original algorithm
while number of nodes is less than 16. In fact, the decrease of
efficiency can be avoided by setting a larger number of nodes at
beginning. Nevertheless, the adaptive load-balancing algo-
rithm successfully prevented the decrease of speedup when the

number of nodes reaches 32. *erefore, applying our algo-
rithm when the number of nodes is larger can improve the
performance of the block Gauss–Seidel scheme.

As shown in Figure 11(b), the total running time of the
block Jacobi scheme is generally longer than that of block
Gauss–Seidel algorithm because of its poor convergence.
However, by adding the adaptive load-balancing algorithm
described in Section 3.2, resources can be allocated more
reasonably, and in this way, the performance of this algo-
rithm can be optimized. However, when there are only two
nodes, there are no resources to allocate. When the number
of nodes reaches 32, computing resources are sufficient for
this case, so the load-balancing algorithm cannot further
improve the computing efficiency. Although the demand for
computational power of OpenMC and FLUENT is similar in
this example, our adaptive load-balancing algorithms can
still improve the efficiency of the two schemes.

*e errors of effective neutronmultiplication coefficients
(Keff ) during the iterations are presented in Figure 12. *e
temperature of materials is 300 K for the initial calculation.
1000 batches and 100,000 particles per batch were specified
to OpenMC simulation. Both schemes converge to a unified
solution. *e combined Keff is 1.26133 ± 0.0001. *e power
and temperature distributions along the axis of the second
fuel pin are shown in Figure 13.

5.3. 1000MWt Metallic Fuel Core Benchmark. Before the
coupling iteration begins, core multiplication factor (Keff ),
sodium void worth (ΔρNa), Doppler constant (ΔρDoppler),
control rod worth (ΔρCR), inlet and outlet temperature of
coolant, and the average fuel temperature of the benchmark
are calculated to verify the correctness of the model. *e
formula of these parameters and the related works can be
found in the benchmark for neutronic analysis of sodium-
cooled fast reactor cores with various fuel types and core
sizes [40]. *e results before coupling have been verified and
are summarized in Table 4. 105 is reactivity difference in
units of pcm. It is observed that there are no statistical
differences from the eigenvalues obtained by other re-
searchers [40].

Inner core
Outer core
Control assembly

Reflector
Shield

(a)

Shield
Gas plenum
Absorber
Replace sodium
Active core

Reflector

Lower stucture

Upper structure

(b)

Figure 7: OpenMC model of MET-1000. (a) Top view. (b) Side view.

Table 2: Nominal operating condition.

Reactor power 1000MWt (°C)
Coolant temperature 432.5
Average core structural temperature 432.5
Average fuel temperature 534.0
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For the coupling simulation, MC-FLUENT has been
performed on the same high-performance computing sys-
tem as the one employed in the preceding 3 x 3 fuel pin
example. 1/2/4/8/16/32 compute nodes were used, respec-
tively, to test the parallel performances of two schemes,
which are equal to 12/24/48/96/192/384 CPU cores. 1000
batches and 500,000 particles per batch were specified
during OpenMC simulation while RNG k-ε turbulence

model and COUPLED discrete format were adopted during
FLUENT calculation. In this case, the porous model is used
in FLUENT while OpenMC utilizes the detailed model, so
the computational resources required by OpenMC are much
more than those required by FLUENT.

Four iteration steps were required for the block
Gauss–Seidel scheme to converge, while 6 were required for
the block Jacobi scheme. Figure 14 illustrates the calculation

Inner core

Z
X

Y

Outer core

Reflector Shield

(a) (b)

Figure 8: (a) Regional model and (b) mesh of MET-1000.

Table 3: Comparison of the single PWR cell model results.

Keff Peak clad temperature Temperature rise of coolant
Results in reference [7] 0.6601± 0.0009 720.1 K at 10.9 cm 11.0 K
Results in this paper 0.6602± 0.0003 720.0 K at 10.9 cm 10.9 K
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Figure 9: Comparison of (a) the relative axial power distribution and (b) the axial fuel temperature distribution at different radial locations.
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time and speedup of the two schemes using different number
of nodes. For the block Gauss–Seidel scheme, since
OpenMC needs a lot of resources, only the number of nodes
for FLUENT is limited while applying our adaptive load-
balancing algorithms. *e number of nodes for FLUENT
grows from 1 according to the algorithm. As shown in
Figure 14(a), our algorithm hardly increases the running
time while the number of nodes is small. Moreover, com-
pared with the original block Gauss–Seidel algorithm, when
there are more nodes, our algorithm obtains a higher
speedup. *e main reason is that the scalability of FLUENT
in this case limits the speedup growth of the original al-
gorithm. For block Jacobi algorithm, as represented in

Figure 14(b), our adaptive load-balancing algorithms bring
remarkable improvement in computing performance. *e
reasonable allocation of resources improves the computing
efficiency of block Jacobi algorithm a lot. It is worth noting
that when there are 32 nodes, the performance of the block
Jacobi scheme while adding adaptive load-balancing algo-
rithm is almost equal to that of the original block
Gauss–Seidel scheme. It can be seen that for this example
which demands different computational power of OpenMC
and FLUENT, our algorithms can obviously improve the
efficiency of the two schemes.

Monte Carlo results after OpenMC and FLUENT cou-
pling are represented in Table 5. *e eigenvalue calculated
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Figure 10: Comparison of the axial distribution of average coolant (a) temperature and (b) density.
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Figure 11: Total running time and speedup of the two schemes for the 3 x 3 fuel pin example with different number of compute nodes. (a)
Block Gauss–Seidel scheme. (b) Block Jacobi scheme.
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after OpenMC and FLUENT coupling featured 54 pcm
higher than the one obtained with OpenMC alone at a
constant temperature. Besides, the average control rod
worth slightly rose after coupling by 10 pcm. Unlike the
Doppler constant, which has changed little, the average
sodium void worth declined considerably due to the tem-
perature and density distribution change of coolant.

*e axial distribution of power and core fuel tem-
perature is shown in Figure 15 while the final temper-
ature distribution of sodium on the symmetry section
and z-axis intermediate section can be seen in Figure 16.
In the calculation process of FLUENT, the density is
usually set to have a polynomial correlation to
temperature.
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Figure 12: Keff versus the iteration number. (a) Block Gauss–Seidel scheme. (b) Block Jacobi scheme.
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Figure 13: (a) Power distribution and (b) temperature distribution along the axis of the second fuel in the corner.

Table 4: Results of MET-1000 before coupling.

Keff 1.02811± 0.00003
ΔρDoppler −334
ΔρNa 1903
ΔρCR 18128
Average inlet temperature (K) 628
Average outlet temperature (K) 783
Average fuel temperature (K) 809
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Figure 14: Total running time and speedup of the two schemes for 1000MWt metallic fuel core benchmark with different number of
compute nodes. (a) Block Gauss–Seidel scheme. (b) Block Jacobi scheme.

Table 5: Results of MET-1000 after coupling.

Keff 1.02865± 0.00003
ΔρDoppler −338
ΔρNa 1717
ΔρCR 18147

0
60

70

80

90

100

110

120

Po
w

er
 (M

W
)

130

Inner core
Outer core

10 20 30 40 50
Z (cm)

60 70 80

(a)

0

720

700

740

760

780

800

820

840

860

880

Inner core
Outer core

Te
m

pe
ra

tu
re

 (K
)

10 20 30 40 50
Z (cm)

60 70 80

(b)

Figure 15: Axial distribution of power and average fuel temperature. (a) Power. (b) Average fuel temperature.
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6. Conclusions

In this paper, an interface code MC-FLUENT has been
developed to couple the Monte Carlo code OpenMC with
the computational fluid dynamics code ANSYS FLUENT.
Block Gauss–Seidel-type Picard algorithm and block Jacobi-
type Picard algorithm were researched to control the cal-
culation of OpenMC and FLUENT. Moreover, in order to
improve the performance of multi-physics simulation in
massive parallel computing, two adaptive load-balancing
algorithms are proposed to reduce the time cost of two
algorithms when coupling OpenMC and FLUENT on the
high-performance computer. A single PWR cell model is
simulated, and the simulation results are compared with the
values in literature. A 3 x 3 fuel pin example with similar
requirements for the OpenMC and FLUENT and a
1000MWt ABR metallic benchmark core example which
centers on the performance of MC code are used to compare
the performance of the two algorithms and verify the ef-
fectiveness of the adaptive load-balancing algorithms.

Overall, it was found that the single PWR cell simulation
results in this paper are in good agreement with the values in
literature, which verifies the validity of MC-FLUENT. Com-
pared with block Jacobi algorithm, the block Gauss–Seidel
algorithm has a higher efficiency, but the growth rate of its
speedup may limited by the different scalability of OpenMC
and FLUENT. *e adaptive load-balancing algorithm for
block Gauss–Seidel algorithm proposed in this paper can
improve its performance when there are many nodes. *e
adaptive load-balancing algorithm for block Jacobi algorithm
proposed in this paper can greatly improve its performance. In
addition, with the adaptive load-balancing algorithm, block
Jacobi algorithm can achieve similar performance to the
original block Gauss–Seidel algorithm when the resources are
sufficient. *e adaptive load-balancing algorithms are more
effective when the case demands different computational
power of OpenMC and FLUENT.

*e future work will move focus from the conventional
multi-core CPU platforms to the heterogeneous system
architecture (HSA) which can be more cost-effective as an
alternation. With the HSA, the coupling simulations may be
able to expect better performances.
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