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1. Introduction

Finite element (FE) models are some of the most important tools for engineers working with advanced civil structures subjected to dynamic loading. The FE models provide valuable information in the design phase where a wide variety of structural designs, materials, and advanced load scenarios can be tested. Once the structure is built, it might be necessary to measure the correlation between the experimental results and the analytical model to validate the analysis made with the FE model. When focusing on the dynamic properties of the structure, the correlation can be determined using a variety of different measures such as the modal assurance criterion (MAC), the coordinate modal assurance criterion (COMAC), the frequency response assurance criterion (FRAC), and more [1]. The cross-orthogonality check (XOR) is popular as a correlation measure when comparing analytical and experimental mode shapes. Here, the orthogonality between the experimental and analytical mode shapes is measured as the inner product over the mass matrix. Ideally, this yields the identity matrix, whereas any off-diagonal element can be seen as a coupling of modes. The acceptable limits for the XOR are often dictated by large agencies such as NASA, United States Air Force, and ESA [2–4]. These limits vary, but often diagonal terms above 0.95 and off-diagonal terms below 0.1 are considered acceptable.

The XOR cannot be calculated directly since the mode shapes found from experimental tests only include a limited amount of degrees of freedom (DOF) compared with the mode shapes from the FE model. This leaves two options: the experimental mode shapes must be expanded, so they include as many DOFs as the mode shapes from the FE model, or the FE mass matrix must be reduced, the latter referred to as a test analysis model (TAM). A reduced version of the mass matrix can be estimated using reduction techniques...
such as Guyan [5], dynamic reduction [6], improved reduced system (IRS) [7], system equivalent reduction expansion process (SEREP) [8], and the modal TAM [9].

There are, however, some problems regarding the XOR. The results will be highly dependent on the amount of noise that always will be present when identifying experimental mode shapes, as well as the precision in which the TAM has been calculated. This can lead to off-diagonal terms which make it hard to fulfill the requirements for an acceptable correlation. Further studies show that the existence of closely spaced modes can lead to large coupling terms due to the high sensitivity of the mode shapes [10].

Several other authors have analyzed the sensitivity of the XOR using a probabilistic approach. In [11], an alternative to the XOR is formulated. This correlation measure, named XOR via GDOP, is based on the description of general projection and has the advantage that it does not require a reduced mass matrix. In [12], this method is used to develop an uncertainty index relating to the XOR. The method is validated by a probabilistic investigation of an analytical model of a cantilever beam. In [13], a stochastic framework for analyzing the sensitivity of the XOR due to noise on the mode shapes is presented. An FE model of a satellite is used as a case study, where 2% noise is added to the mode shapes to simulate an experiment, and the article focuses on how the optimal sensor placement for individual TAMs performs. In [14], the author also uses an FE model of a satellite as a test case. Here, the focus is primarily on the number of FE modes used as a basis in SEREP as well as different noise levels on the mode shapes. By using Monte Carlo simulation, the paper presents how the size of the subset of FE modes as well as the amount of noise on the mode shapes affect the quality of the XOR. Similar studies on the robust of the XOR can be found in papers such as [15, 16].

In this paper, it is proposed that the XOR should be calculated using a projection of a unique cluster of FE modes onto each experimental mode, following the principles of local correspondence (LC) [17]. The LC principle was originally formed as an expansion method, and like SEREP, this method uses a combination of FE modes to expand the experimental modes. However, the LC principle states that only a cluster of FE modes surrounding the given experimental mode should be used in the expansion.

The theory presented in this paper shows that the matrix describing the linear combination between experimental modes and analytical modes is equivalent to the XOR, which has the advantage that the XOR can be calculated without either expanding the mode shapes or reducing the mass matrix.

This technique is validated using a probabilistic approach where the main focus is on how noise on the experimental mode shapes affects the diagonal and off-diagonal elements when calculating the XOR. An FE model of a shell structure is used as case study, where noise is added to the mode shapes to simulate modes extracted from experiments. By using Monte Carlo simulation, the distribution of diagonal and off-diagonal terms can be investigated for a wide variety of noise scenarios and material properties. The proposed method is compared with similar analysis using SEREP and Guyan.

2. Background Theory

When FE mode shapes are scaled to mass unity, the definition of orthogonality between the modes with respect to the mass matrix is given by

$$\mathbf{B}^T \mathbf{M} \mathbf{B} = \mathbf{I},$$

where $\mathbf{B}$ is the mass-scaled FE mode shapes, $\mathbf{M}$ is the FE mass matrix, and $\mathbf{I}$ denotes the identity matrix. The XOR is then calculated by substituting the left FE mode shape matrix with the mode shapes from the experiment, and the full mass matrix with a TAM:

$$\text{XOR}_{\text{red}} = \tilde{\mathbf{A}}^T \mathbf{M}_{\text{TAM}} \mathbf{B}_a,$$

where $\mathbf{A}$ denotes the experimental mode shapes. The subscript $a$ refers to a truncated mode shape matrix containing only the active DOFs and subscript red refers to the XOR has been calculated using a reduced mass matrix.

However, the XOR can also be calculated by expanding the experimental mode shapes and using the full FE mass matrix:

$$\text{XOR}_{\text{full}} = \tilde{\mathbf{A}}^T \mathbf{M} \mathbf{B},$$

with $\tilde{\mathbf{A}}$ indicating an estimate, in this case, the expanded experimental mode shapes, and subscript full refers to the XOR has been calculated using the full mode shape matrix.

Ideally, both equations (2) and (3) yield the identity matrix meaning that the experimental and FE mode shapes are identical. This will, though, never be the case due to reasons such as noise on the experimental mode shapes, errors in calculating the TAM or discrepancies between the analytical and experimental model. To validate if the FE model is well correlated with the experimental mode shapes, the diagonal and off-diagonal elements in the XOR have to fulfill certain threshold values here chosen as

$$\text{XOR}_{i,j} > 0.95 \text{ for } i = j,$$

$$\text{XOR}_{i,j} < 0.1 \text{ for } i \neq j.$$  

The subscripts $i$ and $j$ indicate row and column number.

Likewise, the threshold for acceptable correlation between natural frequencies can be determined by [2–4]

$$\Delta f_i = \frac{|f_{A,i} - f_{B,i}|}{f_{B,i}} 100\%,$$

with $f_{A,i}$ and $f_{B,i}$ being the $i$-th natural frequency for the experiment and FE models, respectively. The limit for $\Delta f_i$ varies for different agencies but also depends on the frequency bands in which each mode is present. A deviation of 3–5% is often considered acceptable.

2.1. Guyan Reduction. If equation (2) is used to find the XOR, a TAM must be created. Equal for many of the well-known reduction techniques is that the mass matrix can be reduced by
\[ M_{\text{TAM}} = T^T M T, \]  
\[ \text{(6)} \]
with \( T \) being a matrix describing the transformation between the active and full set of DOFs in the FE model. The definition of \( T \) is what defines the different reduction techniques.

One of the first reduction techniques invented was the Guyan reduction [5] which is one of the techniques most frequently seen implemented in commercial software. The method has its origin in the equation of static equilibrium. The DOFs in the FE model are divided into two groups: active and deleted:

\[
\begin{bmatrix}
K_{aa} & K_{ad} \\
K_{da} & K_{dd}
\end{bmatrix}
\begin{bmatrix}
x_a \\
x_d
\end{bmatrix}
= \begin{bmatrix}
f_a \\
0
\end{bmatrix},
\]
\[ \text{(7)} \]
with \( K \) being the stiffness matrix and \( f_a \) being the force acting on the active DOFs.

In equation (7), it is assumed that the force is only acting on the active DOFs. The lower part of equation (7) gives the relation between the active and deleted DOFs which can be expressed by a transformation matrix:

\[ T_G = \begin{bmatrix}
I \\
-K_{da}^{-1}K_{ad}
\end{bmatrix}, \]
\[ \text{(8)} \]
with the subscript \( G \) indicating that the transformation matrix is found using Guyan. A TAM can then be calculated using equation (6).

2.2. SEREP. SEREP [8] was originally invented as an expansion technique but is just as often used for reduction. What separates SEREP from many of the other reduction/expansion methods is that the process is revisable, meaning that a set of mode shapes can be reduced and expanded without any loss of precision.

Considering the equation of motion for an undamped linear system,

\[ M \ddot{x} + K x = 0. \]
\[ \text{(9)} \]
The solution can be described as a linear combination of the system’s mode shapes and its modal coordinates. Once again dividing the DOFs into active and deleted DOFs yields

\[ x = \begin{bmatrix}
x_a \\
x_d
\end{bmatrix} = \begin{bmatrix}
B_a \\
B_d
\end{bmatrix} q,
\]
\[ \text{(10)} \]
with \( q \) being the modal coordinates.

Using the upper part of equation (10) and assuming that the number of active DOFs is larger than the number of modes in the mode shape matrix, an estimate of the modal coordinates can be found by

\[ q = B_{\text{ad}}^T x_a, \]
\[ \text{(11)} \]
with \( \dagger \) indicating the Moore–Penrose pseudoinverse.

The relation between the full and reduced systems is then found by substituting the expression for the modal coordinates, found in equation (11) into equation (10), which gives the transformation matrix:

\[ T_x = B B_{\text{ad}} \]
\[ \text{(12)} \]
And again, the reduced mass matrix is found by equation (6).

3. The Principle of Local Correspondence

3.1. Background. The principle of local correspondence (LC) [17] is a mode shape-based expansion technique which utilizes the fact that a change in a mode shape primarily is described as a linear combination of a cluster of the surrounding modes. The LC principle follows the same basic equations as SEREP, but the deduction follows another path having its origin in the mode shape sensitivity equations [18, 19].

Let us assume that a structure and its corresponding FE model are well correlated, so only small changes occur. An experimental mode shape can then be described as the sum of the corresponding FE mode and a change in the FE mode:

\[ a_i = b_i + \Delta b_i. \]
\[ \text{(13)} \]
Heylen et al. [19], following the ideas by Nelson [18] about the theory of sensitivity analysis and thus also the theory of mode shape sensitivity, showed that the derivative of a given mode shape with respect to a perturbation in the model given by the parameter \( u \) is expressed as

\[ \frac{\partial b_i}{\partial u} = -\frac{1}{2m} b_i^T \frac{\partial M}{\partial u} b_i + \sum_{r=1}^{N} \frac{1}{m_r} b_r^T \frac{1}{\omega_r \Delta M} \left( -\omega_r^2 + \frac{\partial M}{\partial u} + \frac{\partial K}{\partial u} \right) b_r^T, \]
\[ \text{(14)} \]
where \( m \) is the modal mass, \( N \) is the total number of modes, and \( \omega \) is the angular frequency.

Assuming that the perturbation is caused by a finite, but small, change in the mass matrix, equation (14) can be rewritten:

\[ \Delta b_i = 1 \frac{1}{2m} b_i^T \Delta M b_i - \frac{1}{m_r} \sum_{r=1}^{N} \frac{1}{\omega_r} \left( \omega_r^2 b_r^T \Delta M b_r - b_r^T \Delta K b_r \right) b_r^T. \]
\[ \text{(15)} \]

If the modes are scaled to mass unity, the modal masses, i.e., the terms \( m_1 = 1 \) and \( m_r = 1 \), and utilizing that the terms \( p_i = b_i^T \Delta M b_i \) and \( p_r = (1/\omega_r^2 - 1/\omega_i^2) (\omega_i^2 b_i^T \Delta M b_i - b_i^T \Delta K b_i) \) are both inner products, (15) can be simplified:

\[ \Delta b_i = b_i p_i - \sum_{r=1, r \neq i}^{M} b_r p_r, \]
\[ \text{(16)} \]
with \( p_i \) and \( p_r \) describing unknown scalars.

Inserting this expression into equation (13) and changing to a matrix formulation, the expression for the experimental mode shape can be simplified to

\[ a_i = B p_i, \]
\[ \text{(17)} \]
3.2. Choosing an Optimal Cluster of FE Modes. Where equation (13) to equation (17) cover the theoretical explanation of the LC principle, an iterative procedure must be used when determining the optimal subset of FE modes to expand the individual experimental mode shapes. An estimate of the projection matrix \( \tilde{\mathbf{p}}_i \) can be found using classical least squares:

\[
\tilde{\mathbf{p}}_i = \mathbf{B}_{a,i} \mathbf{a}_i,
\]

with \( \mathbf{B}_{a,i} \) being the specific subset of FE mode best suited for expanding the \( i \)-th experimental mode.

And the experimental mode can be expanded by multiplying the subset of FE modes with the transformation vector:

\[
\tilde{\mathbf{a}}_i = \mathbf{B}_i \tilde{\mathbf{p}}_i,
\]

where \( \mathbf{B}_i \) can contain all the DOFs in the FE model.

However, problems can arise when the mode-to-DOF ratio becomes too large and overfitting can occur. By evaluating equation (15), it is clear that the mode shapes near to the considered mode in terms of frequency will have the largest influence when calculating \( \Delta \mathbf{b}_i \). When expanding the experimental mode \( \mathbf{a}_i \), the first step is to rearrange the order of the mode shapes in \( \mathbf{B}_{a,i} \) so the first mode will be the one that correlates the best with \( \mathbf{a}_i \) and the rest follows according to the distance in frequency in descending order. The next step is then iteratively to calculate transformation vector \( \mathbf{p}_i \) equation (18) and expanded experimental mode shape equation (20), increasing the number of FE modes for each iteration. The subset of FE modes that gives the best correlation between \( \mathbf{a}_i \) and \( \tilde{\mathbf{a}}_i \) is chosen to calculate \( \mathbf{p}_i \).

A more thorough deduction of this proof can be found in [17]. A similar method is described in [20].

4. Mode Shape-Based XOR

When calculating the XOR using classic methods such as Guyan, dynamic reduction, or IRS, there is always a need for either reducing the mass matrix or expanding the experimental mode shapes. When using both SEREP [21] and LC, the XOR can be calculated using only the mode shapes from the two models.

4.1. XOR Using SEREP. SEREP is a reversible process meaning that reduction and expansion can be performed without any loss of precision. This also means that calculating the XOR with SEREP using either a reduced mass matrix or expanded mode shapes will give the same result.

The experimental mode shapes can be expanded by premultiplying these with the transformation matrix:

\[
\tilde{\mathbf{A}} = \mathbf{T}_S \mathbf{A}_n.
\]

Inserting this expression into equation (3) and using equation (12) yields the following expression for the XOR using the full mass matrix:

\[
\text{XOR}_{\text{full}} = \mathbf{A}_n^T (\mathbf{B}_n^1)^T \mathbf{B}_n^T \mathbf{M} \mathbf{B}_n.
\]

This can be reduced due to the orthogonality conditions described in equation (1):

\[
\text{XOR}_{\text{full}} = \mathbf{A}_n^T (\mathbf{B}_n^1)^T.
\]

On the other hand, using equation (2) to calculate the XOR requires the reduced mass matrix, which in terms of SEREP can be found by using equations (6) and (12) (see also [21]):

\[
\mathbf{M}_S = (\mathbf{B}_n^1)^T \mathbf{B}_n^1.
\]

Applying the expression for \( \mathbf{M}_S \) into equation (2) gives

\[
\text{XOR}_{\text{red}} = \mathbf{A}_n^T (\mathbf{B}_n^1)^T \mathbf{B}_n^1 \mathbf{B}_n.
\]

Now, substituting the definition of the Moore–Penrose pseudoinverse into equation (24),

\[
\text{XOR}_{\text{red}} = \mathbf{A}_n^T (\mathbf{B}_n^1)^T \left( \mathbf{B}_n^1 \mathbf{B}_n \right)^{-1} \mathbf{B}_n^1 \mathbf{B}_n,
\]

which can be reduced to

\[
\text{XOR}_{\text{red}} = \mathbf{A}_n^T (\mathbf{B}_n^1)^T,
\]

which shows that equation (22) and equation (26) give the same result.

4.2. XOR Using the LC Principle. The LC principle is based on projecting the experimental mode shapes onto a subset of FE modes and can, therefore, not be used for reduction. Thus, using LC to calculate the XOR is based on expanding the experimental mode shapes although the final derivation is not actual necessary. The expression for XOR equation (3) can be expressed in terms of the LC principle by inserting the expression for the expanded mode shape in matrix formulation:

\[
\text{XOR}_{\text{full}} = \mathbf{P}^T \mathbf{B}_n^T \mathbf{M} \mathbf{B}_n.
\]

Due to the orthogonality conditions, the last part of equation (27) can be substituted with the identity matrix:

\[
\text{XOR}_{\text{full}} = \mathbf{P}^T \mathbf{I},
\]

which means that the XOR corresponds to the transformation matrix:

\[
\text{XOR}_{\text{full}} = \mathbf{P}^T.
\]

where the transformation matrix consists of column vectors found individually using the procedure described with equation (18) and equation (19):

\[
\mathbf{P} = \begin{bmatrix} \mathbf{p}_1 \mathbf{p}_2 \mathbf{p}_3 \cdots \mathbf{p}_m \end{bmatrix}.
\]

4.3. Comparing SEREP and LC-Based XOR. Basically, LC and SEREP use the same equations when calculating the XOR which is seen by comparing equation (22) with equation (30). There is though one very important difference between the two methods. SEREP is usually performed in one step,
using a fixed base of FE modes. Contrary LC uses a unique base of FE modes for each experimental mode. This means that the XOR will have a different form when using the two methods. This is theoretically illustrated in Figure 1 for two models with 5 modes. SEREP will produce a square XOR with values close to 1 on the diagonal, but with values on all the elements. LC will (often) produce a rectangular XOR because of the last mode, and in these cases, the 5th is estimated as a linear combination, for example, FE mode 3 to 6. This also means that a number of the elements in the XOR cannot be estimated and will have the value zero.

The fact that the LC only utilizes a unique cluster of modes for each experimental mode has the advantage that noise will have much less effect on the off-diagonal element and thereby provides a more robust calculation of the XOR.

5. Numerical Simulation

To investigate how the LC principle performs in calculating the XOR the method was validated using numerical simulations. The primary focus of the study was to see how sensitive the method is towards noise on the experimental mode shape. When calculating the XOR, the result will depend on many different aspects, but primarily the quality of the FE model, the amount of noise on the experimental modes, and the number and placement of sensors. A probabilistic approach was there for choosing where Monte Carlo simulations were used to simulate different noise scenarios and different material properties for the FE models. For each simulation, the XOR is calculated using LC, SEREP, and Guyan.

5.1. Simulation Model. A structure consisting of three 3 mm steel plates was used as a case study (see Figure 2). The structure was pinned supported in all 4 corners of the bottom plate, and all connections between the plates were modelled as rigid.

An FE model of the structure was made in Nastran [22] using 377 nodes and 336 QUAD4 elements. The 6 first mode shapes were used in the analysis (see Figure 3).

Even though the structure is fairly simple, the mode shapes turn out to have rather complex forms with the structure bending and rotating in all three directions.

5.2. Perturbation of the Model. To make the simulations as realistic as possible, two versions of the FE model were made: Model A to simulate the experiment and Model B to simulate the analytical model. Three characteristics were changed to separate the experimental model from the analytical model.

5.2.1. Change of Material Properties. When making an FE model, it is almost impossible to know the exact material properties of the structure. To compensate for this, the density and E-modulus were randomly changed within predefined settings for each simulation:

\[
E_{	ext{top}} = E_{\alpha_{\text{top}}} \quad \text{and} \quad \rho_{\text{top}} = \rho_{\alpha_{\text{top}}},
\]

with subscript top indicating the top plate of the structure, \(E\) and \(\rho\) being the original E-modulus and density, respectively, and \(\alpha\) being random generated number between 1 – \(\varepsilon_{\text{top}}\) and 1 + \(\varepsilon_{\text{top}}\), where \(\varepsilon_{\text{top}}\) defines the boundaries of the size of the perturbation. Similar formulas can be written for the “bottom” and “middle” plates, with the boundaries here defined by \(\varepsilon_{\text{bot}}\) and \(\varepsilon_{\text{mid}}\).

5.2.2. Nonuniform Material Distribution. A test specimen will hardly ever consist of materials with uniform density and stiffness distribution. To take this into account, the mass matrix of Model A was perturbed with random generated values within a predefined threshold:

\[
M_{A,\beta} = M + \Delta M,
\]

with \(M_{A,\beta}\) being the perturbed mass matrix, \(M\) being the original mass matrix of model A, and the elements in \(\Delta M\) being defined by

\[
\Delta M_{i,j} = M_{i,j} + \varepsilon_{M} \alpha, \quad (33)
\]

with \(i\) and \(j\) being the row and column number, respectively, \(\varepsilon_{M}\) being the scaling factor, and \(\alpha\) being random numbers between 0 and 1. In equation (33), \(\Delta M\) is always forced to be symmetrical.

5.2.3. Noise on the Experimental Mode Shapes. Noise is added to Model A’s mode shapes to simulate the inaccuracies caused by noise on the measured signal, noise due to identification algorithms, lack of sensor calibration etc., which affect the quality of the experimental mode shapes. The noise model is created as a vector of Gaussian random numbers scaled as a percentage of the standard deviation of the given mode shape:

\[
a_{A,\beta} = a_{i} + \varepsilon_{A} \sigma(a_{i}), \quad (34)
\]

with \(a_{A,\beta}\) being the noised version of the \(i\)-th mode shape, \(\varepsilon_{A}\) being the scaling factor, \(\beta\) being a vector of Gaussian distributed random numbers, and \(\sigma(a_{i})\) being the standard deviation of the \(i\)-th mode shape.

5.3. Pretest Analysis. Initial considerations were made with respect to how the active DOFs should be selected to achieve the best results. The simulations were performed using two different numbers of active DOFs: one with 15 and one with 25. The active DOFs were selected according to the effective independence method (EIM) [23] using the first 6 mode shapes as target modes. The position of the active DOFs in the two scenarios is shown in Figures 4 and 5.

Two limitations were introduced in the application of the EIM. The first being that the active DOFs should be placed perpendicular to the shell elements and the second that they could not be placed within 30 mm of one another. The second limitation was to prevent any clustering of the active DOFs.
Figure 1: Theoretical illustration of the XOR matrix for two well-correlated models using SEREP (a) and LC (b). Black elements illustrate values close to 1, and grey elements illustrate values close to 0.

Figure 2: Illustration of the structure used in the numerical analysis.

Figure 3: First 6 mode shapes from the FE model.
6. Results

The numeric simulations were performed with two different sensor setups and with three different levels of noise on the experimental mode shapes, given a total of six different cases. For all cases, the XOR was calculated using LC, SEREP, and Guyan. Furthermore, the XOR was calculated using all the DOFs in Model A and Model B without noise on the mode shapes. This was done to see whether the exceedance of the threshold values given in equation (4) was due to actual changes in the models or due to noise. In other words, this was used as an upper measure for how well the three methods could perform.

Each of the cases consists of 30,000 simulations, where the largest off-diagonal element and the smallest diagonal element in the XOR matrices were saved for each run-through. A detailed description of the framework for the numerical simulations is described in Appendix.

The parameters for perturbing model equations (31), (32), and (33) are described in Table 1.

For a visual presentation of the results, Kernel distribution functions were fitted to the results for each of the methods in all 6 cases. These are illustrated in Figures 6–11.

Tables 2 and 3 show the percentage of simulation outcomes which does not exceed the thresholds given in equation (2).

The first column of Tables 2 and 3 shows the results for the full system with no noise added to the mode shapes and can be seen as an upper limit for how well the three methods can perform. It shows that 100% of the minimum diagonal values are above the threshold of 0.95, and approximately 68% of the off-diagonal values are below the threshold of 0.1. The reason why this number varies a little in the first column of Table 2 is simply that the simulations were performed one at a time.

In the first case, 3.0% noise was added to the mode shapes which must be considered as a low noise level and very hard to achieve in real measurements. Both LC and SEREP perform well for the off-diagonal elements, whereas Guyan only performs well in the setup with 25 sensors. This tendency is the same when looking at the diagonal terms, although SEREP here performs a little better than LC with both 15 and 25 sensors.

This picture changes when looking at the second case where 6.0% noise is added to the mode shapes. Here, LC performs considerably better for the off-diagonal elements.
in the setup with 15 sensors. Using 25 sensors, the results are more or less than the same for LC and SEREP with Guyan being a little less precise. For the diagonal terms, it is seen that the results for LC and SEREP are almost the same, with LC having the best result using 15 sensors and SEREP having the best results using 25 sensors.

In the third case with 9.0% noise added to the mode shapes, LC still has 42% of the outcome below the given

---

**Table 1:** List of chosen parameters to perturb the reference model in the simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top plate, $\varepsilon_{\text{top}}$</td>
<td>0.10</td>
<td>The density and E-modulus varied $\pm$ 10% compared to the original values</td>
</tr>
<tr>
<td>Middle plate, $\varepsilon_{\text{mid}}$</td>
<td>0.12</td>
<td>The density and E-modulus varied $\pm$ 12% compared to the original values</td>
</tr>
<tr>
<td>Bottom plate, $\varepsilon_{\text{bot}}$</td>
<td>0.08</td>
<td>The density and E-modulus varied $\pm$ 8% compared to the original values</td>
</tr>
<tr>
<td>Mass matrix, $\varepsilon_{\text{M}}$</td>
<td>0.02</td>
<td>The individual elements in the mass matrix varied $\pm$ 2% compared to the original values</td>
</tr>
</tbody>
</table>

---

**Figure 6:** (a) PDFs of the maximal off-diagonal elements. (b) PDFs of the minimal diagonal elements. Both with 3 pct. Noise on the modes and 15 sensors.

**Figure 7:** (a) PDFs of the maximal off-diagonal elements. (b) PDFs of the minimal diagonal elements. Both with 3 pct. Noise on the modes and 25 sensors.
threshold for the off-diagonal elements, where both SEREP and Guyan show poor results in comparison with 5% and 0%, respectively. Using 25 sensors, these results improve considerably for SEREP and Guyan. The results for the diagonal terms show that LC is better using both 15 and 25 sensors, although the difference in the last case is small.

In general, all three methods loose accuracy as more noise is added to the mode shapes, which is no surprise. LC shows superior to the other methods when focusing on the off-diagonal terms. The difference is fairly small when only little noise is added to the modes but becomes more distinct in the cases with 6.0% and 9.0% noise. Furthermore, it shows that the difference in using 15 and 25 sensors is less distinct for LC than the two other methods.

For the diagonal terms, SEREP appears superior in the case of 3.0% noise. With 6.0% noise, LC and SEREP are performing with more or less same accuracy, and with 9.0%, LC is superior to the other methods.

Figure 8: (a) PDFs of the maximal off-diagonal elements. (b) PDFs of the minimal diagonal elements. Both with 6 pct. Noise on the modes and 15 sensors.

Figure 9: (a) PDFs of the maximal off-diagonal elements. (b) PDFs of the minimal diagonal elements. Both with 6 pct. Noise on the modes and 25 sensors.
Figure 10: (a) PDFs of the maximal off-diagonal elements. (b) PDFs of the minimal diagonal elements. Both with 9 pct. Noise on the modes and 15 sensors.

Figure 11: (a) PDFs of the maximal off-diagonal elements. (b) PDFs of the minimal diagonal elements. Both with 9 pct. Noise on the modes and 25 sensors.

Table 2: The percentages of the simulation results where the largest off-diagonal element in the XOR matrices stays within the threshold of 0.1.

<table>
<thead>
<tr>
<th>Cases of off-diagonal</th>
<th>Full</th>
<th>LC</th>
<th>SEREP</th>
<th>Guyan</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 sensors, 3 pct. Noise (%)</td>
<td>68.2</td>
<td>64.1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>25 sensors, 3 pct. Noise (%)</td>
<td>68.4</td>
<td>67.1</td>
<td>62.2</td>
<td>0</td>
</tr>
<tr>
<td>15 sensors, 6 pct. Noise (%)</td>
<td>68.2</td>
<td>29.1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>25 sensors, 6 pct. Noise (%)</td>
<td>68.1</td>
<td>61.6</td>
<td>53.8</td>
<td>0</td>
</tr>
<tr>
<td>15 sensors, 9 pct. Noise (%)</td>
<td>68.1</td>
<td>5.64</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>25 sensors, 9 pct. Noise (%)</td>
<td>68.2</td>
<td>46.6</td>
<td>30.1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3: The percentage of simulation results where the lowest diagonal element in the XOR matrices stays above the threshold of 0.95.

<table>
<thead>
<tr>
<th>Cases of diagonal</th>
<th>Full</th>
<th>LC</th>
<th>SEREP</th>
<th>Guyan</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 sensors, 3 pct. Noise (%)</td>
<td>100</td>
<td>85.0</td>
<td>0.43</td>
<td>0.43</td>
</tr>
<tr>
<td>25 sensors, 3 pct. Noise (%)</td>
<td>100</td>
<td>92.8</td>
<td>49.9</td>
<td>49.9</td>
</tr>
<tr>
<td>15 sensors, 6 pct. Noise (%)</td>
<td>100</td>
<td>58.4</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>25 sensors, 6 pct. Noise (%)</td>
<td>100</td>
<td>76.9</td>
<td>35.9</td>
<td>35.9</td>
</tr>
<tr>
<td>15 sensors, 9 pct. Noise (%)</td>
<td>100</td>
<td>42.5</td>
<td>30.1</td>
<td>30.1</td>
</tr>
<tr>
<td>25 sensors, 9 pct. Noise (%)</td>
<td>100</td>
<td>56.6</td>
<td>21.8</td>
<td>21.8</td>
</tr>
</tbody>
</table>
7. Conclusion

The paper presents a new method of calculating the XOR based on the principle of local correspondence. Each experimental mode shape is expressed as a unique linear combination of FE modes, and it is theoretically shown that the matrix describing this linear combination is equivalent to the XOR.

This new method enables a calculation of the XOR without any reduction or expansion, and without any form of mass matrix, but simply by using the experimental mode shapes and the FE mode at the active DOFs.

The method robustness towards noise on the experimental mode shape is validated in a case study using a probabilistic approach. Simulations are performed with three different levels of noise, two different sensor locations, and material properties changing stochastically. The results are compared with Guyan and SEREP. When focusing on the off-diagonal terms of the XOR, LC shows superior to the other methods for all three noise scenarios. For the diagonal terms, SEREP shows superior when only a little noise is added, whereas LC shows better results in the cases with higher noise level.

Appendix

This appendix will shortly describe how the numerical simulations were performed with reference to the theory presented in the main article. Each simulation consists of 7 steps, using Model B as input. The main purpose of the simulations was to create two models which represented an experimental model (Model A) and an analytical model (Model B) and use three different methods to calculate the XOR.

This was done using Model B as input, creating Model A by changing the material properties, and perturbing the mass matrix. Further noise was added to the mode shapes from Model A, to simulate noise from measurements and identification algorithms.
Step 1. The density and E-modulus is randomly changed individually for the three plates, using equation (31). For the top plate, changes were in the range of ±10%, for the middle plate ±12% and for the bottom plate ±8%.

Step 2. The mass matrix is perturbed with Gaussian white noise according to equation (32) and equation (33). Each element was randomly changed within ±2% of its original value. The changes were applied, so the new mass matrix was symmetrical.

Step 3. By using the new mass and stiffness matrices created in Step 1 and Step 2, the mode shapes and frequencies for Model A are found by solving the eigenvalue problem.

Step 4. The XOR is calculated for the full system using all known DOFs in the two models.

Step 5. Noise is added to the mode shape from Model A, using equation (34). The noise consists of Gaussian-generated vectors scaled to the standard deviation of the given mode shapes. Different noise levels are applied.

Step 6. The XOR is calculated using Guyan, SEREP, and LC. The first 6 modes are used as target modes in the simulations.

Step 7. For each of the 4 XOR matrices, the smallest diagonal element and the largest off-diagonal element are saved.

The procedure is illustrated in Figure 12.
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