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In order to assess the degree of wear of tool for milling process quantitatively, a new assessment approach is proposed. Firstly,
making full use of the neighbor information, two sensitive features are selected by using the neighborhood rough set model, and
then, boundary curves are established by using the nearest neighbor model with noncounter data in two dimension spaces.
Secondly, the intersection area or expanding area is used to describe the difference between two boundary models because the
intersection area or expanding area can consider the effect of distance and angle simultaneously in two dimension spaces. ,irdly,
after determining a baseline state, a new quantitative assessment indicator (QAI) can be calculated based on the intersection area
or expanding area. ,e QAI can directly measure the difference between the model of baseline state and the model of unknown
state and indirectly measure the degree of wear of tool. Finally, the effectiveness of the assessment approach is proven by using the
Milling Dataset which was provided by the NASA Ames Research Center.

1. Introduction

In order to guarantee the quality and productivity of the
machining process, tool condition monitoring has received
more and more attention. Zhou and Xue [1] summarized
the monitoring methods and monitoring algorithms in the
milling process, and PrashantWaydande and Chinchanikar
[2] reviewed the monitoring system of tool wear. Generally
speaking, the condition monitoring methods and systems
of tool could be divided into two parts: one is physics-
driven models, and the other is data-driven models.
Physics-driven models explore a physical understanding of
the tool in order to estimate the running state and wear
degree. For example, Yen et al. [3] used Taylor’s formula to
estimate the tool wear. Zhu and Zhang [4] developed a
generic explicit model with adjustable coefficients for flank
wear of tool and then established a relationship between
milling force and flank wear of tool. ,erefore, it could use
the tool wear model to predict the life. For example, Nouri
et al. [5] proposed a method to monitor end milling tool
wear in real-time by tracking the force model coefficient

during the cutting process to predict the life to tool.
However, the major challenges of physics-driven models
included the following [6]: sufficient knowledge of the
failure mechanism of tool wear was lacked, and the values
of some parameters in the formulations were difficultly
obtained. In order to avoid the comprehensive or com-
plicated physical models, data-driven models were chosen
and developed in recent years. Data-driven models tried to
model or simulate the tool wear process by using the actual
running data, including force, vibration, acoustic emission,
spindle motor and feed currents, and so on. For example,
Shankar et al. [7] used sound pressure and machining force
to train a neural network to predict flank wear of tool
during the milling process. Kalvoda and Hwang [8] used
the Hilbert–Huang transform to process the acceleration
vibration signal, and the results showed that the changing
of frequency of the marginal spectra could reflect the
geometric changing of the cutter tool. After carefully an-
alyzing the acoustic emission signal by using statistical
analysis, spectrum analysis, and wavelet packet, Leng et al.
[9] proposed a method to detect the tool wear for drilling
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the composite material. Sun et al. [10] studied the rela-
tionship between inverter input current and tool wear
condition based on current virtual values which were
calculated from the line current on the inverter input side.
Proteau et al. [11] proposed a specific cutting energy, which
used selected multifeatures to train a recurrent neural
network, to predict the tool wear. In general, the data-
driven models used machine learning algorithms or arti-
ficial intelligence algorithms to train a model, and then, the
model could automatically recognize the complex patterns.
But, the modeling process needed a large amount of his-
torical data [12], especially failure data or degraded data,
whereas the failure data or degraded data were very difficult
to get. If we can only use one-class data to train a model, the
modeling process would become much easier. ,erefore,
the concept of anomaly detection could help us.

Anomaly detection refers to the process of finding
patterns in data that do not conform to expected behavior
[13]. ,e nonconforming patterns include anomalies,
outliers, discordant observations, exceptions, aberrations,
surprises, and contaminants. ,e anomaly detection
usually used normal data to train models because the
nonconforming patterns were unknown and unexpected.
So, if we consider the state of tool wear as nonconforming
patterns, we could use anomaly detection methods to
detect the state of tool wear. ,e models of anomaly
detection included the density model, reconstruction
model, and boundary model [14]. For example, the
Gaussian model was a density model. If the distribution of
unknown data was different with the distribution of the
model, the unknown data could be considered as outlier.
But, the density model needed typical data from the true
data distribution and needed a large amount of training
data for high dimension data. ,e self-organizing map
(SOM) was a reconstruction model. It tried to reconstruct
a new model in the new space after mapping the original
data into a high-dimension space. But, it needed to assume
the clustering characteristics of the training data. For the
boundary model, it tried to find an optimized boundary
around the target data, and the typical models were the
support vector data description (SVDD) [15] and the
nearest neighbor model. Because the nearest neighbor
model tried to directly embrace the entire target data
based on the distance information, the model was easily
understood and used. ,erefore, we choose the nearest
neighbor model to describe the running data of tool.
Moreover, the redundant and irrelevant features could
affect the accuracy of the nearest neighbor model.
,erefore, the sensitive features should be selected firstly.
,e rough set theory [16] could be used to select sensitive
features based on the concept of lower approximation,
upper approximation, and boundary region. Unfortu-
nately, the rough set only processed discrete features, and
continuous features should be discretized. But, the dis-
cretization could cause the loss of information. ,en, Hu
et al. [17] proposed the neighborhood rough set model.
,e neighborhood rough set can directly process con-
tinuous features based on the concept of neighborhood

relationship. ,erefore, we choose the neighborhood
rough set model to select the sensitive features.

In order tomonitor the wear condition of tool in process,
a new assessment method based on the neighborhood rough
set model and the nearest neighbor model is proposed. After
selecting sensitive features by using the neighborhood rough
set model, the wear condition of tool could be described by
using the boundary curves which are trained from the
nearest neighbor model. Finally, the quantitative assessment
indicator is designed based on the areas which are created by
the boundary curves in the two-dimension spaces.

2. Neighborhood Rough Set Model and Nearest
Neighbor Model

One key definition of the neighborhood rough set model is
the dependency degree. For example, the dependency degree
of D to B is defined as the ratio of consistent objects:

rB(D) �
POSB(D)




|U|
, (1)

where U is the sample space. POSB(D) calls the positive
region. ,e positive region is the sample set which can be
classified into one of the classes without uncertainty. rB(D)

reflects the capability of B to approximate D.
Another key definition is the significance of a feature:

SIG(a, B, D) � rB(D) − rB−a(D), (2)

and if SIG(a, B, D) � 0, feature a is superfluous in B; oth-
erwise, a is indispensable.

Based on the concept of the neighborhood rough set
model, the dependency would decrease if any sensitive
feature is missed, and then, we could use the significance of a
feature to evaluate each feature. At the beginning, the pool of
selected features is empty. ,en, we could traverse all fea-
tures, finding the sensitive features which could make the
SIG get maximum values and SIG> 0. Finally, the sensitive
features were added to the pool of selected features. ,e
detailed description of feature selection algorithm could be
found in [17].

,e nearest neighbor model is a one-class classifier. It
tries to estimate an hypersphere, which is centered around
the test object z, in d dimensions. ,e volume of the
hypersphere is grown until it captures k objects from the
training set. ,e local density could be estimated as follows:

pNN(z) �
(k/N)

Vk z − NNtrain
k (z)







 

,
(3)

where NNtrain
k (z) is the k nearest neighbor of z in the training

set and Vk is the volume of the hypersphere containing this
object.

For the one-class classifier, a test object z is accepted
when its local density is larger or equal to the local density of
the first nearest neighbor in the training set
NNtrain(z) � NNtrain

1 (z).
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3. Assessment Approach

It is very important how to quantitatively assess the degree of
tool wear. ,erefore, this section would focus on the
quantitative indicator firstly. Pan et al. [18] proposed a
quantitative assessment indicator based on the SVDD.
After training a hypersphere of baseline state by using
SVDDwith the data of baseline state, the formulation of the
center of the hypersphere of baseline state could be
obtained. ,en, the distance of the data of unknown state
from the center of the hypersphere of baseline state could
be calculated, and the value of distance could be considered
as the quantitative assessment indicator. Although the
SVDD and the nearest neighbor model all belong to the
boundary model, there is no formulation of the center of
the nearest neighbor model. So, it is difficult to calculate the
distance. Besides, the distance cannot distinguish two
different running states which have the same distance.

After getting the boundary curves of the baseline state
and the unknown state by using the nearest neighbor
model, the spatial position of two boundary curves could
help us to determine the running condition. As shown in
Figure 1(a), the intersection area could associate with the
degree of similarity for two boundary models. ,e bigger
the intersection area, the greater the similarity for two
boundary models. As shown in Figure 1(b), the expanding
area could associate with the degree of nonsimilarity for
two boundary models. ,e bigger the expanding area, the
greater the nonsimilarity for two boundary models.
,erefore, the value of area could be considered as a
quantitative indicator to assess the running condition.
Moreover, the intersection area or expanding area can
consider the effect of distance and angle simultaneously.
,e formulation of QAI is

QAIi �
Areabaseline + Areaith state − Areaintersection for intersection situation,

Areabaseline + Areaith state + Areaexpanding for expanding situation.

⎧⎨

⎩ (4)

,e area is estimated by using the Monte Carlo method,
taking intersection area as an example, as shown in Figure 2.
Firstly, a square is created, and then, the area of square could
be easily estimated, as Areasquare. Secondly, uniformly
scattering points over the square, the number of points is
Ntotal. ,irdly, counting the number of points inside the
square, the number is Ninside. Finally, the ratio of the in-
tersection area and square area is equal to the ratio of the
inside count and the total sample count, so the intersection
area is Areaintersection � (Ninside/Ntotal)Areasquare.

,e assessment process is shown in Figure 3. Firstly, the
Milling Dataset is analyzed by using the neighborhood
rough set model, and then, two sensitive features are se-
lected. Secondly, we suppose that the degree of tool wear is
very small at beginning stage, especially for first-time use.
,erefore, the first test is selected as baseline state. ,en, the
boundary curve of baseline state can be obtained by using
the nearest neighbor model. ,irdly, for unknown state,
using same two sensitive features to train the nearest
neighbor model, the boundary curve of unknown state can
be obtained. Finally, the QAI which corresponds to the
unknown state can be calculated, and the value of QAI can
quantitatively describe the degree of tool wear.

4. Experimental Dataset, Results,
and Discussion

4.1. Milling Dataset. In order to evaluate whether the as-
sessment method is effective, the Milling Dataset [19], which
is developed and provided by the NASA AMES and UC
Berkeley, is used. ,e dataset contains 16 cases in which the
milling parameters were varied for each case. In this paper,
Case 1 and Case 5 are selected to research, and the

experimental conditions of Case 1 and Case 5 are shown in
Table 1.

,ree different types of sensors, which include the
acoustic emission sensor (WD925, PHYSICAL ACOUSTIC
GROUP), vibration sensor(7201-50, ENDEVCO), and
current sensor(OMRON K3TB-A1015 and CTA 213), were
acquired at several positions. An acoustic emission sensor
and a vibration sensor are each mounted to the table and the
spindle of the machining center. ,e signals from all sensors
are amplified and filtered and then fed through two RMS
before they enter the computer for data acquisition. ,e
signal from a spindle motor current sensor is fed into the
computer without further processing. A 70mm face mill
with 6 inserts was chosen as the tool. ,e type of inserts is
KC710 which is coated with multiple layers of titanium
carbide, titanium carbonitride, and titanium nitride in se-
quence. Generally, the flank wear VB is used for evaluating
tool wear. In experiments, VB is measured as the distance
from the cutting edge to the end of the abrasive wear on the
flank face of the tool. After the insert was taken out of the
tool, the wear was measured by using a microscope. But, VB
was measured between runs at irregular intervals and was
not always measured.,e description of the dataset is shown
in Table 2.

Taking first dataset of Case 1 as an example, the signals of
AC, DC, vibration table, vibration spindle, AE table, and AE
spindle are shown in Figure 4. It can be found that there are
three phases in the signal, which include the starting phase,
operating phase, and stopping phase. Because we only want
to focus on the tool wear during the operation phase, the
data of the starting phase and stopping phase should be
removed firstly.

Now, there are six features. However, the proposed new
assessment indictor QAI only can be calculated in two-
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dimension space. ,erefore, two sensitive features should be
selected secondly. AE spindle and vibration spindle as the
sensitive features are selected by using the neighborhood

rough set model. Taking the first dataset and seventh dataset
of Case 1 as an example, multiboundary models are trained
by using the nearest neighbor model with different pair of
features, respectively, as shown in Figures 5 and 6. Com-
paring Figure 5(a) with Figure 6(a), it can be found that the
value range of AE spindle and vibration spindle increases
with time, implying that AE spindle and vibration spindle
could more accurately reflect the state of tool wear. Com-
paring Figure 5(b) with Figure 6(b), it can be found that the
value range of AE table and vibration table barely increases
with time. Besides, the dispersion degree of the boundary
model which uses AE table and vibration table is greater than
that of the boundary model which uses AE spindle and
vibration spindle. Moreover, it can be found that the dis-
tortion phenomenon for DC is as shown in Figure 6(c).

Taking Case 1 and Case 5 as an example, we assess the
tool wear in process by using the method which is proposed
in Section 3. ,e parameters of the nearest neighbor model
are shown in Table 3.

4.2. #e Assessment Result of Case 1. We choose AE spindle
and vibration spindle as sensitive features to train the
boundary model, and then, two different boundary curves
are compared to find the intersection area or expanding area.
Partial results are shown in Figures 7–12. Based on the
intersection area or expanding area, we could calculate the
assessment indicator QAI, as shown in Figure 13. ,e VB
which was measured in experiment is shown in Figure 14.

4.3. #e Assessment Result of Case 5. We compare two dif-
ferent boundary curves to find the intersection area or
expanding area, as shown in Figures 15–19. Based on the
intersection area or expanding area, we could calculate the

Area 1 
(Baseline state)

Area 2 
(The ith unknown state)

Area 3 
(Intersection area)

(a)

Area 1 
(Baseline state)

Area 2 
(The ith unknown state)

Area 3 
(Expanding area)

(b)

Figure 1: Schematic diagram of the assessment indicator. (a) Intersection situation. (b) Expanding situation.

Intersection area

Square

Figure 2: Schematic diagram of estimating the intersection area by
using the Monte Carlo Method.

Selected features

The nearest 
neighbor

The boundary 
curve

Baseline state

Selected features

The nearest 
neighbor

The boundary 
curve

ith unknown state

ith assessment indicator: QAIi

Figure 3: Flow chart of the assessment process.

Table 1: Experimental conditions of Case 1 and Case 5 of the
Milling Dataset.

Case Depth of cut (mm) Feed (mm/rev) Material
1 1.5 0.5 Cast iron
5 1.5 0.5 Stainless steel J45
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Figure 4: Continued.

Table 2: Description of the dataset.

Name Description
VB Flank wear, measured after runs. Measures were not taken after each test
AC AC spindle motor current
DC DC spindle motor current
Vibration table RMS of vibration at table
Vibration spindle RMS of vibration at spindle
AE table RMS of acoustic emission at table
AE spindle RMS of acoustic emission at spindle
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Figure 4: First dataset of Case 1 of the Milling Dataset. (a) AC spindle motor current. (b) DC spindle motor current. (c) RMS of vibration at
spindle. (d) RMS of vibration at table. (e) RMS of AE at spindle. (f ) RMS of AE at table.
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Figure 5: Different boundary curves of the first dataset of Case 1. (a) Features of the boundary curve are AE spindle and vibration spindle.
(b) Features of the boundary curve are AE table and vibration table. (c) Features of the boundary curve are DC and AC.
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assessment indicator QAI, as shown in Figure 20. ,e VB
which was measured in experiment is shown in Figure 21.

5. Discussion

In order to evaluate the degree of tool wear quantitatively,
two new assessment indicators QAI are calculated for Case 1
and Case 2, as shown in Figures 13 and 20. Comparing with
the corresponding VB which are shown in Figures 14 and 21,
it can be found that the trend of QAI is basically consistent
with VB.

For Case 1, the wear condition of tool could be di-
vided into three parts. At the beginning stage which is
from the 1st test to 6th test, the abrasion wear occurred

because the insert should remove large chunks, and the
wear of tool is very serious. ,e second stage is from the
7th test to 15th test; although the wear of tool is still
increasing, the degree of wear slows down because the
tool is in stable running condition. ,e third stage is from
the 16th test to 17th test, and the tool is in accelerated
wear condition.

No matter Case 1 or Case 5, it can be found that the
test models gradually go away from the baseline mode
with the increase in time. ,e intersection areas gradually
decrease, and then, the expanding areas gradually in-
crease. Moreover, except the changing about distance, the
angle between the baseline model and test model is
changing too. ,e angle informant is implicit in the
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Figure 6: Different boundary curves of the seventh dataset of Case 1. (a) Features of the boundary curve are AE spindle and vibration
spindle. (b) Features of the boundary curve are AE table and vibration table. (c) Features of the boundary curve are DC and AC.

Table 3: ,e parameters of the nearest neighbor model.

Features ,e number of training samples k nearest neighbor Distance
AE spindle vibration spindle 3500 15 Euclidean distance
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intersection area or expanding area. For example, the
comparing boundary curve of the 6th test with the
boundary curve of the 5th test for Case 5 in Figures 18 and
19, it could be found that the boundary curve of the 6th
test only expands in the X-direction because only the
value of RMS of AE spindle changed significantly,
whereas the value of RMS of vibration spindle almost
remained constant. ,is phenomenon could be consid-
ered that the angles between two boundary curves are
different. Mapping the angles into the expanding areas,

the two expanding areas are different. ,erefore, the
intersection area or expanding area can reflect the effect
of distance and angle simultaneously.

In order to evaluate the effect of different features, two
new QAIs are calculated, as shown in Figures 22 and 23. One
is using AE table and vibration table as features, and the
other is using AC and DC as features. Comparing with
Figure 20, it could be found that the trend of two QAIs is not
good; especially as shown in Figure 22, the predicted degree
of tool wear is not true.
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Figure 8: ,e 1st test vs. 3rd test for Case 1. (a) Two boundary models. (b) ,e intersection area.
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Figure 7: ,e 1st test vs. 2nd test for Case 1. (a) Two boundary models. (b) ,e intersection area.

8 Shock and Vibration



0.14 0.16 0.18 0.2 0.22 0.24 0.26 0.28 0.3 0.32 0.34
RMS of acoustic emission at spindle

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8
RM

S 
of

 v
ib

ra
tio

n 
at

 sp
in

dl
e

The 1st test
The 4th test

(a)

0.15 0.2 0.25 0.3
RMS of acoustic emission at spindle

0.5

0.55

0.6

0.65

0.7

0.75

0.8

RM
S 

of
 v

ib
ra

tio
n 

at
 sp

in
dl

e

The 1st test
The 4th test

(b)

Figure 9: ,e 1st test vs. 4th test for Case 1. (a) Two boundary models. (b) ,e intersection area.
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Figure 10: ,e 1st test vs. 5th test for Case 1. (a) Two boundary models. (b) ,e expanding area.
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Figure 11: ,e 1st test vs. 7th test for Case 1. (a) Two boundary models. (b) ,e expanding area.
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Figure 12: ,e 1st test vs. 17th test for Case 1. (a) Two boundary models. (b) ,e expanding area.
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Figure 14: ,e VB changing with the number of test (missing values of 2nd, 3rd, 5th, and 16th test) for Case 1.
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Figure 15: ,e 1st test vs. 2nd test for Case 5. (a) Two boundary models. (b) ,e intersection area.
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Figure 13: ,e QAI changing with the number of test for Case 1 (features are AE spindle and vibration spindle).
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Figure 16: ,e 1st test vs. 3rd test for Case 5. (a) Two boundary models. (b) ,e intersection area.
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Figure 17: ,e 1st test vs. 4th test for case 5. (a) Two boundary models. (b) ,e intersection area.
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Figure 18: ,e 1st test vs. 5th test for Case 5. (a) Two boundary models. (b) ,e expanding area.
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Figure 19: ,e 1st test vs. 6th test for Case 5. (a) Two boundary models. (b) ,e expanding area.
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6. Conclusions

After selecting two sensitive features by using the neigh-
borhood rough set model, the boundary curves can be
obtained based on the nearest neighbor model. And then, a
new assessment process and a quantitative assessment in-
dicator QAI are proposed. ,e main conclusions includethe
following: (1),e boundary curve, which is trained based on
selected features, can clearly describe the running state in
two-dimension spaces. (2) ,e intersection area or
expanding area can comprehensively consider the effect of
distance and angle between the baseline curve and unknown
curve. (3) ,e QAI can quantitatively describe the degree of
wear of tool. (4) Unlike with the traditional indicator VB
which only is measured offline when we disassemble the
inserts from the tool, it is easy to monitor the tool wear in
process using the QAI.
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Figure 20: ,e QAI changing with the number of test for Case 5
(features are AE spindle and vibration spindle).
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Figure 21: ,e VB changing with the number of test for Case 5.
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1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
Number of tests

0

5

10

15

20

25

Q
A

I

Figure 23: ,e QAI changing with the number of test for Case 5
(features are AC and DC).

14 Shock and Vibration

http://ti.arc.nasa.gov/tech/dash/groups/pcoe/prognostic-data-repository/
http://ti.arc.nasa.gov/tech/dash/groups/pcoe/prognostic-data-repository/


References

[1] Y. Zhou and W. Xue, “Review of tool condition monitoring
methods in milling processes,” #e International Journal of
Advanced Manufacturing Technology, vol. 96, no. 5–8,
pp. 2509–2523, 2018.

[2] N. A. Prashant Waydande and S. Chinchanikar, “A review on
tool wear monitoring system,” Journal of Mechanical Engi-
neering and Automation, vol. 6, no. 5A, pp. 49–53, 2016.
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