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An adaptive active disturbance rejection controller is used in the current driver design of the electromagnetic coil. Extended state
observer of the 1st-order system is adopted for disturbance observation of ADRC.-e supervised recursive least squares method is
proposed for real-time parameters estimation, in which the excitation signal variance is used to trigger the parameter estimator.
-e experimental results demonstrate that ADRC combined with real-time parameter estimation simplifies the parameter tuning
and improves the parameter adaptive ability.

1. Introduction

Electromagnetic coil, which is usually used to generate a
magnetic field, is an important part of many devices, such
as electrovalves and motor. -e accuracy and speed of the
current response have a great influence on the function of
those devices. Also, the electromagnetic coil with iron
core is an important component of magnetorheological
(MR) damper Figure 1, which has been applied in many
fields, such as structural vibration reduction [1–3] and
vehicle suspension [4, 5]. -e main motivation of this
paper is to design a new digital current driver for the MR
damper.

-e parameters of the coil of the MR damper will be
affected by temperature and other factors, which will affect
the control effect of the coil current. In this paper, an
adaptive active disturbance rejection control (AADRC) is
used to design the current driver of MR damper, and a
supervised recursive least square method is proposed for
online parameters estimation, which makes the systemmore
adaptable to parameters change.

In the past decades, online parameter identification has
been widely used in fault detection [6] and adaptive control
[7] and the recursive least square (RLS) method is one of the
most widely used online parameter identification algorithms
[8].-emain problem is that the estimator will wind-up and

the estimation results are unsatisfactory when there is no or
little excitation [9]. -ere are three main methods to solve
this problem: (1) providing additional excitation; (2) double
controllers [10, 11]; and (3) ensuring that the estimator
works when the excitation is enough [12–14]. -e first
method is the simplest, but it cannot achieve satisfactory
results. -e reason is that, on the one hand, when the ex-
citation is too small, the signal-to-noise ratio of the system
output signal is low; on the other hand, too much additional
excitation will affect the control performance of the closed-
loop system. -erefore, this method is seldom used in
practical engineering. -e second method makes the closed-
loop system identifiable by switching between two different
controllers in the system control. Hjalmarsson discussed
some problems brought about by this method in [15]. -e
third method does not need to provide additional incentives
in the loop, nor does it need to change the structure of the
controller. And it is a simple and effective method. However,
this method needs to detect excitation. Transient detection
was used to trigger the adaptive controller by Moraal [14].
-e high-pass filter is utilized to detect excitation in [12].
-ese two methods are not suitable for the case where the
excitation is a random signal. In this paper, a supervised
recursive least squares (SRLS) method is proposed, in which
the excitation is detected by estimating the variance of the
excitation, and it can achieve good results.
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ADRC is widely taken into application in various fields.
Sun and Gao [16] apply ADRC to the design of H-bridge
DC-DC power converter. ADRC is applied to uncertain
multivariable systems with time delay in [17]. Zheng et al.
[18] adopt ADRC for MEMS gyroscope. Linear Observer-
Based ADRC is adopted in the omnidirectional mobile robot
by Sira-Ramı́rez et al. [19] and the results are achieved in the
laboratory. It is also introduced in hydraulic servo systems
by Yao and Deng [20] and the experimental results dem-
onstrate the high tracking performance of this method. In
this paper, ADRC is introduced to improve the efficiency of
controller parameter tuning by separation of ADRC design
process [21, 22].

-is paper has the following contributions: (1) a su-
pervised recursive least squares method is proposed, which
makes the estimator enabled by excitation variance, and the
process is simple and effective; (2) the ADRC is adopted to
improve the efficiency of parameter tuning in the controller
design process; and (3) an AADRC method is proposed to
improve the process parameters adaptability, by combining
the online parameter estimation with ADRC.

-is paper is organized as follows. In Section 2, a brief
description of system configuration and modeling is pre-
sented. -e process is introduced in detail in Section 3. In
Section 4, the experimental results and the comparisons with
PI controller is given. Moreover, a conclusion will be drawn
in Section 5.

2. System Configuration and Modeling

2.1.Modeling for System. -e excitation coil is considered as
an inductance-resistance model, which is expressed by the
following differential equations:

Io +
L

R

dIo

dt
�

Vs

R
u. (1)

In equation (1), L denotes coil inductance and R denotes
coil resistance. Io is the current output; Vs is the power
supply voltage and u is the control output. If u is −1, the
PWM duty is 0%; if u is 0, the output PWM duty is 50%; and
if u is 1, the PWM duty is 100%. Since the bootstrap circuit
cannot keep the duty cycle 100% for a long time, the output
value is chosen in[−0.95, 0.95].

Figure 2 shows the step response of the uncontrolled
system (supply voltage is 24V), and Figure 2(a) shows the
system step input (PWM wave with a duty cycle of 0.25).
Form Figure 2, the circuit parameters, shown in Table 1, can
be obtained by first-order system approximation method
[23].

-e coil resistance generally varies linearly with tem-
perature and the form is given by the following equation:

R(T) � kRT + R0, (2)

where kR is the coil resistance temperature coefficient; T is
the coil temperature (°C); and R0 is the coil resistance at 0°C.

-e coil resistance of the MR damper at different
temperatures was measured by experiment as shown in
Figure 3. -e results show that the coil resistance is about
5.57Ω at room temperature (25°C); when the temperature
changes from −40°C to 125°C (−40°C∼125°C is the working
temperature of magnetorheological fluid), the coil resistance
is expected to change by 3.1Ω. Compared with resistance at
room temperature, the resistance decreases by 21.9% at
−40°C and increases by 33.8% at 125°C.

3. Controller Design

-e block diagram of the adaptive ADRC controller
designed in this paper is shown in Figure 4.

It can be seen from the figure that the AADRC designed
in this paper is mainly composed of tracking differentiator
(TD), extended state observer (ESO), and online parameter
estimator (online PE). -e role of TD is to provide the
differential signal of the desired current Ie; ESO is used to
observe the system disturbance; the online parameter esti-
mator is used to estimate the system perimeters; and 􏽢θ is the
estimated parameters vector which is used to adjust the
controller gain. -e controller output u is given as

u � Kf
_Ie + Kpe + ueso, (3)

where Kp is the feedback control proportional gain coeffi-
cient; Kf is the feedforward control gain coefficient; e �

Io − Ie is defined as control error; ueso represents the
compensate from ESO and it is defined as

ueso � −
L

Vs

z2 −
R

L
Io􏼒 􏼓. (4)

3.1. Extended State Observer. -e ESO is the core of ADRC.
-e following equation gives the form of the linear ESO of
the 1st-order system:

_z1 � z2 + v + L1 Io − z1( 􏼁,

_z2 � L2 Io − z1( 􏼁.
􏼨 (5)

In equation (5), z1 and z2 are the state variables of the
ESO and L � L1 L2􏼂 􏼃

T is the ESO gain matrix. Reference
[24] gives the pole configuration method to obtain the
observer gain of ESO. For the above ESO in equation (5), the
characteristic equation is given as follows:

AccumulatorIron corePistonMR fluid

Figure 1: Structure of MR damper.
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s
2

+ L1s + L2 � s − s1( 􏼁 s − s2( 􏼁. (6)

In equation (6), s1 and s2 are the poles of the charac-
teristic equation. For the sake of simplicity, s1 � s2 � −σ is
taken in this paper and σ is a positive real number. -e gain
matrix L is given in the following equation:

L � 2σ σ2􏼂 􏼃
T
. (7)

-e discrete form of equation (5) is

z1(k) � z1(k − 1) + Tsz2(k − 1) + Tsv(k − 1)

+L
d
1 Io(k − 1) − z1(k − 1)􏼂 􏼃,

z2(k) � z2(k − 1) + L
d
2 Io(k − 1) − z1(k − 1)􏼂 􏼃,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(8)

Ld � Ld
1 Ld

2􏽨 􏽩
T
is the observer gain of discrete ESO in (8)

and its value is given as follows:

L
d

�
2(1 − β) (1 − β)2

Ts

􏼢 􏼣

T

, (9)

where β � e− σTs . In this paper, we take σ � 100 when de-
signing the extended state observer.

3.2.OnlineParameterEstimation. Most of the parameters of
the continuous system model have clear physical meaning
and the parameters identification methods of the contin-
uous system can be divided into the direct method and
indirect method: the direct method is to directly establish
the discrete-time model with the same parameters as the
continuous-time model and the indirect method is to first
discretize the continuous model and then identify the
parameters of the discrete model. In this paper, by using the
direct method, the following system processes can be
obtained according to equation (1):

y � ϕTθ. (10)

In equation (10), θ is parameters vector to be estimated:

y(k) � Io(k)􏼂 􏼃, (11)

ϕ(k) � − _Io(k) u(k)􏽨 􏽩
T
, (12)

θ � θ1 θ2􏼂 􏼃
T

�
L

R

Vs

R
􏼔 􏼕

T

. (13)

A supervisory recursive least square (SRLS) method is
proposed to estimate parameters and its schematic block
diagram is presented in Figure 5.

In Figure 5, the excitation variance is used to enable RLS
estimation, and the estimation error variance is used to
trigger parameter updating. Several linear low pass (LP)
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Figure 2: -e step response of the uncontrolled system.

Table 1: Parameters of MR damper coil (25°C).

Parameters Value Unit
R 5.57 Ω
L 0.0652 H
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T (°C)

R 
(Ω

)
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Figure 3: Coil resistance varies with temperature.
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Figure 4: Block diagram of the controller.
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filters are adopted to reduce noise interference. -e central
difference method is used to calculate the differential of Ie

and its form is presented in equation (14). It can be illus-
trated that the central difference method has a sampling
period delay:

_Io(k) �
Io(k + 1) − Io(k − 1)

2Ts

. (14)

3.2.1. Recursive Least Square Method. -e recursive for-
mulas of the recursive least squares method are given in the
following equations:

ε(k) � y(k) − ϕT
(k)􏽢θ(k − 1), (15)

K(k) �
P(k − 1)ϕ(k)

λ + ϕT
(k)P(k − 1)ϕ(k)

, (16)

􏽢θ(k) � 􏽢θ(k − 1) + K(k)ε(k), (17)

P(k) �
1
λ

P(k − 1) − K(k)
Tϕ(k)P(k − 1)􏽨 􏽩,

(18)

where ε(k) is the k-step estimation error; K(k) is the re-
cursive least squares gain; 􏽢θ(k) is the k-step parameters
estimation; P(k) is the k-step recursive variance; and λ is the
forgetting factor (0.99).

3.2.2. Triggering Estimator. -e variance estimation method
of control excitation u proposed in this paper is given in the
following equation:

u(k) �
1
N

􏽘

k

i�k−N−1
u(i),

ru(k) � ηuru(k − 1) + 1 − ηu( 􏼁[u(k) − u(k − 1)][u(k) − u(k)],

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(19)

where u(k) represents the mean of the excitation u and N is
the window size; ru(k) is the variance estimate of the

excitation u; and ηu ∈ (0, 1) is the adjustment coefficient and
the smaller the value of ηu, the faster the update will be. In
this paper, ηu is 0.95.

-e result of variance estimation of step excitation is
presented in Figure 6. From Figure 6, it can be seen that
when the signal steps, the variance of estimation will change
abruptly, and when the signal is stable, the variance of es-
timation will tend to 0. -e variance estimation result of
random excitation is given in Figure 7. It is shown in
Figure 7 that when the variance of signal increases, the
variance estimation result also increases. Compared with the
methods in [12,14], the variance estimating method of the
excitation signal given in equation (19) is suitable for ran-
dom excitation, when it is used as the excitation detection to
enable the parameter estimator.

When the excitation variance ru is greater than the set
threshold Ru, it indicates that the excitation is sufficient, and
then the RLS estimator is executed; when the variance es-
timate is less than the set threshold, it means that the ex-
citation is too small to fully excite the system and the
parameter estimator will be stopped.

3.2.3. Parameter Updating. In this paper, the variance of
estimation error is used as the condition of parameter
updating. -e variance estimation [23, 25] of the estimation
error ε is given in

rε(k) � ηεrε(k − 1) + 1 − ηε( 􏼁ε2(k), (20)

where rε(k) is the variance estimate of ε(k) and ηε ∈ (0, 1) is
the adjustment coefficient which is 0.95 here.

In the parameter estimation period, when the variance
estimate of ε(k) is less than the set threshold Rε, the pa-
rameter estimate will be updated; otherwise, the parameter
estimates remain unchanged. -e simulation results of
parameter estimation are shown in Figure 8. “PE flag” in
Figure 8 means “parameters estimating flag.” -e value of 1
means the estimator works; otherwise, the estimator does
not work. It is indicated in Figure 8 the results of parameter
estimation are in good agreement with the actual values.

Also, in order to ensure the positive definiteness of the
variance matrix P(k), we can use the square root algorithm
or UD decomposition algorithm [26], which will not be
discussed in this paper.

3.2.4. Failure Analysis. Online parameter identification can
be used not only to adjust controller parameters but also to
judge system faults. Table 2 gives the failure analysis.

Since the PWM method is used to adjust the current,
when the coil inductance is very small (circuit short), the
current control will not work. -e circuit current will os-
cillate seriously and even damage the circuit itself and other
devices. -erefore, the above online parameters are of great
significance for fault diagnosis.

3.3. Differential Feedforward with Tracking Differentiator.
-e form of tracking differentiator used in this paper is given
as follows:

Io

u

ˆ
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d/dt
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y ε = y – φTθφ

y
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θ

Figure 5: -e block diagram of SRLS.
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Figure 6: Variance estimation output of the step signal.
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Figure 7: Variance estimation output of the random signal.
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Figure 8: Continued.
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x1(k) � x1(k − 1) + Tsx2(k − 1),

x2(k) � x2(k − 1) + Tsfh,

fh � flan x1 − xr, x2, r, h0( 􏼁,

⎧⎪⎪⎨

⎪⎪⎩
(21)

where xr is the signal input of TD; x1and x2 are the state
variables of TD, x1 is the tracking signal of xr and x2 is the
differential signal; and Ts represents the system sampling
period (0.1ms). flan(·) is the fastest control synthesis
function which can improve the convergence speed of the
system and eliminates the high frequency oscillation when
the signal is stable. -e fastest control integrated function is
denoted byfh � flan(ξ1, ξ2, r, h), and its function form is
given by equation (22).

In equation (22), r is the fast factor, and the larger the r

value, the stronger the signal tracking ability. h is the filtering
factor, and the larger the h value, the stronger the sup-
pression of noise. In this paper, r � 106 and h � 10Ts are
adopted:

d � rh,

d0 � hd,

y � ξ1 + hξ2,

a0 �

��������

d
2

+ 8r|y|

􏽱

,

a �

ξ2 +
a0 − d

2
sign(y), |y|>d0,

ξ2 +
y

h
, |y|≤d0,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

fh � −

r · sign(a), |y|>d,

r ·
a

d
, |y|≤d.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(22)

When the input signal is a unit step signal, the tracking
differentiator output is shown in Figure 9. And, when the
input signal is a sinusoidal signal (10Hz), the output is
shown in Figure 10. -e results illustrate that the tracking
differentiator has a good tracking and differential perfor-
mance for the input signal.

When the system only uses differential feedforward
control, the transfer equation of the system is given as follows:

T
FF
Io−u(s) �

Io(s)

Ie(s)
�

Kf Vs/R( 􏼁s

1 +(L/R)s
. (23)

According to the amplitude frequency characteristics of
the transfer function in equation (23), if equation (24) is
true, the system gain |TFF

Io−u(s)| � 1 at high frequency input:

Kf

Vs

R
�

L

R
. (24)

-en,

Kf �
θ1
θ2

. (25)

Due to the limitation of the frequency band of the
differentiator, the value of Kf is slightly less than the above
value to reduce the overshoot.

3.4. Proportional Control Gain Adjustment. If the system
only adopts an error proportional controller, namely,
u � Kpe, the transfer function of system error is given in

E(s)

Ie(s)
�

1 +(L/R)s

1 + KpVs􏼐 􏼑/R􏼐 􏼑 +(L/R)s
. (26)

-e larger the value of Kp, the faster the response speed
of the closed-loop system and the smaller the static error for
tracking step signal. But, in practical application, too large
Kp value will make the closed-loop system oscillate.

According to equation (26), a closed-loop eigenvalue can
be easily obtained:

σ � −
1 + KpVs􏼐 􏼑/R􏼐 􏼑

(L/R)
. (27)

A simple gain adjustment method is adopted in

σ � const. (28)
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Figure 8: Parameters estimation results.

Table 2: Failure analysis.

θ2 θ1 Too small Normal Too large

Too small Circuit open Partial short Circuit short
Normal Power undervoltage ✔ Circuit short
Too large Circuit short
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In this paper, we take σ � −642 according to experiment
results; then,

Kp � −
1 + σθ1

θ2
. (29)

3.5. Stability Analysis. -e system controller consists of
three parts: differential feedforward, proportional error
control, and ESO compensation. Feedforward control is
introduced to improve the response speed of the system
without affecting the stability of the system.

Due to the separation design characteristics of ADRC,
the stability of proportion control and ESO can be discussed
separately. For the error proportional control, when the real
part of the characteristic root of the closed-loop system is
less than 0, for the ESO, according to the extremely low
configuration method in the literature, the stability of the
linear ESO can be guaranteed. -erefore, it is not difficult to
get the stability of the controller designed in this paper.

Meanwhile, due to the separable design characteristics of
each module of ADRC, the stability of proportional control
and ESO can be discussed separately when discussing system
stability. For the error proportional control, when the real

part of the closed-loop system in equation (26) is less than 0,
the system is stable. For ESO, the linear ESO is guaranteed to
be stable according to the pole placement method in [24].
-erefore, it is not difficult to find the stability of the
controller designed in this paper.

4. Experiment Results and Comparisons

4.1.<eStructure of Experiment System. -e current driver is
mainly composed of a power supply circuit, microcontroller
unit (MCU), bootstrap circuit, and H-bridge drive circuit.
-e circuit board designed in this paper is shown in
Figure 11.

MCU uses STM32F401 of ST Company and bootstrap
circuit chip selects IR2110 of IR Company. Pulse width
modulation (PWM) control is used in H-bridge drive circuit.
-e main frequency of MCU is 84MHz, which generates
84KHz PWM wave with a resolution of 1/1000.

-e experimental system consists of a rapid control
prototype, a drive circuit board, and a magnetorheological
damper as shown in Figure 12.

In Figure 12, Speedgoat (type: IO135, Speedgoat®,Switzerland), as a rapid control prototype, is used to execute
control programs and record signal data.
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Figure 9: TD output results for step input.
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Figure 10: TD output results for sine input (10Hz).
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4.2. <e Experiment Results of Online Parameter Estimation.
In order to test the effect of an online parameter estimator,
two experiments are designed in this paper: one is changing
the supply voltage and the other is changing the loop load.-e
figure shows the online parameter estimation results of the
first experiment. When the driver works, the power supply
voltage changes from 24V to 36V. It is not difficult to see
from equation (12) that the parameter value θ2will increase
significantly with the power supply voltage Vs. -e results of
parameter estimation are given in Figure 13 and the estimated
parameters are in good agreement with the theoretical values.

Figure 14 shows the experimental diagram of load
changing. At the beginning of the experiment, two identical
loads are connected in series in the circuit, and one of them
is shorted in the experiment so that the total load of the
circuit changes. It is not difficult to see from equation (12)
that the parameters will increase obviously, and the pa-
rameter estimation results are shown in Figure 15.
Figure 15(a) shows that excitation is the square-wave signal
and variance estimation of excitation is given in
Figure 15(b). From Figures 15(c) and 15(d), the estimated
results and the theoretical values are in good agreement.

4.3. Comparisons between PI and ADRC. -e results com-
parisons between PI and ADRC are shown in Figures 16 and
17. Figure 16 shows the results of the system under step
input (1 A). From Figure 16, because of applying ESO, the
output of the system can also track step signals quickly
without static error when only proportional feedback con-
trol is used. However, the ESO does not have any contri-
bution to system response speed compared with the PI
controller. It is also obvious in Figure 17 that both systems
using PI and ADRC have phase lag when tracking the si-
nusoidal signal.

4.4. Comparisons between ADRC andDF-ADRC. -e results
comparisons between ADRC and DF-ADRC are shown in
Figures 18 and 19. -e differential feedforward control with
TD is introduced into the controller design to further im-
prove the response speed of the system and it works both in
step input and sinusoidal input (Table 3). When comparing
ADRC with DF-ADRC, it is not hard to see that the dif-
ferential feedforward (DF) is the main driving force of
system response speed improvement.

STM32F401

Bootstrap 
circuit H-bridge 

driving circuit

Figure 11: PCB circuit board.

MR damperDriver board

Speedgoat

Figure 12: -e experiment system setup.
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Figure 14: Load changing experimental diagram.
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Figure 13: Parameter estimation results with source voltage changing.
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4.5. Comparisons between PI and AADRC. Figure 20 shows
the experimental results of the PI controller when the power
supply voltage changes and the results of the AADRC
controller are presented in Figure 21. By comparison, it is
not difficult to find that when the power supply voltage
increases from 24V to 36V, the output of the system using
PI controller oscillates continuously and the results are
unsatisfactory; the output of the system using AADRC

controller restores steady after a short period of oscillation.
-is is because, with the increase of the power supply
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Figure 16: -e results comparisons between PI and ADRC under
step input (1A).
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Figure 17: -e results comparisons between PI and ADRC under
sinusoidal input (1 A, 50Hz).
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Figure 18: -e results comparisons between ADRC and TD-
ADRC under step input 1 A.
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Figure 19: -e comparison of results between ADRC and TD-
ADRC under sinusoidal input (1A, 50Hz).
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Figure 15: Parameter estimation results with load changing.

Table 3: Step input response of ADRC and DF-ADRC.

Method Rise time (ms) Fall time (ms)
ADRC 4 4.4
DF-ADRC 1.2 1
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voltage, the system parameters change and the system
output oscillates. At this time, the variance of the system
control excitation u becomes larger and the online pa-
rameter estimator works when the threshold condition of
excitation variance is satisfied. Since proportional control
gain Kp is adjusted by the parameters updated, the system
output tends to be steady again.

5. Conclusion

An adaptive active disturbance rejection controller is used in
the current driver design of the MR damper. Because of ap-
plying ESO, the output of the system can also track step signals
quickly without static error when only the proportional
feedback control is used. Also, the efficiency of setting control
parameters is greatly improved by using ADRC separation

design characteristics. A supervisory recursive least square
(SRLS)method is proposed for real-time parameter estimation.
-e variance estimation method of control excitation is pro-
posed to trigger the estimator. -at is, to guarantee that the
estimator is performed only there is enough excitation. -us,
the parameter adaptability of the closed-loop system is im-
proved by adopting AADRC proposed in this paper.
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