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(is paper proposes a fault diagnosis method for miniature DC motors (MDCMs) in the presence of the uncertainties caused by
material and random factors of the production process. In this method, the probability models of fault multiple features are
established based on the advantage criterion of the maximum overall average membership to determine the distribution of fault
multiple features.(e fault diagnosis algorithm is synthesized to obtain the threshold ranges of fault multiple features according to
different confidence levels. Experimental test results are presented and analyzed to validate the efficiency and performance of the
proposed fault diagnosis method.

1. Introduction

Due to their small size, lightweight, and easy control,
miniature DC motors (MDCMs) are widely used in the
industrial fields of home appliances, office automation,
automotive parts, etc. [1]. In these applications, the efficient
and reliable operation of MDCMs is increasingly important.
However, the factory quality inspection of MDCMs mainly
relies on the manual experience, which leads to low pro-
duction efficiency, heavy workload, and missed inspection
[2]. (erefore, the effective motor fault detection technology
on the production line is crucial for the factory quality of
MDCMs.

Generally, there are four main techniques for the motor
fault diagnosis, which are classified into the signal-based,
model-based, data-based, and indicator-based method
classes [3, 4]. (e signal-based method uses sensor equip-
ment to measure the diagnostic signals of the motor, such as
current [5], vibration [6], acoustic [7], and thermal [8], and
the fault type is detected by comparing and analyzing the
diagnostic signals. Measurements of the acoustic signal,
vibration signal, and thermal signal are noninvasive. (e
motor current signature analysis (MCSA) has been suc-
cessfully applied to the fault diagnosis of DC motors and

induction motors, especially under steady-state conditions
and rated load [9]. However, the signal-based method re-
quires a large number of sensing devices.

(e model-based method relies on the theoretical
analysis of the motor, which key is to establish the motor
model under the fault condition [3]. (e motor fault can be
detected by comparing the actual parameters with the
estimated parameters of the properly functioning motor.
Residual analysis and suitable signal processing are used to
define the fault indicators [3]. Winding function approach
[10], dynamic mesh reluctance approach [3], and finite
element approach [11] were used to model. (e available
models are nice analytical tools predicting motor behavior,
but their parameters are not easily determined. (e least-
squares (LS) method [11, 12], fully decoupled parity
equation [13], and universal adaptive stabilizer [14] were
used to estimate the motor parameters. Since the motor
faults generally change multiple electromechanical pa-
rameters, it is difficult to establish a fault prediction model
of the complex fault systems.

(e data-based method is a powerful tool to improve the
effectiveness and reliability of the diagnosis since it does not
require any knowledge about motor parameters and models
[3, 4]. Artificial intelligence techniques are widely used in the
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data-based method, which need to use the healthy and faulty
motor data for feature extraction and classification. Several
artificial intelligence techniques, such as neural networks
[15, 16], support vector machine [15], fuzzy logic [17], expert
system networks [18], deep learning [19], and algorithms [20],
have been developed to detect the motor faults. (e combi-
nations of the above techniques have been reported in the
literature. (e convolutional neural network (CNN) was used
for extracting features, and then the support vector machine
[21] and deep transfer learning [22] were used to diagnose
faults.(e application of artificial intelligence techniques in the
motor fault diagnosis can promote the automation of the
diagnostic process. However, these methods require a large set
of training samples [23], and the generalization performance of
artificial intelligence techniques has limitations.

(e indicator-based method is to compare the measured
value with the indicator threshold, which is a widely used
fault diagnosis method. An and Li [24] proposed the per-
mutation entropy of the reconstructed signal as the fault
feature of piezoelectric ceramics. Jafari et al. [25] established
four different indices and used the well-established Otsu
thresholding technique to set the index thresholds for fault
diagnosis. Ali and Liang [26] used d8 for the fault indicator,
and the indicator threshold was determined using the
universal threshold technique. Irfan et al. [27] designed an
adaptive threshold scheme using the statistical decision
theory. An accurate indicator threshold is essential for the
indicator-based method. In addition, in the manufacturing
process of MDCMs, various uncontrollable factors (material
nonlinearity and random factors of the production process)
lead to uncertainties of the MDCM output performance.
(erefore, a fixed indicator threshold is difficult to apply to
the fault diagnosis of the MDCM.

Fault diagnosis methods of the MDCM need to con-
sider the uncertainty of the production process. Wang et al.
[23] used a probability modeling approach for photovoltaic
fault diagnosis to solve the problems of the nonlinearity
and uncertainty of the PV array output interval. Liu et al.
[28] proposed a failure probability calculation method for
power equipment based on multicharacteristic parameters.
Li et al. [29] proposed an adaptive dynamic update model
of the equipment alarm threshold based on a similar
proportion and state probability model. Wen and Gao [30]
estimated the probability distribution of health indicator
points, and the deterioration of the ball screw is evaluated
by the probability distribution. (e probability density
function of fault indicators can be determined using the
error comparison method [23] and kernel density esti-
mation [29, 30].

However, the probabilistic fault diagnoses of DC motors
have not been considered in the previous studies. (is paper
proposes a novel solution to apply a fault diagnosis method
for the MDCM by incorporating the probability modeling
and the advantage criterion of the maximum overall average
membership.

(e novelties and contributions of this paper are sum-
marized as follows:

(1) Proposing the advantage criterion of the maximum
overall average membership to determine the opti-
mal fitting distribution, which cannot be handled by
the traditional hypothesis test

(2) Designing a fault diagnosis algorithm based on
probability modeling to deal with the uncertainties
caused by material and random factors of the pro-
duction process, improving the accuracy of MDCM
fault diagnosis

(3) Designing the diagnostic test platform of MDCMs to
validate the performance of the proposed fault di-
agnosis method

(e rest of this paper is arranged as follows: in Section 2, the
structure of theMDCM and data sources are described in detail.
In Section 3, the probability models of fault multiple features are
established using the advantage criterion of the maximum
overall average membership, and the fault diagnosis method is
discussed in detail, which is verified in Section 4. Section 5
summarizes this paper and outlines future research directions.

2. Data Acquisition

2.1. Structure of the MDCM. Figure 1 shows the schematic
diagram of the MDCM discussed in this paper. (e MDCM
consists of a rotor and a stator (Figure 1(a)). (e stator is
equipped with a ring permanent magnet, and the rotor
consists of three coil windings which are wounded on three
teeth [31]. (e motor windings are connected by a triangle
connection (Figure 1(b)). (e parameters of a healthy
MDCM used for testing are listed in Table 1.

2.2. Data Sources. By analyzing and solving the mathe-
matical model of the MDCM, the fault multiple features,
namely, DC component (Pdc), frequency point (fm), am-
plitude of frequency point (Pf ), and spectrum area (A), were
proposed to diagnose motor faults in [2]. Figure 2 shows the
structure diagram of data acquisition of the MDCM with no
load. After preamplification, low-pass filtering, analog-to-
digital (A/D) converter, and fast Fourier transform (FFT)
conversion, the frequency domain data of fault multiple
features (Pdc, fm, Pf, and A) can be obtained by the data
statistics [2]. In this paper, the healthy motor (HM), the
interturn short fault motor (ISFM), the open winding fault
motor (OWFM), the winding desoldering fault motor
(WDFM), and the abnormal magnet loop fault motor
(AMFM) were studied. 110 healthy motors and 60 motors
(Xiamen Dazhen Electric Co., Ltd.) with each fault type were
randomly selected as experimental samples.

3. Fault Diagnosis Method

3.1. Maximum Overall Average Membership Advantage
Criterion. (e advantage criterion of the maximum overall
average membership was used to determine the distribution
of the fault multiple features [32, 33]. (e key to the
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advantage criterion of the maximum overall average
membership is to construct membership functions.

Step 1. Determine the membership function.
Let the domain of the fault multiple features’ distri-

bution model be U, and 􏽥A1, 􏽥A2, 􏽥A3, and 􏽥A4 denote the
normal distribution, exponential distribution, Weibull
distribution, and lognormal distribution, respectively.
(ey are the fuzzy subset of F(U). Y is a sample of U,
Y � y1, y2, . . . , yn􏼈 􏼉

T, where n is the number of motor
samples. (e membership function μ􏽥Ai

(yj) (i � 1, 2, 3, 4)

represents the fuzzy membership degree of the yjth index
in the sample Y to the fuzzy subset 􏽥Ai. (e normalization
of μ􏽥Ai

(yj) is as follows:

μ􏽥A1
yj􏼐 􏼑 + μ􏽥A2

yj􏼐 􏼑 + μ􏽥A3
yj􏼐 􏼑 + μ􏽥A4

yj􏼐 􏼑 � 1,

j � 1, 2, . . . , n.
(1)

Normal distribution membership function μ􏽥A1
(yj) is

expressed as

μ􏽥A1
yj􏼐 􏼑 �

F1 yj􏼐 􏼑

F1 yj􏼐 􏼑 + F2 yj􏼐 􏼑 + F3 yj􏼐 􏼑 + F4 yj􏼐 􏼑
, (2)

where

F1 yj􏼐 􏼑 � 1 − ∅
yj − μ
σ

􏼒 􏼓 − F yj􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
,

∅
yj − μ
σ

􏼒 􏼓 � 􏽚
yj − μ/σ

− ∞

1
���
2π

√ e
− t2/2dt,

F2 yj􏼐 􏼑 � 1 − 1 − e
− yj/λ − F yj􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

F3 yj􏼐 􏼑 � 1 − 1 − e
− yj/η( 􏼁

β

− F yj􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
,

F4 yj􏼐 􏼑 � 1 − ∅
lnyj − μl

σl

􏼠 􏼡 − F yj􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
,

∅
lnyj − μl

σl

􏼠 􏼡 � 􏽚
nyj− μl/σl

− ∞

1
���
2π

√ e
− t2/2dt,

(3)

where ∅(yj − μ/σ) and F(yj) are the distribution function
of the normal distribution and the empirical cumulative
distribution function of the sample data, respectively.
Parameters σ and μ are estimated from the sample data.
1 − e− yj/λ is the distribution function of the exponential
distribution, and the parameter λ is estimated from the
sample data. 1 − e− (yj/η)m

is the distribution function of the
Weibull distribution, and the parameters η and m are
estimated from the sample data. ∅(lnyj − μ/σ) is the
distribution function of the lognormal distribution, and the
parameters σl and μl are estimated from the sample data.

Exponential distribution membership function μ􏽥A2
(yj)

is expressed as

μ􏽥A2
yj􏼐 􏼑 �

F2 yj􏼐 􏼑

F1 yj􏼐 􏼑 + F2 yj􏼐 􏼑 + F3 yj􏼐 􏼑 + F4 yj􏼐 􏼑
. (4)

Weibull distribution membership function μ􏽥A3
(yj) is

expressed as

μ􏽥A3
yj􏼐 􏼑 �

F3 yj􏼐 􏼑

F1 yj􏼐 􏼑 + F2 yj􏼐 􏼑 + F3 yj􏼐 􏼑 + F4 yj􏼐 􏼑
. (5)
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Figure 1: Schematic diagram of the MDCM: (a) structure of the MDCM; (b) coil winding diagram.

Table 1: Main parameters of a healthy MDCM.

Motor parameters Values
Rated voltage 5.0V DC
No load current 45mA max
No load speed 5400–6700 r/min
Phase resistance of the winding 18Ω
Moment of inertia 2.668×10–7 kgm2

Damping coefficient 4×10− 7

Number of poles 2
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Logarithmic normal distribution membership function
μ􏽥A4

(yj) is expressed as

μ􏽥A4
yj􏼐 􏼑 �

F4 yj􏼐 􏼑

F1 yj􏼐 􏼑 + F2 yj􏼐 􏼑 + F3 yj􏼐 􏼑 + F4 yj􏼐 􏼑
. (6)

Step 2. Calculate the local membership advantage.
(e local membership advantage Δμ􏽥Ai

(xj) is defined as

Δμ􏽥Ai

xj􏼐 􏼑 � μ(i)

􏽥Ak

yj􏼐 􏼑 − min μ􏽥Ai

yj􏼐 􏼑􏼚 􏼛,

i � 1, 2, 3, 4; j � 1, 2, . . . , n,

(7)

where μ(i)

􏽥Ak

(yj) represents the new sequence of μ􏽥Ai

(yj) sorted
from the largest to the smallest. k represents the sort of the
new sequence, and i represents the sort of the original
sequence.

Step 3. Calculate the overall average membership advantage.
(e overall average membership advantage μ􏽥Ai

(Y) is
defined as

μ􏽥Ai

(Y) �
1
n

􏽘

n

j�1
Δμ􏽥Ai

yj􏼐 􏼑, i � 1, 2, 3, 4. (8)

Step 4. Calculate the maximum overall average membership
advantage.

(e maximum overall average membership advantage
μ􏽥A

(Y) is defined as

μ􏽥A
(Y) � max μ􏽥A1

(Y), μ􏽥A2
(Y), μ􏽥A3

(Y), μ􏽥A4
(Y)􏼚 􏼛. (9)

3.2. Distribution Characteristics of Fault Multiple Features.
Figure 3 shows the process of determining the distribution of
fault multiple features. (e maximum likelihood estimation
method was used to estimate the parameters of the hypo-
thetical distribution of fault multiple features.(e advantage
criterion of the maximum overall average membership was
used to determine the distribution type of fault multiple
features. (e overall average membership advantage μ􏽥Ai

(Y)

of fault multiple features was calculated based on the ex-
perimental data. (e results of the hypothetical distribution
of the fault multiple features are shown in Table 2. Because
the resolution of the current spectrum is 40Hz and the data
interval of fm is narrow, fm does not meet any hypothetical
distribution. (erefore, it is not necessary to confirm its
distribution using the advantage criterion of the maximum
overall average membership.
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Figure 2: Data acquisition of the MDCM.
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It can be seen from Table 2 that μ􏽥A4
(Y) of Pdc is the

largest among all of them for HM, and it obeys lognormal
distribution according to the advantage criterion of the
maximum overall average membership. Pf and A obey the
Weibull distribution and lognormal distribution, respec-
tively. For ISFM, OWFM, WDFM, and AMFM, the process
of determining the distribution of fault multiple features is
similar to that of HM.

3.3. Probability Density Function of Fault Multiple Features.
(e probability density functions of the fault multiple fea-
tures for HM, ISFM, OWFM, WDFM, and AMFM are
shown in Table 3. It can be seen from Table 3 that the fault
multiple features obey normal distribution, lognormal dis-
tribution, and Weibull distribution, respectively.

(e probability density function diagrams of the fault
multiple features in different conditions are shown in

Obtain fault multiple
features data

Determine four membership
function μ~Ai

 (yj)

Calculate the local membership
advantage ∆μ~Ai

 (xj)

Calculate the overall average
membership advantage μ~Ai

 (Y)

Calculate the maximum overall
average membership advantage

μ~Ai
 (Y)

Determine the distribution
type of fault multiple features

μ~Ai
 (Y) = max {μ~A1

 (Y), μ~A2
 (Y), μ~A3

 (Y), μ~A4
 (Y)}

μ~Ai
 (Y) = (1/n) n

j=1 ∆μ~Ai
 (yj)

∆μ~Ai
 (xj) = μ~Ak

 (Yj) – min {μ~Ai
 (yj)}(i)

∆μ~Ai
 (yj) = (Fi (yj))/(F1 (yj)+F2 (yj)+F3 (yj)+F4 (yj))

{yj|yj ∈ Y, j = 1, 2, ..., n}

Figure 3: (e flowchart of determining the distribution of fault multiple features.

Table 2: Results of the hypothetical distribution.

Type of fault Indicators
Hypothetical distribution

Normal Exponential Weibull Lognormal
μ, σ μ􏽥A1

(Y) λ μ􏽥A2
(Y) η, β μ􏽥A3

(Y) μl, σl μ􏽥A4
(Y)

HM
Pdc 893.82, 59.98 0.0667 893.82 0.0009 922.32, 15.07 0.0607 6.79, 0.067 0.0673
Pf 222.16, 35.44 0.0562 222.16 0.0010 237.08, 7.27 0.0580 5.39, 0.166 0.0531
A 809.02, 200.36 0.0484 809.02 0.0011 887.39, 4.38 0.0472 6.67, 0.250 0.0487

ISFM
Pdc 2103.8, 84.30 0.0674 2103.8 0.0026 2144.8, 24.6 0.0609 7.65, 0.040 0.0679
Pf 1050.22, 54.76 0.0669 1050.22 0.0005 1075.34, 21.94 0.0650 6.96, 0.053 0.065
A 5632.8, 148.47 0.0709 5632.8 0.0011 688.19, 11.09 0.0643 8.64, 0.026 0.0622

OWFM
Pdc 661.78, 56.39 0.0631 659.58 0.0003 679.73, 16.19 0.0546 6.49, 0.084 0.065
Pf 185.92, 23.38 0.0613 185.92 0.0003 196.12, 8.98 0.0589 5.22, 0.129 0.0599
A 861.74, 53.19 0.0659 861.74 0.0017 887.19, 15.60 0.0580 6.76, 0.061 0.0647

WDFM
Pdc 915.66, 58.57 0.0657 915.66 0.0021 943.87, 14.56 0.0562 6.82, 0.063 0.0654
Pf 1355.33, 70.9 0.0686 1355.33 0.0019 1389.57, 18.92 0.0618 7.21, 0.052 0.0696
A 9780.93, 228.4 0.0701 9780.93 0.0022 9895.76, 39.81 0.0609 9.19, 0.023 0.0648

AMFM
Pdc 1072.4, 97.79 0.0627 1072.4 0.0005 1117, 11.8 0.0607 6.97, 0.092 0.0621
Pf 380.54, 31.72 0.0629 380.54 0.0004 394.56, 14.60 0.0638 5.94, 0.085 0.0622
A 2662.9, 139.8 0.0667 2662.9 0.0025 2730.83, 18.72 0.0604 7.89, 0.052 0.063
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Figure 4. (e characteristics of the probability density
function are summarized as follows:

(1) (e distribution of each fault multiple feature
changes with the type of fault.

(2) (ere is no obvious regularity in the distribution of
fault multiple features.

(3) It can clearly distinguish HM, ISFM, and WDFM
using fault multiple features.

(4) (e probability density curves of HM and OWFM
have overlapping areas. (rough the setting
threshold range of Pdc, it is possible to distinguish
between HM and OWFM.

3.4. 8reshold of Fault Multiple Features. (e probability
distribution of fault multiple features with different fault
types was determined using the probability statistics and the
advantage criterion of the maximum overall average
membership. (e threshold range of fault multiple features
with different fault types can be calculated by the following
equation:

P tl ≤x≤ tu􏼈 􏼉 � 􏽚
tu

tl

f(x)dx � 1 − α, (10)

where tl and tu are the lower and upper bounds of the
threshold range, f(x) is the probability density function of
each fault multiple feature, and (1 − α) is the confidence
level.

By comparing the threshold range of fault multiple
features with different confidence levels, the optimal con-
fidence level of fault multiple features was determined. (e
confidence levels of fault multiple features were set to 95%,
90%, 85%, and 80%, and the performance of different
confidence levels was discussed. As shown in Figure 5, the
threshold ranges of fault multiple features with different
confidence levels were calculated. As can be seen from
Figure 5, the larger the confidence level setting is, the larger
the upper bound of the threshold range is and the smaller the
lower bound of the threshold range is. It means that, as the
confidence level increases, the threshold range becomes
larger.

Table 4 shows the overbound rates for different
confidence levels which can be used as a reference for the
threshold range setting of the fault multiple features. It
can be seen from Table 4 that the smaller the confidence
level is, the larger the overbound rates’ data and

overbound rates are. In order to avoid a faulty motor
being misjudged as a HM, the confidence level of fault
diagnosis for the HM was set to 90%, and the confidence
level of the faulty motor was set to 95% according to the
results in Figure 4 and Table 4. (e threshold ranges of the
HM with a confidence level of 90% were calculated by
equation (10) as shown in Figure 6.

By modeling the probability distribution of fault indi-
cators in different fault conditions, the threshold ranges of
fault multiple features with a confidence level of 90% were
calculated by equation (10). Figure 7 shows the threshold
ranges of the ISFMwith a confidence level of 95%.(e upper
and lower bounds of the threshold ranges for each fault
multiple feature are shown in Table 5, in which
fm � kcpn/60, where k, c, p, and n are the number of
commutators, the coefficient determined by the number of
commutators, the number of pole pairs, and the rotational
speed, respectively. (e speed range of the HM is
5400–6700 r/min, so the threshold range of fm is [540, 670].
Similarly, the threshold ranges of fm for other faulty motors
are shown in Table 5. It can be seen from Table 5 that the
threshold ranges of PDC of the HM and PDC of the OWFMdo
not overlap, and the HM and the OWFM can be diagnosed.

3.5. Fault Diagnosis Algorithm. (e fault classification in-
dicator di(m) was defined to measure the membership
degree of the tested motor (m) belonging to the ith motor
type (HM, ISFM, OWFM, WDFM, and AMFM), and it can
be calculated by the following equation:

di(m) � 􏽙

j�4

j�1
uij mj􏼐 􏼑, (i � 1, 2, 3, 4, 5; j � 1, 2, 3, 4),

(11)

where mj is the jth fault multiple features of the tested motor
m. uij(mj) reflects whether mj is in the threshold range of
the ith motor type, and it can be calculated by the following
equation:

uij mj􏼐 􏼑 �
1, t

l
ij ≤ mj ≤ t

u
ij,

0, mj ≤ t
l
ij ormj ≥ t

u
ij,

⎧⎪⎨

⎪⎩
(12)

where tl
ij and tu

ij are the lower and upper bound of the
threshold range of the jth fault multiple features for the ith
motor type (Table 4). According to equation (13), the tested
motor was classified.

Table 3: Probability density function of the fault multiple features.

Type of fault Pdc Pf A
HM 1/

���
2π

√
× 0.067xe− (lnx− 6.79)2/2×0.0672 7.27/237.08(x/237.08)6.27e− (x/237.08)7.27

1/
���
2π

√
× 0.025xe− (lnx− 6.67)2/2×0.0252

ISFM 1/
���
2π

√
× 0.04xe− (lnx− 7.65)2/2×0.042 1/

���
2π

√
× 54.76e− (x− 1050.22)2/2×54.762 1/

���
2π

√
× 148.47e− (x− 5632.8)2/2×148.472

OWFM 1/
���
2π

√
× 0.084xe− (lnx− 6.49)2/2×0.0842 1/

���
2π

√
× 23.38e− (x− 185.92)2/2×23.382 1/

���
2π

√
× 53.19e− (x− 861.74)2/2×53.192

WDFM 1/
���
2π

√
× 58.57e− (x− 915.66)2/2×58.572 1/

���
2π

√
× 0.052xe− (lnx− 7.21)2/2×0.0522 1/

���
2π

√
× 0228.4e− (x− 9780.93)2/2×0228.42

AMFM 1/
���
2π

√
× 97.79e− (x− 1072.4)2/2×97.792 14.6/394.56(x/394.56)13.6e− (x/394.56)14.6

1/
���
2π

√
× 139.8e− (x− 2662.9)2/2×139.82
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If d1(m) � 1, then the testedmotor is aHM,

if d2(m) � 1, then the tested motor is a ISFM,

if d3(m) � 1, then the tested motor is anOWFM,

if d4(m) � 1, then the testedmotor is aW DF M,

if d5(m) � 1, then the testedmotor is aAMFM.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(13)

3.6. Steps of the Fault Diagnosis Method. Based on the above
analysis, the MDCM fault diagnosis method is proposed and
shown in Figure 8. (e steps of the proposed fault diagnosis
method can be summarized as follows.

Step 1. Data acquisition.
(e armature currents are processed by a preamplifier,
a low-pass filter, an A/D converter, and FFT

transformation, and the values of fault multiple features
are obtained.
Step 2. Confirm the probabilistic model.
Build the probability distribution model of fault
multiple features, calculate the overall average
membership advantage of each fault multiple fea-
ture, and then determine the probabilistic model of
each fault multiple feature based on the advantage
criterion of the maximum overall average
membership.
Step 3. Calculate threshold ranges.
Calculate the threshold ranges of each fault multiple
feature using the probability model.
Step 4. Fault diagnosis.
Calculate the fault classification indicator, and then
give the fault diagnosis result of the tested motor based
on the fault diagnosis algorithm.
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Figure 4: Probability density functions of the fault multiple features in different conditions.

Shock and Vibration 7



4. Performance Analysis of the Fault
Diagnosis Method

4.1. Diagnostic Device. In order to verify the validity of the
fault diagnosis method, the fault diagnosis experiments were
performed. (e diagnostic device of MDCMs is shown in
Figure 9, which mainly includes the data collection and
processing module, the microprocessing module, and the
LCD display module. (e function of the signal acquisition
and processing module is to amplify the current signal and
remove the high-frequency noise generated by the com-
mutation. (e STM32F107VCT chip is selected as the

processor of the microprocessor module, which mainly plays
the role of A/D sampling, FFT transformation, and fault
diagnosis. (e LCD display module mainly displays the fault
multiple feature values and diagnosis results. 100 healthy
motors and 30 motors (Xiamen Dazhen Electric Co., Ltd.)
with each fault type were selected to test the proposed
method.

4.2. Diagnostic Results. (e fault diagnosis results of motors
with different faults are shown in Table 6. Table 6 shows that
one of the 100 HMs is misjudged as other faults, and the
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Figure 5: (reshold range of fault multiple features with different confidence levels: (a) Pdc, (b) Pf, and (c) A.

8 Shock and Vibration



accuracy rate of HM is 99%. (e reason is that the confi-
dence level of HM was set to 90%, and the threshold ranges
of fault multiple features were narrowed accordingly. From
Table 6, the accuracy rate of ISFM, OWFM, WDFM, and

AMFM is, respectively, 96.67%, 96.67%, 100%, and 93.33%,
and the faulty motor has not been diagnosed as the healthy
motor. (e reason is that the confidence levels of ISFM,
OWFM, WDFM, and AMFM were all set to 95%.

Table 4: Overbound rates for different confidence levels.

Confidence level (%) Fault multiple features HM (%) ISFM (%) OWFM (%) WDFM (%) AMFM (%)

95
Pdc 2.73 5.00 3.33 6.67 3.33
Pf 2.73 6.67 5.00 3.33 1.67
A 0.91 6.67 6.67 6.67 3.33

90
Pdc 10.91 10.00 3.33 8.33 5.00
Pf 7.27 11.67 10.00 8.33 11.67
A 8.18 8.33 10.00 10.00 6.67

85
Pdc 16.36 11.67 6.67 10.00 13.33
Pf 13.64 16.67 16.67 15.00 18.33
A 17.27 10.00 13.33 11.67 16.67

80
Pdc 20.00 15.00 10.00 13.33 25.00
Pf 24.55 21.67 23.33 20.00 26.67
A 25.45 13.33 15.00 16.67 20.00
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Table 5: (reshold of the fault multiple features in different conditions.

Type of fault
Pdc fm Pf A

tl
1 tu

1 tl
2 tu

2 tl
3 tu

3 tl
4 tu

4

HM 796.16 992.48 540.00 670.00 157.57 275.70 522.58 1189.41
ISFM 1942.24 2271.96 160.00 240.00 942.89 1157.55 5341.81 5923.80
OWFM 558.56 776.38 560.00 600.00 140.10 231.74 757.49 965.99
WDFM 800.86 1030.46 160.00 200.00 1221.80 1498.05 9333.27 1022.86
AMFM 880.73 1264.07 600.00 680.00 306.73 431.46 2388.89 2936.90
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Step 1 Data acquisition Step 2 Confirm probabilistic model
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To further calculate the diagnostic accuracy of the
proposed method, 3000 motors were randomly selected
from the production line, and the diagnostic accuracy of
motors is calculated and shown in Table 7. It can be seen
fromTable 7 that the accuracy rate of HMs is 99.76%, and the
faulty motor has not been diagnosed as the healthy motor. It
means that the proposedmethod can be applied to themotor
factory testing.

5. Conclusions

(is paper proposes a probability modeling approach by the
threshold ranges of each fault multiple feature. By calcu-
lating the overall average membership advantage of the four
distribution functions, the probability density of fault
multiple features can be determined; then, the threshold
ranges of fault multiple features can be obtained. Finally, the
validity of the fault diagnosis method is verified. In this
paper, the main findings and the shortcomings can be
summarized as follows:

(1) (e membership functions of the normal distri-
bution, exponential distribution, Weibull distri-
bution, and lognormal distribution are
established to calculate the maximum overall
average membership advantage of the fault
multiple features.

(2) (e maximum overall average membership advan-
tage criterion is used to determine the probability
distribution model of fault multiple features, which
solves the problem that the classical statistical
analysis is difficult to determine the optimal prob-
ability distribution model.

(3) (e threshold ranges of fault multiple features are
calculated by setting the confidence of the probability
density functions. (e motor fault diagnosis algo-
rithm is given based on the threshold range of fault
multiple features.

(4) When the proposed method is applied to other types
of motors, the probability model needs to be
retrained.
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