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Since the degradation process of fan slewing bearings is easily influenced by the external environment, it is difficult to estimate its remaining useful life (RUL) accurately. A nonlinear Wiener degradation model considering the influence of random covariate is established for the prediction of the RUL of fan slewing bearings in this study. Firstly, considering the nonlinear and non-monotonic properties of the operation process of fan slewing bearings, the degradation model of the nonlinear Wiener process of fan slewing bearings is established. Secondly, the combination of random covariate models and the nonlinear Wiener degradation process is researched. The stress effect which is used as a random covariate is introduced into the nonlinear Wiener degradation model in the form of the additive hazard model. Moreover, the closed expression for the RUL probability density function (PDF) is derived for the random variation of drift coefficients, the individual differences and the random variation of covariates. Thirdly, the maximum likelihood estimation algorithm is used to estimate the RUL parameters depending on the historical degradation data. Finally, the vibration data of fan slewing bearings monitored by sensors are used to verify the effectiveness of the proposed method. The results show that the proposed method can be used to improve the fitting degree of the model and the accuracy of RUL estimation.

1. Introduction

In recent years, with increasing concern to environmental and energy issues, wind energy as renewable energy has attracted more and more attention. Wind power generation is an important new power source in the world. Since 2005, the average annual growth rate of wind power capacity has reached 20%. It is estimated that wind power will account for 12% of the global power supply by 2030 [1]. In Europe, about 7.7% of total electricity consumption will be generated by offshore wind turbines, and the installed capacity is 66 GW [2]. The slewing bearings is one of the key components of the fan, which is used for the pitch and yaw system. For driving the pinion and gearbox, the gear is designed on the inner ring or outer ring (see Figure 1).

Unlike general-purpose industrial bearings, the large-scale fan slewing bearings is designed to be operated under harsh conditions with a high failure rate and maintenance cost [3]. During the operation of slewing bearings, the parts are subjected to alternate stress for a long time, which will cause wear and damage. At the same time, the fan slewing bearings are with low speed and under heavy load operation conditions. It is difficult to identify the faults formed and some faults can cause malignant accidents. Therefore, it is important to estimate the RUL of slewing bearings accurately [4, 5].

The widely used RUL estimation methods of slewing bearings mainly include the physical model method and the data-driven method. The physical model method is mainly based on a large number of tests and statistical analysis of engineering data. It is usually based on stress and strain,
critical plane model, material structure, etc. However, the physical model method is based on a large number of tests and statistical analysis of physical fault model data. Due to the large volume, various specifications as well as the complex load of slewing bearings, it is difficult to build the test platform and the cost is also very high. These factors hinder researchers from carrying out the experimental test.

For data-driven method, attempts to derive models directly from collected degradation data or life data, which does not depend on physical or engineering principles completely. Monitoring signal changes with the development of wear. Through researching the change of monitoring signal, the degradation process can be analyzed.

Zhang et al. [6] introduces the mixed distribution of Gaussian distribution as a distribution describing random effects in the degradation model of the diffusion process. Its drift coefficient is a linear combination of some known time-varying functions. Finally, the RUL PDF is derived. Zhang et al. [4] proposes that the features of temperature, torque, and vibration signal of the service sample and reference sample are extracted separately. PCA-based multiple sensitive features are used to establish performance decline indicators. Then, similarity between samples and reference samples can be calculated. The RUL of the sample is predicted based on the similarity. Feng et al. [7] establishes the relationship between bearing life and maximum load through the small sample bearing parameter estimation method. The RUL model of slewing bearings is established based on the Weibull distribution method. Then, the experimental analysis is performed on QNA-730-22 slewing bearings. Lu et al. [8] fuses the characteristics of vibration and other signals through principal component analysis, including the health state of operation, azimuth, peak value, wavelet energy entropy, and inherent mode function energy. Then, particle swarm optimization is used to optimize the degradation model of the least squares supporting vector machine. Aye and Heyns [9] obtains the optimal Gaussian process regression (GPR) by combining the existing simple mean and covariance functions to obtain the irregularity in the data of bearing degradation. GPR is improved to realize the estimation of the low error rate for the RUL of the low-speed bearing.

In the above research process, random and dynamic characteristics are not considered for the degradation process of fan slewing bearings. The random process can be better used to describe its degradation state [10–12]. Therefore, the random process is used to describe the degradation process of fan slewing bearings in this study.

Stochastic processes mainly include Wiener, Gamma, Markov, and other methods [13]. Since fan slewing bearings is influenced by internal or external factors, it has non-monotonic characteristics [14]. The Wiener process is suitable to describe the nonmonotonic nonlinear degradation process. Therefore, the Wiener process is established to estimate the RUL of fan slewing bearings. Considering the effect of historical degradation data on the degradation model, Si et al. [15] proposes a Wiener degradation process with a recursive model, in which, the drift coefficient is updated by the recursive filter and other parameters are updated by the expectation maximization (EM) algorithm. At the same time, the distribution of the drift coefficient is also considered. Finally, the RUL distribution with high precision is obtained.

Man and Zhou [16] establishes the Wiener degradation modeling with drift and uses the nonparametric baseline hazard model to build a joint modeling framework. Then, it is used to estimate the RUL of the system. However, the effect of multiple monitoring signals on the RUL is not considered. Paroissin [17] regards the Wiener process as a degradation model that starts at any time and regards the degradation process as a random delayed Wiener process. Assuming that the sample path is observed instantaneously under the same rules, statistical judgment is made according to the sampling scheme, and some progressive results are obtained. To simulate the degradation trajectory of industrial equipment, Huang et al. [18] establishes an adaptive skew-Wiener model. Making full use of prior knowledge and historical information, an online filtering algorithm for state estimation is proposed. The two-stage algorithm is used to estimate the unknown parameters. Finally, it is applied to motor bearings. Wang et al. [19] analyzes the impact of failure on the degradation process, establishes a degradation model based on the composite process and predicts the RUL distribution of the system without measuring noise online.

In these models, parametric random variables and individual differences are considered only. The effect of the external environment acting on the system degradation is ignored. Therefore, these models cannot fully reflect the process of system degradation. However, the operating environment of wind power equipment is changeable and complex, including the continuous changes of strong wind, tropical high temperature, lightning, snow, and so on [20]. In this study, the degradation effect of the external environment acting on the slewing bearing through the blade propeller is considered (such as wind speed and change of wind direction). The variety of external environments leads to changes in the speed and rotation direction of the blade. Consequently, it produces the stress effect on the slewing bearing device which is connected to the blade. When the external environment changes, the stress effect changes randomly. And, the degenerate state of slewing bearing is influenced. Then, the stress effect, which is used as a random covariate [21], is introduced into the nonlinear Wiener degradation model.

Scholars have also conducted some research on the degradation model based on covariates. Sun et al. [22] proposed that the effect of an external factor on degradation,
which is used as covariates, is introduced into the nonlinear Wiener process in the form of proportional hazard models. The proportional hazards model requires that the relationship between the failure rate function and covariates is proportional. However, in general, the degradation process of the device is randomly varying, and the relationship between the failure rate function and covariates is not strictly proportional. Therefore, proportional hazards models are not suitable for engineering practice. Si et al. [13] analyzed Wiener process-based degradation models with covariates. The combination of covariates, which is in the form of a proportional hazards model and diffusion coefficient, is Wiener process-based degradation models with covariates. Therefore, proportional hazards models are between the failure rate function and covariates is not strictly proportional. However, in general, the degradation process model requires that the relationship between the failure rate function and covariates is proportional. Hence, proportional hazards models are betweenthefailureratefunctionandcovariatesisnotstrictlyproportional.

Moreover, in many literature, when the effect of an external factor on degradation is considered, it is introduced into the degradation model in form of additive hazard models. Sun et al. [23] considers the impact of random shocks on the increments and rate of a degradation process, and the impact of random shocks is taken into a nonlinear Wiener process model in form of additive model. Chen et al. [24] proposes a nonlinear adaptive inverse Gaussian process along with the corresponding state space model considering measurement errors. The measurement errors are introduced into the degradation model in form of additive model. Therefore, the stress effect of the external environment acting on the fan slewing bearing through the blade propeller, which is used as the random covariates, is introduced into the nonlinear Wiener degradation model in the form of additive hazard models in this study. And, it provides a better estimation of the RUL of the slewing bearing.

Based on the above analysis, a nonlinear Wiener degradation model considering the effect of random covariate is established for the estimation of the RUL of fan slewing bearing in this study. Firstly, the nonlinear Wiener process is established to estimate the RUL of fan slewing bearing. Next, the combination of random covariate models and the nonlinear Wiener degradation process is researched in this study. The degradation effect of the external environment acting on the slewing bearing through the blade propeller is considered. To improve the accuracy of model estimation, the stress effect, which is used as a random covariate, is introduced into the nonlinear Wiener degradation model in the form of additive hazard models. Moreover, a closed expression for the RUL probability density function (PDF) is derived for the random variation of drift coefficients, the individual differences, and the random variation of covariates. Thirdly, the maximum likelihood estimation algorithm is used to estimate the parameters of the PDF depending on the historical degradation data. Finally, the vibration data of the fan slewing bearings monitored by sensors are used to verify the effectiveness of the proposed method.

### 2. Fan Slewing Bearing Degradation Model

#### 2.1. Nonlinear Wiener Degradation Model

Assuming that the degradation value of the parameter at time $t$ is $X(t)$, the random Wiener degradation process can be expressed as follows:

$$X(t) = X(0) + \alpha \lambda(t, \theta) + \sigma B(\tau(t, y)),$$

where $X(0)$ is the initial degenerate state. When $X(0) = 0$, the system is in a healthy state. $\alpha$ is the drift coefficient. $\lambda(t, \theta) = \int_0^t \lambda(u, \theta) du$, and $\lambda(t, \theta)$ is the continuous nondecreasing function about time $t$. $\theta$ and $y$ are the parameter vectors. $\sigma$ is the diffusion coefficient. $B(\tau(t, y))$ is the Brownian motion and it follows Gaussian distribution.

The forms of $\lambda(t, \theta)$ are $t$, $t^2$, and $\exp(bt)$. Since the degradation of slewing bearings is a nonlinear process, and $t^2$ is widely used because of its flexibility in describing linear degradation paths with $r = 1$, nonlinear concave paths with $r > 1$, and nonlinear convex paths with $r < 1$. Therefore, it is selected as $\lambda(t, \theta) = t$. The nonlinear Wiener degradation process is as follows:

$$X(t) = X(0) + \alpha t + \sigma B(\tau(t, y)).$$

Due to differences in the production materials and production processes of the system, the degradation rate in the degradation process of each system is different. Generally, the random parameter $\alpha$ represents different degradation rates, $\alpha \sim N(\mu_\alpha, \sigma_\alpha^2)$. Suppose, $r$ follows Gaussian distribution, $N(0, 1)$.

**Property 1.** The properties of the Wiener process are given as follows:

1. **Increment**
   $$X(t_i) - X(0), \ X(t_2) - X(t_1), \ldots, \ X(t_n) - X(t_{n-1})$$
   on different intervals is independent of each other

2. **Comparison**
   $X(t_i) - X(t_{i-1})$ follows Gaussian distribution, with expectation $\alpha(\Lambda(t_i, \theta) - \Lambda(t_{i-1}, \theta))$ and variance $\sigma^2(\tau(t_i; y) - \tau(t_{i-1}; y))$

According to Property 1, in the Wiener process, $X(t)$ is not a Gaussian process, and it is a degradation value.

#### 2.2. Nonlinear Wiener Degradation Model Based on Random Covariate

To estimate the RUL of a random degenerate system accurately, in practice, random variation of parameters, individual differences, and covariates effect are mainly considered [13, 25]. Parameter random variation means that the system degradation process is usually characterized by a random process. The individual difference means that the degradation paths of different equipment in the same system are different due to differences in working environment and load. The covariate effect means that the randomness of the external environment changes strongly, and it impacts on equipment degradation process through other components [20].
The degradation process of the fan slewing bearing is influenced by the external environment (such as the change of wind speed and wind direction). The variety of external environments leads to changes in the speed and rotation direction of the blade. Consequently, it produces the stress effect on the slewing bearing device that is connected to the blade. It influences the degenerate state of slewing bearing. The stress effect is a random variation.

Moreover, the proportional hazards model of covariates requires that the relationship between the failure rate function and covariates is proportional. However, in this study, the degradation process of slewing bearing is a random variation, and the relationship between the failure rate function and covariates is not strictly proportional. Generally, when the effect of an external factor on degradation is considered, it is introduced in an additive model into the degradation model. Therefore, considering the stress effect of the external environment acting on the slewing bearing through the blade propeller, as a random covariate, it is introduced into the nonlinear Wiener degradation process in the form of additive hazard models in this study. Considering the individual difference of slewing bearing samples, the random variation of drift coefficient, and the effect of a random covariate, the closed expression of RUL PDF of fan slewing bearing is derived.

The stress effect of the external environment acting on the degradation process is set as \( M \), and the total degradation state of equipment is \( Y(t) \). The actual degradation process of slewing bearing at time \( t \) consists of two parts: self-degradation at time \( t \) and the degradation of stress effect at time \( t \). The degradation model of slewing bearings is as follows:

\[
Y(t) = X(t) + M. \tag{3}
\]

In this study, the stress effect of the external environment acting on the slewing bearing through the blade propeller is considered. When the external environment changes, the stress effect changes randomly. Then, the degenerate state of slewing bearing is influenced, and the degradation of slewing bearing itself is determined by the inherent factors of the material. Therefore, the degeneration caused by stress and the degradation of slewing bearing itself is independent to each other. Since the Gamma distribution describes a monotonically increasing change process with time and the stress effect is a random variation, it may be nonmonotonous and not suitable for the Gamma distribution. Most of the external interference is assumed to be a Gaussian distribution [26]. According to the central limit theorem, the stress effect is supposed to be a Gaussian distribution, \( M \sim N(\mu_m, \sigma_m^2) \). Since, the data-driven method is used to estimate RUL, based on the feature data, expectation \( \mu_m \) and variance \( \sigma_m \) are estimated by using the maximum likelihood function, and then the stress effect is estimated.

Combining with equations (2) and (3) in this study, the nonlinear Wiener degradation model of slewing bearing considering external environmental effects is established.

\[
Y(t) = X(0) + \alpha r^t + M + \alpha B(r(t, y)). \tag{4}
\]

The PDF is given as follows. Supposing that the degradation data obtained from the condition monitoring of the product at a discrete time point \( t_k (t_k > 0) \) is \( Y(t_k) \). If the service life of the product is \( T \), \( L_k \) which is the RUL at time \( t_k \), can be expressed as \( L_k = T - t_k \). The first reaching failure threshold of the product is set as \( D \). If \( Y(t_k) \) exceeds \( D \), the product is judged to be invalid, and the definition of \( L_k \) is given.

\[
L_k = \inf \{ t_k : Y(t_k + t_k) \geq D | Y(t_k) < D \}. \tag{5}
\]

Firstly, when the drift coefficient \( \alpha \) is given, without considering the effect of external covariates, RUL PDF of \( X(t) \) at time \( t_k \) is analyzed. Once the degradation state \( \{ X(t), t \geq 0 \} \) reaches a failure threshold \( D \), the system is considered faulty. According to the definition of first passage time (FPT), the RUL can be defined as follows:

\[
T = \inf \{ t : X(t) \geq D | X(0) < D \}. \tag{6}
\]

Since it is difficult to obtain an accurate expression of the failure PDF for the nonlinear Wiener degradation model, the following equation is used to approximate the PDF according to literature [27].

\[
f(l \mid X_1, k, \theta_k) \equiv \frac{1}{\sqrt{2\pi l}} \left( \frac{S(l)}{T} + \frac{\lambda(l, \theta_k)}{\sigma} \right) \exp \left( -\frac{S^2(l)}{2l} \right). \tag{7}
\]

Among \( S(l) = 1/\sigma (D - \Lambda(l; \theta)), \Lambda(l; \theta) = \int_0^l \lambda(l; \theta) d\tau, \lambda(l, \theta) = \alpha r l^{-1}, \theta = (\mu_{i_l}, \sigma_{i_l}, r) \), and \( D_k = D - X(t_k) \), \( D_k \) is D-value between the failure threshold and the degenerate state value at time \( t_k \).

Hence, \( S(l) = 1/\sigma (D_k - \alpha (l + t_k)^r + \alpha t_k^r) \).

Let \( \theta_k = (\mu_{i_k}, \sigma_{i_k}, r) \), the PDF approximate expression of RUL \( L_k \) of \( X(t) \) at \( t_k \) is as follows:

\[
f(l_k \mid X_1, k, \theta_k) \equiv \frac{1}{\sqrt{2\pi l_k}} \left[ D_k - \alpha (l_k + t_k)^r + \alpha l_k r (l_k + t_k)^{r-1} + \alpha t_k^r \right] \cdot \exp \left( -\frac{(D_k - \alpha (l_k + t_k)^r + \alpha t_k^r)^2}{2l_k \sigma^2} \right). \tag{8}
\]

When the degradation effect of the external environment acting on the slewing bearing is considered, according to the definition of FPT, the system is considered faulty, when the degradation state \( \{ Y(t), t \geq 0 \} \) reaches threshold \( D \). According to Property 1, \( \Delta Y(t_k) = Y(t_k) - Y(t_{k-1}) \) are independent of each other and follow Gaussian distribution.
Proof

\[ Y(t_k) = X(0) + a_k t_k^r + M_k + \sigma_k B_k \left( \tau(t_k, y_k) \right), \]
\[ Y(t_{k-1}) = X(0) + a_{k-1} t_{k-1}^r + M_{k-1} + \sigma_{k-1} B_{k-1} \left( \tau(t_{k-1}, y_{k-1}) \right), \]
\[ \Delta Y(t_k) = Y(t_k) - Y(t_{k-1}) = a_k t_k^r - a_{k-1} t_{k-1}^r + M_k - M_{k-1} + \sigma_k B_k \left( \tau(t_k, y_k) \right) - \sigma_{k-1} B_{k-1} \left( \tau(t_{k-1}, y_{k-1}) \right), \]

where

\[ X_k - X_{k-1} = a_k t_k^r - a_{k-1} t_{k-1}^r + \sigma_k B_k \left( \tau(t_k, y_k) \right) - \sigma_{k-1} B_{k-1} \left( \tau(t_{k-1}, y_{k-1}) \right). \]

Next, the equivalent PDF is converted into a PDF in which historical degradation data is used to estimate the system RUL. It is assumed that the total degradation data obtained in the degradation process is \( Y_{1:k} = \{ y_1, y_2, \ldots, y_k \} \). The random covariates are supposed to be Gaussian distribution, \( M \sim N(\mu_m, \sigma_m^2) \). \( \mu_m \) and \( \sigma_m^2 \) are included in equation (14). Based on the data, \( \mu_m \) and \( \sigma_m^2 \) are estimated. The degradation state caused by external stress is \( M_{1:k} = \{ m_1, m_2, \ldots, m_k \} \), and the degradation state without considering the effect of external stress is \( X_{1:k} = \{ x_1, x_2, \ldots, x_k \} \). Since, \( y(t_k) = x(t_k) + m(t_k) \), the RUL PDF can be calculated according to \( Y_{1:k} = \{ y_1, y_2, \ldots, y_k \} \), and PDF is \( f_{L_k|Y_{1:k}}(l_k|Y_{1:k}) \). Since \( y \) and \( D \) are independent random variables, \( y \sim N(\mu_y, \sigma_y^2) \) and \( D \sim N(D - \mu_m, \sigma_m^2) \), the randomness of \( y \) and \( D \) should be considered in the calculation process. The full probability equation can be calculated according to the following equation:

\[ E_Z \left[ (a - bZ) \cdot \exp \left( -\frac{(c - dZ^2)^2}{2\gamma} \right) \right] = \frac{\gamma}{d^2 \sigma_z^2 + \gamma} \times \left( a - b \frac{d\sigma_z^2 \mu_z + \mu_z^2 \gamma}{d^2 \sigma_z^2 + \gamma} \right) \exp \left( -\frac{(c - d\mu_z)^2}{2(d^2 \sigma_z^2 + \gamma)} \right), \]

**Theorem 1.** If \( Z \sim N(\mu_z, \sigma_z^2) \) and \( a, b, c, d, y \in R \), then:
According to equation (13) and Theorem 1, $f_{l_k|Y_{1:k}}(l_k|Y_{1:k})$ can be obtained. Assuming $\alpha \sim N(\mu_\alpha, \sigma_\alpha^2)$, $D_c \sim N(D - \mu_m, \sigma_m^2)$, then:

\[
f_{l_k|Y_{1:k}}(l_k|Y_{1:k}) = \frac{1}{q \sqrt{2\pi l_k'}} \exp \left( -\frac{1}{2} \frac{(l_k + t_k - t_k')^2}{l_k'} \sigma_a^2 + q \right) \left( (l_k + t_k)^r - (l_k + t_k')^r \right) \left( l_k - (l_k + t_k)^r \right) (\sigma_a(l_k + t_k)^r + \mu_a) \left( \frac{(l_k + t_k)^r - (l_k + t_k')^r}{\sigma_a(l_k + t_k)^r + q} \right) \exp \left( -\frac{1}{2} \left( \frac{l_k + t_k - (l_k + t_k')^r}{\sigma_a(l_k + t_k)^r + q} - \frac{l_k + t_k - (l_k + t_k')^r}{\sigma_a(l_k + t_k)^r + q} \right) \right)
\]

where $q = \sigma_m^2 + l_k \sigma_a^2$. Next, equation (15) is proved.

\[
E_{D_c|a,Y_{1:k}}[f(l_k|a, D_c, Y_{1:k})] = E_{D_c|a,Y_{1:k}} \left[ -\frac{1}{\sigma \sqrt{2\pi l_k'}} \left( y_k - D_c + \alpha (l_k + t_k)^r - a l_k r (l_k + t_k)^r - \alpha t_k' \right) \cdot \exp \left( -\frac{(y_k + a (l_k + t_k)^r - \alpha t_k')^2}{2l_k \sigma_a^2} - \frac{(y_k - D_c)^2}{2l_k \sigma_a^2} \right) \right]
\]

\[
= -\frac{1}{\sqrt{2\pi l_k'q}} \left[ (y_k - D + \mu_m) l_k \sigma_a^2 + a l_k \sigma_a^2 ((l_k + t_k)^r - a q l_k (l_k + t_k)^r) \right] \exp \left( -\frac{(D - \mu_m)^2}{2q} \right),
\]

where $a = p - a l_k r (l_k + t_k)^r - \alpha t_k'$, $c = p$, $b = d = 1$, $y = l_k \delta_a^2$, $q = \delta_m^2 + l_k \delta_a^2$, and $p = y_k + a (l_k + t_k)^r - \alpha t_k'$. Furthermore, when $\alpha \sim N(\mu_\alpha, \delta_\alpha^2)$, the result is as follows:
\[ E[D_{\lambda}] \{ E[D_{\lambda}, \lambda} (f(l_k, \lambda, D, Y_{i, k})) \} = \]
\[ = - \frac{1}{\sqrt{2\pi} \sigma^2} \left[ (y_k - D + \mu_m) l_k \sigma^2 + \alpha l_k \sigma^2 \left( (l_k + t_k)^{\gamma} - \alpha l_k r(l_k + t_k)^{\gamma - 1} \right) \right] \exp \left( - \frac{(D - \mu_m)^2}{2q} \right) \]
\[ = - \frac{1}{q \sqrt{2\pi} \sigma^2} \left[ \left( \frac{1}{\left( (l_k + t_k)^{\gamma} - \alpha l_k r(l_k + t_k)^{\gamma - 1} \right) \sigma^2} \right) \left( (y_k - D + \mu_m) l_k \sigma^2 + \alpha l_k \sigma^2 \left( (l_k + t_k)^{\gamma} - \alpha l_k r(l_k + t_k)^{\gamma - 1} \right) \right) \right] \left( \frac{(D - \mu_m)^2}{2q} \right) \]
\[ \exp \left\{ \frac{[D - y_k - \mu_m - \alpha l_k \sigma^2] [D - y_k - \mu_m - \alpha l_k \sigma^2] - \alpha l_k r(l_k + t_k)^{\gamma - 1}}{2 \left( \frac{\alpha l_k \sigma^2}{\left( (l_k + t_k)^{\gamma} - \alpha l_k r(l_k + t_k)^{\gamma - 1} \right)} \right) + q} \right\}. \]

where \( a = (D - y_k - \mu_m) l_k \sigma^2, \ b = (l_k + t_k)^{\gamma} - \alpha l_k r(l_k + t_k)^{\gamma - 1}, \ e = D - y_k - \mu_m, \ d = (l_k + t_k)^{\gamma} - \alpha l_k r(l_k + t_k)^{\gamma - 1}, \) and \( y = q = \alpha l_k \sigma^2. \)

3. Parameter Estimation

Now, the parameters \( \Theta = (\mu_n, \sigma^2, \mu_m, \sigma^2, \sigma^2, r) \) in equation (14) are estimated. The parameter vector is \( \Theta = (\mu_n, \sigma^2, \mu_m, \sigma^2, \sigma^2, r) \). Assuming that \( \Omega = (\lambda_0, \lambda_1, \ldots, \lambda_k) \) is a drift coefficient vector up to \( \lambda_k \) to reflect the update process of \( \Theta, \Theta_k = (\mu_{n,k}, \sigma^2_{a,k}, \mu_{m,k}, \sigma^2_{m,k}, \sigma^2, r_k) \) is used to represent the parameter vector based on the degradation observation value \( Y_{i, k} \) and the parameter estimation vector is expressed as \( \Theta_k = (\mu_{n,k}, \sigma^2_{a,k}, \mu_{m,k}, \sigma^2_{m,k}, \sigma^2, r_k) \). To estimate \( \Theta_k \), the maximum likelihood function is used to calculate.

Assuming that the degradation state data of the operating system are measured in the order of time \( 0 < t_0 < t_1 < \ldots < t_k \) and the measurement interval is the same. The corresponding degradation observation value is \( Y_{1, k} = \{ y_{1,1}, y_{2,2}, \ldots, y_{k,k} \} \). According to equations (2) and (3), the degradation observation value can be expressed as:
\[ Y(t) = \alpha \Lambda(t; \Theta) + \sigma B(t) + M(t) \]
Assuming that, \( \alpha \) follows Gaussian distribution, \( \alpha \sim N(\mu_n, \sigma_n^2) \), \( M(t) \) follows Gaussian process, \( M(t) \sim (\mu_m, \sigma_m^2) \). According to the property of the Wiener process, \( \Delta Y_i \) follows Gaussian distribution, \( \Delta Y_i = N(\mu_n \Lambda(t_i), \mu_m 1_i, \sigma^2 P_i + \sigma^2 m 1_i 1_i + \sigma^2 n) \Lambda(t_i) \Lambda(t_i) \), where \( 1_i = (1, 1, \ldots, 1) \) is a \( n_i \) dimensional vector of 1 element.

The maximum likelihood estimation method is used to determine the estimated value of parameters in this study. Let

\[ l(\Theta, r | Y) = - \ln (2\pi) \frac{m}{2} \sum_{i=1}^{n_i} \frac{1}{2} \sum_{i=1}^{m} \ln |\Sigma| - \frac{1}{2} \sum_{i=1}^{m} (Y_i - \eta_i)^t \Sigma^{-1} (Y_i - \eta_i). \]

Furthermore, the log-likelihood function of \( Y \) is as follows:

\[ l(\Theta, r | Y) = - \ln (2\pi) \frac{m}{2} \sum_{i=1}^{n_i} \frac{1}{2} \sum_{i=1}^{m} \ln |\Sigma| - \frac{1}{2} \sum_{i=1}^{m} (Y_i - \eta_i)^t \Sigma^{-1} (Y_i - \eta_i). \]
where $\Theta = (\Theta_1, \Theta_2, \ldots, \Theta_m)$.

$r$ is fixed and $l(\Theta | X)$ is maximized the maximum likelihood estimation value $(\hat{\Theta}_i | r)$ of $\Theta_i$ is obtained.

$$
\begin{align*}
(\mu_a | r) &= \frac{\sum_{i=1}^{m} \left( \psi_i \Lambda_{i}^{-1} Y_i + Y_i \Lambda_{i}^{-1} \psi_i - \psi_i \Lambda_{i}^{-1} \sum_{i=1}^{m} \Lambda_{i} - \psi_i \Lambda_{i}^{-1} \sum_{i=1}^{m} \Lambda_{i} \right)}{\sum_{i=1}^{m} 2 \psi_i \Lambda_{i}^{-1} \psi_i}, \\
\left( \sigma_a^2 | r \right) &= \frac{\sum_{i=1}^{m} \left( Y_i - \bar{\eta}_i \right) \left( \psi_i \Lambda_{i}^{-1} \right)^{-1} \left( Y_i - \bar{\eta}_i \right)}{\sum_{i=1}^{m}}, \\
(\mu_m | r) &= \frac{\sum_{i=1}^{m} \left( \Lambda_{i}^{-1} \psi_i + \psi_i \Lambda_{i}^{-1} \psi_i - \psi_i \Lambda_{i}^{-1} \sum_{i=1}^{m} \Lambda_{i} \right)}{\sum_{i=1}^{m} 2 \psi_i \Lambda_{i}^{-1} \psi_i}, \\
\left( \sigma_m^2 | r \right) &= \frac{\sum_{i=1}^{m} \left( Y_i - \bar{\eta}_i \right) \left( \psi_i \Lambda_{i}^{-1} \right)^{-1} \left( Y_i - \bar{\eta}_i \right)}{\sum_{i=1}^{m}}, \\
(\sigma^2 | r) &= \frac{\sum_{i=1}^{m} \left( Y_i - \bar{\eta}_i \right) \left( \psi_i \Lambda_{i}^{-1} \right)^{-1} \left( Y_i - \bar{\eta}_i \right)}{\sum_{i=1}^{m}}.
\end{align*}
$$

Let $(\hat{\Theta}_i | r), i = 1, 2, \ldots, m$ be used in equations (21) and (27) to estimate $r$.

The results are as follows:

$$
\begin{align*}
\text{ll}(r | X_i, \hat{\Theta}_i, i = 1, 2, \ldots, m | r) &\propto -\frac{1}{2} \sum_{i=1}^{m} \ln |\Sigma_i| - \frac{1}{2} \sum_{i=1}^{m} (Y_i - \eta_i)' \Lambda_i^{-1} (Y_i - \eta_i), \\
\text{ll}(\hat{r} | X, \hat{\Theta}) &\propto -\frac{1}{2} \sum_{i=1}^{m} \ln |\Sigma_i| - \frac{1}{2} \sum_{i=1}^{m} (Y_i - \eta_i)' \Lambda_i^{-1} (Y_i - \eta_i).
\end{align*}
$$

Using one-dimensional search method, the estimated value $\hat{r}$ of $r$ can be obtained, then $\hat{r}$ is used in equations (22)–(26) to determine $\hat{\Theta}_i$.

### 4. Case Analysis

To verify the effectiveness of the methods, the degradation data of fan slewing bearings obtained from the actual measurement are used for analysis. Original data comes from the acceleration data of fan slewing bearings provided by Yang et al. According to Lin et al., the material of the yaw and pitch bearing is 42CrMo. The sampling frequency of the sensor is 25.6 kHz. The sampling time and the sampling interval are 1 min and 20 min, respectively. By converting the number of sampling points into the detection time, the curve of degradation data can be obtained.

During the test, the a1 data, a2 data, and a3 data are vibration data collected by three sensors. The 3 groups of data have a small initial amplitude, gentle growth in the middle period, and a sharp increase in the later period. These are consistent with the general trend of signal change during device degradation. Therefore, the 3 groups of data are selected for the experimental validation. The 3 groups of data are fitted (see Figure 2). The characteristics of the 3 groups of data are extracted separately, then the characteristics are used for the parameter estimation. a1 characteristics value is used to test for RUL estimation.

The key to describing the RUL of slewing bearing is the extraction of the feature of the degraded state. In practice, it is difficult to obtain direct data to characterize the operating state. Usually, indirect data are used for analysis. The vibration data monitored by the sensor is used to characterize the running state in this study. At present, the commonly used characteristics [31] of signals include maximum, peak value, variance, root mean square (RMS), and kurtosis (see Table 1). The sensitivity of each signal characteristic value to the change of fan slewing bearings operating state is different. By calculating the correlation coefficient between each characteristic value and the original signal, the characteristic value characterizing the original information is selected. According to equation (28), the correlation coefficient is calculated, and the correlation coefficient of the different signal characteristic values and the original signal is shown (see Table 1).

$$
\text{Corr} = \frac{\sum_{i=1}^{n} (X_i - \overline{X}) (x_i - \overline{x})}{\sqrt{\sum_{i=1}^{n} (X_i - \overline{X})^2} \cdot \sum_{i=1}^{n} (x_i - \overline{x})^2}.
$$

(28)
These formulations are used to obtain the characteristic value of the original signal at point \( i \) \((i = 1, \ldots, n)\). \( n \) is the total number of data. \( x_i \) represents the original data signal value at point \( i \), \( X \) is the mean of an characteristic value in the time domain, \( X_i \) is a characteristic value of the original signal at point \( i \), and \( \Delta t \) is the sampling time.

Considering that the vibration signal obtained has the effect of positive and negative values, the RMS is one of the important indicators to characterize the degree of the signal, which can better reflect the change of slewing bearing performance state, and it is easy to calculate. Therefore, the RMS is only selected for feature extraction in this study.

The characteristic values extracted from the 3 groups of degradation data are shown (see Figure 3). The curve contains the degradation data of 12000 min from the beginning of the run-in stage to the completion of the fatigue life test.

The overall change trend of the whole curve after removing individual singular points reflects the corresponding relationship between the wear of the monitoring points of the experimental slewing bearings and the vibration energy. The whole curve reaches a stable phase at the beginning of the run-in stages. After 9000 min, the gear wear and the amplitude increase significantly until failure occurs.

1. When the monitoring time \( t \) is 0–1000 min, the slewing bearings are in the run-in stages.
2. When the monitoring time \( t \) is 1000–9000 min, the slewing bearings are in the normal wear stage.
3. When the monitoring time \( t \) is 9000–12000 min, the characteristic value increases dramatically. It can be seen from the results after the fatigue failure of the final slewing bearings that the wear intensifies until the fault occurs at 12000 min.

According to the degradation characteristics, when the monitoring time \( t \) is \( 0.3 \times 10^3 \) min, the equipment starts to enter the degradation state. Therefore, the RUL estimation begins at \( 0.3 \times 10^3 \) min. In [8], many destructive experiments are used to obtain the failure threshold. For the same class of fan slewing bearing, the average value of the failure threshold which is calculated based on the failure threshold of the samples is \( 2.3 \times 10^{-3} \text{ mm} \cdot \text{s}^{-2} \).

### 5. Remaining Useful Life Estimation

#### 5.1. PDF of \( Y(t) \) Degradation Incremental Simulation

To verify the rationality of equation (4), Monte Carlo simulation is used to fit the PDF of \( Y(t) \) model. The \( a1 \) characteristic value is used as test data to verify. Then, \( y(t_k) - y(t_{k-1}) \) is calculated, \( \Delta y(t_k) = y(t_k) - y(t_{k-1}) \). Firstly, according to \( \Delta y(t_k) \), the occurrence frequency of \( \Delta y(t_k) \) in each interval is

\[
\begin{align*}
\text{Feature} & & \text{Feature expression} & & \text{Corr} \\
\text{Maximum} & & X_{\text{max}} & & \max |x_i| \quad 0.87 \\
\text{Peak value} & & X_{p-p} & & \max (x_i) - \min (x_i) \quad 0.82 \\
\text{Variance} & & \sigma^2 & & 1/n \sum_{i=1}^{n} (x_i - \overline{X})^2 \quad 0.86 \\
\text{RMS} & & X_{\text{RMS}}(\Delta t) & & \sqrt{1/n \sum_{i=1}^{n} x_i^2} \quad 1.00 \\
\text{Kurtosis} & & K & & 1/n \sum_{i=1}^{n} (x_i - \overline{X})^4 / \left( 1/n \sum_{i=1}^{n} (x_i - \overline{X})^2 \right)^2 \quad 0.58
\end{align*}
\]
used to replace the probability, and the histogram is obtained. To facilitate the analysis, the histogram is represented by b1.

Secondly, the curve is fitted from the probability histogram, which is represented by b2. Thirdly, the expectation and variance of $\Delta y(t_k)$ are calculated as 0.0047 and 0.0021, respectively. The PDF curve obeying the Gaussian distribution of expectation and variance is obtained, and the PDF curve is represented by b3 (see Figure 4).

As can be seen from Figure 4, through comparative analysis, b2 and b3 curves are close to each other. Therefore, the fitted curves follow the Gaussian distribution, and equation (4) proposed in this study can fit the degradation process of slewing bearing.

5.2. Experimental Verification. To facilitate analysis, the method proposed in this study is recorded as the M1 model and the traditional nonlinear Wiener degradation model is recorded as the M2 model [32]. The random Wiener degradation process of the M2 model can be expressed as follows:

$$X(t) = X(0) + \mu t + \sigma B(t).$$  \hspace{1cm} (29)

The parameter that is needed to be estimated is $\Theta' = (\mu, \sigma^2, r)$. In [14, 23], the nonlinear Wiener model with proportional hazard models is recorded as the M3 model. The RUL estimation of the fan slewing bearing begins at the monitoring time $t$. In the early stage, the degradation data is limited. To ensure the accuracy of the fitting effect, the a1, a2, and a3 data are used for training the initial parameter estimation before the monitoring time $t$, $\Theta = (\mu, \sigma^2, \mu_m, \sigma_m^2, \sigma^2, r)$, and the accuracy of the model is improved. The remaining data of a1 data are selected for testing the RUL estimation after the monitoring time $t$. Therefore, the generalization abilities of the algorithms is actually assessed.
The estimated parameter values at different monitoring points are shown in Tables 2 and 3.

Meanwhile, to compare the performance of the M1 model, M2 model, and M3 model, the Akaike information criterion (AIC) and Log-LF are introduced as the criteria to evaluate the fitting degree of modeling methods. The calculation equation is as follows:

\[
AIC = 2(y - \ln(L(\theta|Y))),
\]

where \( y \) is the number of unknown parameters in the model and \( L(\theta|Y) \) is the likelihood function value.

The Log-LF can skew the observations when overfitting occurs. In contrast to the Log-LF model, the AIC tries to find the most fitting model based on the model complexity and the correlation simultaneously. This would avoid overfitting issues, which are caused mainly by the high nonlinear and complex data [33]. Therefore, in this study, the Log-LF and AIC are calculated at 300 min, 2000 min, and 4000 min, respectively. And the Log-LF and AIC are used simultaneously to validate the fitting accuracy of three models. The AIC and Log-LF comparison of the three models is shown in Table 4.

In Tables 2 and 3, it can be concluded that the parameters, \( \Theta = (\mu_\alpha, \sigma_\alpha^2, \mu_m, \sigma_m^2, \sigma_r^2, r) \), are constantly updated with the increase of the monitoring time and degradation data. At each time, the AIC value of the M1 model is less than that of the M2 model and M3 model, and the Log-LF value of the M1 model is greater than that of the M2 model and M3 model. At the same time, the AIC value of the M3 model is less than that of the M2 model, and the Log-LF value of the M3 model is greater than that of the M2 model. Therefore, the fitting effect of the M1 model is better than that of the M2 model and M3 model and the fitting effect of the M2 model is the worst.

To verify the effectiveness of the M1 model in this study, RUL estimation results at different observation times are compared between the M1 model, M2 model, and M3 model (see Figure 5).

In Figure 5, the RUL estimation of the M1 model is compared with the RUL estimation of the M2 model, the M3 model and the real RUL. At the same, compared with the M2 models without considering the effects of the covariates, the RUL of the M1 model and M3 model considering the effects of the covariates has a higher estimation accuracy. The RUL estimation of the M1 model introducing the additive hazard model is more accurate than the RUL estimation of the M3 model introducing the proportional hazards model. The RUL estimation of the M2 model has the largest error. The estimated value of the M1 model that is proposed in this study is closer to the real value and has higher accuracy. In the early stage, less data is used, and the error is large. As the system running time increases, more monitoring data will be obtained, the estimated results will be more converged. The curve of RUL PDF becomes narrower and higher, and the variance becomes smaller. Hence, the uncertainty of estimation becomes smaller, and RUL estimation results are more accurate. It indicates that the RUL estimation of the M1 model is closer to the real value, and it has the best estimation effect.

In addition, the accuracy of the M1 model is verified. The RUL estimation results of the M1 model at different times are displayed in Figure 6. At the same time, it is compared with the RUL estimation results of the M2 model in Figure 7 and the RUL estimation results of the M3 model in Figure 8. From the results, it can be concluded that the RUL estimation accuracy of slewing bearings is significantly improved by using the M1 model method.

The accuracy of the M1 method is illustrated further by the mean square error (MSE) of RUL estimation (see Tables 5, 6, and Figure 9).
Figure 5: Continued.
Figure 5: Continued.
Equation (32) is a discrete form of equation (31). In the experimental verification, MSE is calculated using equation (32).

\[
\text{MSE}(k) = \int_0^\infty \left( l_k - \bar{l}_k \right)^2 f_{l_k | Y_{1:k}}(l_k | Y_{1:k}) \, dl_k. \tag{31}
\]

Equation (32) is a discrete form of equation (31). In the experimental verification, MSE is calculated using equation (32).

\[
\text{MSE}(k) = \frac{1}{n} \sum_{k=1}^{n} \left( l_k - \bar{l}_k \right)^2, \tag{32}
\]

where \( l_k \) represents the estimated RUL at \( t_k \), \( \bar{l}_k \) represents the real RUL at time \( t_k \), and \( n \) is the total number of predictions at time \( t_k \).

According to equation (32), RUL MSE can be calculated at each time. In Figure 9 and Tables 5 and 6, it can be obtained from that when the observation time is \( 0.3 \times 10^4 \) min, the relative error and MSE are relatively large. With increasing observation data, the relative error and MSE gradually decrease. It indicates that RUL estimation is more accurate. At time \( 11 \times 10^4 \) min, since, the slewing bearings is on the verge of failure, the relative error increases. But MSE still tends to decrease. At the same time, compared to the estimation results of the M2 model and the M3 model, the M1 method has higher accuracy and can be effectively used to fit the degenerative process of fan slewing bearing.
Figure 7: RUL estimation of the M2 model in a1 sample.

Figure 8: RUL estimation of the M3 model in a1 sample.

Table 5: Error analysis of RUL estimation value of the M1 model and M2 model.

<table>
<thead>
<tr>
<th>Measurement time (×10^3 min)</th>
<th>M1 Model (10^3 mm·s^{-2})</th>
<th>Relative error (%)</th>
<th>MSE (10^{-3})</th>
<th>M2 Model (10^3 mm·s^{-2})</th>
<th>Relative error (%)</th>
<th>Real values (10^3 mm·s^{-2})</th>
<th>MSE (10^{-3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>7</td>
<td>40</td>
<td>22.09</td>
<td>3.55</td>
<td>70</td>
<td>11.7</td>
<td>66.4</td>
</tr>
<tr>
<td>2</td>
<td>6.6</td>
<td>34</td>
<td>11.56</td>
<td>4.24</td>
<td>58</td>
<td>10</td>
<td>33.2</td>
</tr>
<tr>
<td>4</td>
<td>5.23</td>
<td>35</td>
<td>7.67</td>
<td>3.51</td>
<td>56</td>
<td>8</td>
<td>20.2</td>
</tr>
<tr>
<td>6</td>
<td>4.77</td>
<td>21</td>
<td>1.51</td>
<td>3.14</td>
<td>48</td>
<td>6</td>
<td>8.18</td>
</tr>
<tr>
<td>7</td>
<td>3.89</td>
<td>22</td>
<td>1.23</td>
<td>2.68</td>
<td>46</td>
<td>5</td>
<td>5.38</td>
</tr>
<tr>
<td>8</td>
<td>3.16</td>
<td>21</td>
<td>0.71</td>
<td>2.31</td>
<td>42</td>
<td>4</td>
<td>2.86</td>
</tr>
<tr>
<td>9</td>
<td>2.55</td>
<td>15</td>
<td>0.20</td>
<td>2.01</td>
<td>33</td>
<td>3</td>
<td>0.98</td>
</tr>
<tr>
<td>10</td>
<td>1.79</td>
<td>11</td>
<td>0.04</td>
<td>1.45</td>
<td>28</td>
<td>2</td>
<td>0.30</td>
</tr>
<tr>
<td>11</td>
<td>0.83</td>
<td>17</td>
<td>0.03</td>
<td>0.63</td>
<td>37</td>
<td>1</td>
<td>0.14</td>
</tr>
</tbody>
</table>
To further illustrate the effectiveness of the M1 model in predicting the RUL of fan slewing bearing, a prediction model of fan slewing bearing based on convolutional neural networks (CNN) is established and compared with the prediction method proposed in this paper. Firstly, in the fatigue test of slewing bearing, the degenerate state characteristic value before the monitoring time \( t \) is selected as the input vector of network training. Secondly, the three-layer CNN neural network is established and used to train data. Finally, the prediction curve of the degradation state at the current time is obtained by using the trained network (see Figure 10).

The predicted value is compared with the actual value through a simulation example (see Figure 10). Compared with different monitoring points at 9, 10, and 11, with the increase of training data, the error of RUL of the CNN model decreases gradually. In Figure 10(c), at the monitoring time \( 11 \times 10^3 \) min, the average failure time of the slewing bearing predicted by the CNN model is \( 12.28 \times 10^3 \) min. Compared with the CNN model, the average failure time predicted by the M1 model is \( 11.78 \times 10^3 \) min, and the average actual failure time of the slewing bearing is \( 12 \times 10^3 \) min. It can be seen that at the same monitoring

### Table 6: Error analysis of RUL estimation value of the M1 model and M3 model.

<table>
<thead>
<tr>
<th>Measurement time ((\times 10^4 \text{ min}))</th>
<th>M1 Model ((10^3 \text{ mm} \cdot \text{s}^{-2}))</th>
<th>Relative error (%)</th>
<th>MSE ((10^{-3}))</th>
<th>M3 Model ((10^3 \text{ mm} \cdot \text{s}^{-2}))</th>
<th>Relative error (%)</th>
<th>Real values ((10^3 \text{ mm} \cdot \text{s}^{-2}))</th>
<th>MSE ((10^{-3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>7</td>
<td>40</td>
<td>22.09</td>
<td>5.43</td>
<td>54</td>
<td>11.7</td>
<td>39.31</td>
</tr>
<tr>
<td>2</td>
<td>6.6</td>
<td>34</td>
<td>11.56</td>
<td>5.13</td>
<td>49</td>
<td>10</td>
<td>23.72</td>
</tr>
<tr>
<td>4</td>
<td>5.23</td>
<td>35</td>
<td>7.67</td>
<td>3.87</td>
<td>52</td>
<td>8</td>
<td>17.06</td>
</tr>
<tr>
<td>6</td>
<td>4.77</td>
<td>21</td>
<td>1.51</td>
<td>3.57</td>
<td>41</td>
<td>6</td>
<td>5.90</td>
</tr>
<tr>
<td>7</td>
<td>3.89</td>
<td>22</td>
<td>1.23</td>
<td>3.04</td>
<td>39</td>
<td>5</td>
<td>3.84</td>
</tr>
<tr>
<td>8</td>
<td>3.16</td>
<td>21</td>
<td>0.71</td>
<td>2.57</td>
<td>36</td>
<td>4</td>
<td>2.04</td>
</tr>
<tr>
<td>9</td>
<td>2.55</td>
<td>15</td>
<td>0.20</td>
<td>2.22</td>
<td>26</td>
<td>3</td>
<td>0.61</td>
</tr>
<tr>
<td>10</td>
<td>1.79</td>
<td>11</td>
<td>0.04</td>
<td>1.68</td>
<td>16</td>
<td>2</td>
<td>0.10</td>
</tr>
<tr>
<td>11</td>
<td>0.83</td>
<td>17</td>
<td>0.03</td>
<td>0.73</td>
<td>27</td>
<td>1</td>
<td>0.07</td>
</tr>
</tbody>
</table>

**Figure 9: RUL MSE comparison.**
The prediction accuracy of RUL based on the M1 model proposed in this paper is higher than that using the CNN model.

6. Conclusions

For the nonlinear and nonmonotonic nature of the degradation process of the fan slewing bearing, and to improve the accuracy of RUL estimation of the fan slewing bearing, the nonlinear Wiener process is selected to describe the degradation process of the fan slewing bearing. Ten, at the same time, the effect of the external environment acting on the degradation of fan slewing bearing is analyzed. Therefore, the stress effect of the external environment (such as wind speed and change of wind direction) acting on the slewing bearing through the blade propeller, which is used as a random covariate, is introduced into the nonlinear Wiener degradation process in the form of additive hazard model. Meanwhile, an approximate expression is derived for RUL PDF based on the first-reach time by considering the random variation in the drift coefficients, the individual variance, and the random variation of the covariate. The parameters of the degenerate models, \( \Theta = (\mu_\alpha, \delta_\alpha^2, \mu_m, \delta_m^2, \delta^2, r) \), are estimated by maximum likelihood estimation using vibration data. In this study, the \( \alpha \) sample data are tested for RUL. It is shown that as the observation time and observation data increases, the parameters, \( \Theta = (\mu_\alpha, \delta_\alpha^2, \mu_m, \delta_m^2, \delta^2, r) \), are constantly updated, and the error of RUL estimation results gradually decreases.

Compared with the nonlinear Wiener model that does not

![Figure 10: The degenerate states of the CNN model at different times. (a) \( t_k = 9 \). (b) \( t_k = 10 \). (c) \( t_k = 11 \).](image-url)
consider the effect of the external environment, and the nonlinear Wiener model with proportional hazard models, the RUL estimation results of the proposed method have high accuracy and small relative errors and MSE. Therefore, the proposed method improves the reliability of the model estimation, and it can effectively be used to model the degenerative process of fan slewing bearing.
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