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Abstract. 
We consider an interval-valued multiobjective problem. Some necessary and sufficient optimality conditions for weak efficient solutions are established under new generalized convexities with the tool-right upper-Dini-derivative, which is an extension of directional derivative. Also some duality results are proved for Wolfe and Mond-Weir duals.


1. Introduction
Recently, Yuan and Liu [1] considered some new generalized convexity concepts using right upper-Dini-derivative, which is an extension of directional derivative. Thus some optimality and duality results are established for a nondifferentiable multiobjective programming problem. For various approaches relative to generalized convexity, we refer to [2–9].
In many real-life situations data suffer from inexactness. The interval-valued optimization problems are closely related to optimization problems with inexact data. Recently, Wu [10–12] derived optimality conditions and duality results for a multiobjective programming problem with interval-valued objective functions. See also [13] and their references.
In this paper we consider an interval multiobjective optimization problem. Some new optimality conditions and duality results are stated under new generalized convexities with the tool-right upper-Dini-derivative. The paper is organized as follows. In Section 2 some definitions, notations, and some basic arithmetic of interval calculus are given. In Section 3, we state necessary optimality conditions and in Section 4 we present sufficient optimality conditions. The duality results are stated in Sections 5 and 6. The last section gives some conclusions.
2. Notations and Preliminaries
Let 
	
		
			

				ℝ
			

			

				𝑛
			

		
	
 be the 
	
		
			

				𝑛
			

		
	
-dimensional Euclidean space and let 
	
		
			

				ℝ
			

			
				𝑛
				+
			

		
	
 be its nonnegative orthant. For 
	
		
			
				𝑥
				=
				(
				𝑥
			

			

				1
			

			
				,
				…
				,
				𝑥
			

			

				𝑛
			

			
				)
				∈
				ℝ
			

			

				𝑛
			

		
	
 and 
	
		
			
				𝑦
				=
				(
				𝑦
			

			

				1
			

			
				,
				…
				,
				𝑦
			

			

				𝑛
			

			
				)
				∈
				ℝ
			

			

				𝑛
			

		
	
 we consider the following conventions:
						
	
 		
 			
				(
				1
				)
			
 		
	

	
		
			
				𝑥
				≦
				𝑦
			

			
				i
				ﬀ
			

			

				𝑥
			

			

				𝑖
			

			
				≦
				𝑦
			

			

				𝑖
			

			
				,
				𝑖
				=
			

			
				
			
			
				
				1
				,
				𝑛
			

			

				i
			

			

				.
			

			

				e
			

			
				.
				,
				𝑦
			

			

				𝑖
			

			
				−
				𝑥
			

			

				𝑖
			

			
				∈
				ℝ
			

			

				+
			

			
				,
				𝑖
				=
			

			
				
			
			
				
				;
				1
				,
				𝑛
				𝑥
				≤
				𝑦
			

			
				i
				ﬀ
			

			
				𝑥
				≦
				𝑦
				,
				𝑥
				≠
				𝑦
				;
				𝑥
				<
				𝑦
			

			
				i
				ﬀ
			

			

				𝑥
			

			

				𝑖
			

			
				<
				𝑦
			

			

				𝑖
			

			
				,
				𝑖
				=
			

			
				
			
			
				1
				,
				𝑛
				.
			

		
	

					Let 
	
		
			
				𝑋
				⊂
				ℝ
			

			

				𝑛
			

		
	
 be an arcwise connected set in Avriel and Zang [14] and Bhatia and Mehra [15] and 
	
		
			

				𝜑
			

		
	
 a real-valued function defined on 
	
		
			

				𝑋
			

		
	
. Let 
	
		
			

				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				∈
				𝑋
			

		
	
, and 
	
		
			

				𝐻
			

			

				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

		
	
 be the arc connecting 
	
		
			

				𝑥
			

			

				1
			

		
	
 and 
	
		
			

				𝑥
			

			

				2
			

		
	
 in 
	
		
			

				𝑋
			

		
	
.
Definition 1. The right derivative (or right differential) of 
	
		
			

				𝜑
			

		
	
 with respect to 
	
		
			

				𝐻
			

		
	
 at 
	
		
			
				𝑡
				=
				0
			

		
	
 is defined as 
							
	
 		
 			
				(
				2
				)
			
 		
	

	
		
			

				𝜑
			

			

				′
			

			
				
				𝐻
			

			

				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				
				0
			

			

				+
			

			
				
				
				=
				l
				i
				m
			

			
				𝑡
				→
				0
			

			

				+
			

			
				𝜑
				
				𝐻
			

			

				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				
				
				𝑥
				(
				𝑡
				)
				−
				𝜑
			

			

				1
			

			

				
			

			
				
			
			
				𝑡
				.
			

		
	

Yuan and Liu [1] give some new generalized convexity with the upper-Dini-derivative concept.
Definition 2. The right upper-Dini-derivative relative to 
	
		
			

				𝐻
			

		
	
 is defined by 
							
	
 		
 			
				(
				3
				)
			
 		
	

	
		
			
				(
				𝑑
				𝜑
				)
			

			

				+
			

			
				
				𝐻
			

			

				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				
				0
			

			

				+
			

			
				
				
				=
				l
				i
				m
				s
				u
				p
			

			
				𝑡
				→
				0
			

			

				+
			

			
				𝜑
				
				𝐻
			

			

				𝑥
			

			

				1
			

			
				,
				𝑥
			

			

				2
			

			
				
				
				𝑥
				(
				𝑡
				)
				−
				𝜑
			

			

				1
			

			

				
			

			
				
			
			
				𝑡
				.
			

		
	

Definition 3. 
	
		
			

				𝑋
			

		
	
 is locally arcwise connected 
	
		
			
				(
				𝐿
				𝐴
				𝐶
				)
			

		
	
 at 
	
		
			
				
			
			

				𝑥
			

		
	
 if for any 
	
		
			
				𝑥
				∈
				𝑋
			

		
	
 and 
	
		
			
				𝑥
				≠
			

			
				
			
			

				𝑥
			

		
	
 there exists a positive number 
	
		
			
				𝑎
				(
				𝑥
				,
			

			
				
			
			
				𝑥
				)
			

		
	
, with 
	
		
			
				0
				<
				𝑎
				(
				𝑥
				,
			

			
				
			
			
				𝑥
				)
				≦
				1
			

		
	
 and a continuous arc 
	
		
			

				𝐻
			

			
				
			
			
				𝑥
				,
				𝑥
			

		
	
 s.t. 
	
		
			

				𝐻
			

			
				
			
			
				𝑥
				,
				𝑥
			

			
				(
				𝑡
				)
				∈
				𝑋
			

		
	
 for any 
	
		
			
				𝑡
				∈
				(
				0
				,
				𝑎
				(
				𝑥
				,
			

			
				
			
			
				𝑥
				)
				)
			

		
	
. The set 
	
		
			

				𝑋
			

		
	
 is 
	
		
			
				𝐿
				𝐴
				𝐶
			

		
	
 if 
	
		
			

				𝑋
			

		
	
 is 
	
		
			
				𝐿
				𝐴
				𝐶
			

		
	
 at any 
	
		
			
				𝑥
				∈
				𝑋
			

		
	
.
Definition 4 (see [1]). Let 
	
		
			
				𝑋
				⊂
				ℝ
			

			

				𝑛
			

		
	
 be a LAC set and let 
	
		
			
				𝜑
				∶
				𝑋
				→
				ℝ
			

		
	
 be a real function defined on 
	
		
			

				𝑋
			

		
	
. The function 
	
		
			

				𝜑
			

		
	
 is said to be 
	
		
			
				(
				𝛼
				,
				𝜌
				)
			

		
	
-right upper-Dini-derivative locally arcwise connected with respect to 
	
		
			

				𝐻
			

		
	
 at 
	
		
			

				𝑢
			

		
	
, if there exist real functions 
	
		
			
				𝛼
				∶
				𝑋
				×
				𝑋
			

		
	
 
	
		
			
				→
				ℝ
			

		
	
 and 
	
		
			
				𝜌
				∶
				𝑋
				×
				𝑋
			

		
	
 
	
		
			
				→
				ℝ
			

		
	
 such that
							
	
 		
 			
				(
				4
				)
			
 		
	

	
		
			
				𝜑
				(
				𝑥
				)
				−
				𝜑
				(
				𝑢
				)
				≧
				𝛼
				(
				𝑥
				,
				𝑢
				)
				(
				𝑑
				𝜑
				)
			

			

				+
			

			
				
				𝐻
			

			
				𝑢
				,
				𝑥
			

			
				
				0
			

			

				+
			

			
				
				
				+
				𝜌
				(
				𝑥
				,
				𝑢
				)
				,
				∀
				𝑥
				∈
				𝑋
				.
			

		
	

						If 
	
		
			

				𝜑
			

		
	
 is 
	
		
			
				(
				𝛼
				,
				𝜌
				)
			

		
	
-right upper-Dini-derivative locally arcwise connected (with respect to 
	
		
			

				𝐻
			

		
	
) at 
	
		
			

				𝑢
			

		
	
 for any 
	
		
			
				𝑢
				∈
				𝑋
			

		
	
, then 
	
		
			

				𝜑
			

		
	
 is called 
	
		
			
				(
				𝛼
				,
				𝜌
				)
			

		
	
-right upper-Dini-derivative locally arcwise connected (with respect to 
	
		
			

				𝐻
			

		
	
) on 
	
		
			

				𝑋
			

		
	
.
Definition 5 (see [1]). A 
	
		
			

				𝑘
			

		
	
-dimensional vector-valued function 
	
		
			
				𝑓
				∶
				𝑋
				→
				ℝ
			

			

				𝑘
			

		
	
 is called 
	
		
			
				(
				𝛼
				,
				𝜌
				)
			

		
	
-right upper-Dini-derivative arcwise connected (with respect to 
	
		
			

				𝐻
			

		
	
) at 
	
		
			

				𝑢
			

		
	
, if the 
	
		
			

				𝑖
			

		
	
th component of 
	
		
			

				𝑓
			

		
	
 is 
	
		
			
				(
				𝛼
			

			

				𝑖
			

			
				,
				𝜌
			

			

				𝑖
			

			

				)
			

		
	
-right upper-Dini-derivative arcwise connected (with respect to 
	
		
			

				𝐻
			

		
	
) at 
	
		
			

				𝑢
			

		
	
 for 
	
		
			
				𝑖
				∈
				𝐾
			

		
	
, where 
	
		
			
				𝛼
				=
				(
				𝛼
			

			

				1
			

			
				,
				…
				,
				𝛼
			

			

				𝑘
			

			

				)
			

			

				𝑇
			

		
	
and
	
		
			
				𝜌
				=
				(
				𝜌
			

			

				1
			

			
				,
				…
				,
				𝜌
			

			

				𝑘
			

			

				)
			

			

				𝑇
			

		
	
. If 
	
		
			

				𝑓
			

		
	
 is 
	
		
			
				(
				𝛼
				,
				𝜌
				)
			

		
	
-right upper-Dini-derivative arcwise connected (with respect to 
	
		
			

				𝐻
			

		
	
) at any 
	
		
			
				𝑢
				∈
				𝑋
			

		
	
, then 
	
		
			

				𝑓
			

		
	
 is called 
	
		
			
				(
				𝛼
				,
				𝜌
				)
			

		
	
-right upper-Dini-derivative arcwise connected (with respect to 
	
		
			

				𝐻
			

		
	
) on 
	
		
			

				𝑋
			

		
	
.
Definition 6 (see [3]). A 
	
		
			

				𝑘
			

		
	
-dimensional vector-valued function 
	
		
			
				𝑓
				∶
				𝑋
				→
				ℝ
			

			

				𝑘
			

		
	
 is called convex-like (with respect to 
	
		
			

				𝜂
			

		
	
) on 
	
		
			

				𝑋
			

		
	
 if for all 
	
		
			
				𝑥
				,
				𝑢
				∈
				𝑋
			

		
	
 and any 
	
		
			
				𝑡
				∈
				[
				0
				,
				1
				]
			

		
	
, there exists 
	
		
			
				𝑧
				∈
				𝑋
			

		
	
 such that 
	
		
			
				𝑓
				(
				𝑧
				)
				≦
				𝑡
				𝑓
				(
				𝑥
				)
				+
				(
				1
				−
				𝑡
				)
				𝑓
				(
				𝑢
				)
			

		
	
.
Definition 7 (see [1]). A 
	
		
			

				𝑘
			

		
	
-dimensional vector-valued function 
	
		
			
				𝑓
				∶
				𝑋
				→
				ℝ
			

			

				𝑘
			

		
	
 is called 
	
		
			

				𝜌
			

		
	
-generalized (strong) pseudoright upper-Dini-derivative arcwise connected (with respect to 
	
		
			

				𝐻
			

		
	
) at 
	
		
			

				𝑢
			

		
	
, if there exists vector-valued function 
	
		
			

				𝜌
			

		
	
 such that 
	
		
			
				𝑓
				(
				𝑥
				)
				<
				(
				≦
				)
				𝑓
				(
				𝑢
				)
				⇒
				(
				𝑑
				𝜑
				)
			

			

				+
			

			
				(
				𝐻
			

			
				𝑢
				,
				𝑥
			

			
				(
				0
			

			

				+
			

			
				)
				)
				<
				𝜌
				(
				𝑥
				,
				𝑢
				)
			

		
	
, for 
	
		
			
				𝑥
				∈
				𝑋
			

		
	
; 
	
		
			

				𝑓
			

		
	
 is called 
	
		
			

				𝜌
			

		
	
-generalized (weak) quasi-right upper-Dini-derivative arcwise connected (with respect to 
	
		
			

				𝐻
			

		
	
) at 
	
		
			

				𝑢
			

		
	
, if there exists vector-valued function 
	
		
			

				𝜌
			

		
	
 such that 
	
		
			
				𝑓
				(
				𝑥
				)
				≦
				(
				<
				)
				𝑓
				(
				𝑢
				)
				⇒
				(
				𝑑
				𝜑
				)
			

			

				+
			

			
				(
				𝐻
			

			
				𝑢
				,
				𝑥
			

			
				(
				0
			

			

				+
			

			
				)
				)
				≦
				𝜌
				(
				𝑥
				,
				𝑢
				)
			

		
	
, for 
	
		
			
				𝑥
				∈
				𝑋
			

		
	
, where 
	
		
			
				𝜌
				=
				(
				𝜌
			

			

				1
			

			

				,
			

			

				…
			

			
				,
				𝜌
			

			

				𝑘
			

			

				)
			

			

				𝑇
			

		
	
.
Lemma 8 (see [16]).  Let 
	
		
			
				𝑆
				⊂
				ℝ
			

			

				𝑛
			

		
	
 be a nonempty set and let 
	
		
			
				Ψ
				∶
				𝑆
				→
				ℝ
			

			

				𝑚
			

		
	
 be a convex-like vector-valued function on 
	
		
			

				𝑆
			

		
	
. Then either 
	
		
			
				Ψ
				(
				𝑥
				)
				<
				0
			

		
	
 has a solution 
	
		
			
				𝑥
				∈
				𝑆
			

		
	
, or there exists 
	
		
			
				𝜆
				∈
				ℝ
			

			
				𝑚
				+
			

		
	
 such that the system 
	
		
			

				𝜆
			

			

				𝑇
			

			
				Ψ
				(
				𝑥
				)
				≧
				0
			

		
	
 holds for all 
	
		
			
				𝑥
				∈
				𝑆
			

		
	
, but both are never true at the same time.
Let CBI(
	
		
			

				ℝ
			

		
	
) be the class of all closed and bounded intervals in 
	
		
			

				ℝ
			

		
	
. Thus if 
	
		
			
				𝑎
				=
				[
				𝑎
			

			

				𝐿
			

			
				,
				𝑎
			

			

				𝑈
			

			
				]
				∈
			

		
	
 CBI
	
		
			
				(
				ℝ
				)
			

		
	
, we have
						
	
 		
 			
				(
				5
				)
			
 		
	

	
		
			
				
				𝑎
				𝑎
				=
			

			

				𝐿
			

			
				,
				𝑎
			

			

				𝑈
			

			
				
				=
				
				𝑥
				∈
				ℝ
				∶
				𝑎
			

			

				𝐿
			

			
				≦
				𝑥
				≦
				𝑎
			

			

				𝑈
			

			
				
				,
			

		
	

					where 
	
		
			

				𝑎
			

			

				𝐿
			

		
	
 and 
	
		
			

				𝑎
			

			

				𝑈
			

		
	
 mean lower and upper bounds of 
	
		
			

				𝑎
			

		
	
. If 
	
		
			

				𝑎
			

			

				𝐿
			

			
				=
				𝑎
			

			

				𝑈
			

		
	
, then 
	
		
			
				𝑎
				=
				[
				𝑎
				,
				𝑎
				]
			

		
	
 is a real number. Also, let 
	
		
			
				𝑏
				=
				[
				𝑏
			

			

				𝐿
			

			
				,
				𝑏
			

			

				𝑈
			

			

				]
			

		
	
. Then, by definition we have 
						
	
 		
 			
				(
				6
				)
			
 		
	

	
		
			
				
				𝑎
				𝑎
				+
				𝑏
				=
			

			

				𝐿
			

			
				+
				𝑏
			

			

				𝐿
			

			
				,
				𝑎
			

			

				𝑈
			

			
				+
				𝑏
			

			

				𝑈
			

			
				
				,
				
				𝑎
				𝑎
				−
				𝑏
				=
			

			

				𝐿
			

			
				−
				𝑏
			

			

				𝑈
			

			
				,
				𝑎
			

			

				𝑈
			

			
				−
				𝑏
			

			

				𝐿
			

			
				
				.
			

		
	

For a real number 
	
		
			

				𝛼
			

		
	
, we have 
						
	
 		
 			
				(
				7
				)
			
 		
	

	
		
			
				⎧
				⎪
				⎨
				⎪
				⎩
				
				𝛼
				𝑎
				=
				𝛼
				𝑎
			

			

				𝐿
			

			
				,
				𝛼
				𝑎
			

			

				𝑈
			

			
				
				,
			

			
				i
				f
			

			
				
				𝛼
				>
				0
				,
				𝛼
				𝑎
			

			

				𝑈
			

			
				,
				𝛼
				𝑎
			

			

				𝐿
			

			
				
				,
			

			
				i
				f
			

			
				[
				]
				𝛼
				<
				0
				,
				0
				,
				0
				=
				0
				,
			

			
				i
				f
			

			
				𝛼
				=
				0
				.
			

		
	

Using [17, 18], we consider some preliminary results about interval arithmetic calculus.
Definition 9. Let 
	
		
			
				𝑎
				=
				[
				𝑎
			

			

				𝐿
			

			
				,
				𝑎
			

			

				𝑈
			

			

				]
			

		
	
and
	
		
			
				𝑏
				=
				[
				𝑏
			

			

				𝐿
			

			
				,
				𝑏
			

			

				𝑈
			

			
				]
				∈
			

		
	
 CBI
	
		
			
				(
				ℝ
				)
			

		
	
. We say that 
	
		
			

				𝑎
			

		
	
 is less than 
	
		
			

				𝑏
			

		
	
 and write 
	
		
			
				𝑎
				≺
				𝑏
			

		
	
 if 
	
		
			

				𝑎
			

			

				𝑖
			

			
				≺
				𝑏
			

			

				𝑖
			

		
	
, 
	
		
			
				∀
				𝑖
				=
			

			
				
			
			
				1
				,
				𝑛
			

		
	
.
Definition 10. Let 
	
		
			
				𝑎
				,
				𝑏
				∈
			

		
	
 CBI
	
		
			
				(
				ℝ
			

			

				𝑛
			

			

				)
			

		
	
. We say that 
	
		
			

				𝑎
			

		
	
 is less than or equal to 
	
		
			

				𝑏
			

		
	
 and write 
	
		
			
				𝑎
				≼
				𝑏
			

		
	
 if 
	
		
			

				𝑎
			

			

				𝐿
			

			
				≦
				𝑏
			

			

				𝐿
			

		
	
 and 
	
		
			

				𝑎
			

			

				𝑈
			

			
				≦
				𝑏
			

			

				𝑈
			

		
	
.
Let 
	
		
			

				𝑋
			

		
	
 be a nonempty subset of 
	
		
			

				ℝ
			

			

				𝑛
			

		
	
. A function 
	
		
			
				𝜑
				∶
				𝑋
				→
			

		
	
CBI
	
		
			
				(
				ℝ
				)
			

		
	
 is called an interval-valued function. In this case,
						
	
 		
 			
				(
				8
				)
			
 		
	

	
		
			
				
				𝜑
				𝜑
				(
				𝑥
				)
				=
			

			

				𝐿
			

			
				(
				𝑥
				)
				,
				𝜑
			

			

				𝑈
			

			
				
				,
				(
				𝑥
				)
			

		
	

					with 
	
		
			

				𝜑
			

			

				𝐿
			

			
				,
				𝜑
			

			

				𝑈
			

			
				∶
				𝑋
				⟶
				ℝ
			

		
	
, 
	
		
			

				𝜑
			

			

				𝐿
			

			
				(
				𝑥
				)
				≦
				𝜑
			

			

				𝑈
			

			
				(
				𝑥
				)
			

		
	
, 
	
		
			
				∀
				𝑥
				∈
				𝑋
			

		
	
.
We consider the following multiobjective interval-valued optimization problem:
						
	
 		
 			

				(
			
 			
				I
				V
				P
			
 			

				)
			
 		
	

	
		
			
				c
				m
				i
				n
			

			
				
				𝑓
				𝑓
				(
				𝑥
				)
				=
			

			

				1
			

			
				(
				𝑥
				)
				,
				…
				,
				𝑓
			

			

				𝑛
			

			
				
				(
				𝑥
				)
			

			
				s
				u
				b
				j
				e
				c
				t
				t
				o
			

			
				𝑔
				(
				𝑥
				)
				≦
				0
				𝑥
				∈
				𝑋
				,
			

		
	

					with 
	
		
			
				𝑔
				=
				(
				𝑔
			

			

				1
			

			
				,
				…
				,
				𝑔
			

			

				𝑚
			

			

				)
			

			

				𝑇
			

		
	
, 
	
		
			

				𝑓
			

			

				𝐿
			

			
				=
				(
				𝑓
			

			
				𝐿
				1
			

			
				,
				…
				,
				𝑓
			

			
				𝐿
				𝑘
			

			

				)
			

			

				𝑇
			

		
	
, 
	
		
			

				𝑓
			

			

				𝑈
			

			
				=
				(
				𝑓
			

			
				𝑈
				1
			

			
				,
				…
				,
				𝑓
			

			
				𝑈
				𝑘
			

			

				)
			

			

				𝑇
			

		
	
, where 
	
		
			

				𝑓
			

			
				𝐿
				𝑖
			

			
				,
				𝑓
			

			
				𝑈
				𝑖
			

			
				∶
				ℝ
			

			

				𝑛
			

			
				→
				ℝ
			

		
	
, 
	
		
			

				𝑓
			

			

				𝑖
			

			
				(
				𝑥
				)
				=
				[
				𝑓
			

			
				𝐿
				𝑖
			

			
				(
				𝑥
				)
				,
				𝑓
			

			
				𝑈
				𝑖
			

			
				(
				𝑥
				)
				]
			

		
	
 for 
	
		
			
				𝑖
				=
			

			
				
			
			
				1
				,
				𝑘
			

		
	
 and 
	
		
			

				𝑔
			

			

				𝑗
			

			
				∶
				ℝ
			

			

				𝑛
			

			
				→
				ℝ
			

		
	
, 
	
		
			
				𝑗
				=
			

			
				
			
			
				1
				,
				𝑚
			

		
	
. Let 
	
		
			

				𝑋
			

			

				0
			

			
				=
				{
				𝑥
				∈
				𝑋
				∶
				𝑔
				(
				𝑥
				)
				≦
				0
				}
			

		
	
 be the set of all feasible points of 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
. We put 
	
		
			
				𝐾
				=
				{
				1
				,
				…
				,
				𝑘
				}
			

		
	
.
Definition 11. Let 
	
		
			
				
			
			
				𝑥
				∈
				𝑋
			

		
	
. We say that 
	
		
			
				
			
			

				𝑥
			

		
	
 is a weak efficient solution of 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
 if there exists no 
	
		
			

				∼
			

			
				𝑥
				∈
				𝑋
			

		
	
 such that 
	
		
			
				𝑓
				(
			

			

				∼
			

			
				𝑥
				)
				≺
				𝑓
				(
			

			
				
			
			
				𝑥
				)
			

		
	
.
3. Necessary Optimality Conditions
In this section, we establish Fritz John and Karush-Kuhn-Tucker necessary optimality conditions for problem 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
.
Theorem 12 (Fritz John necessary condition).  Assume that 
	
		
			

				𝑥
			

			

				∗
			

		
	
 is an efficient solution for 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
. If
	
		
			
				(
				𝑑
				𝑓
			

			

				𝐿
			

			

				)
			

			

				+
			

			
				(
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			
				(
				0
			

			

				+
			

			
				)
				)
			

		
	
, 
	
		
			
				(
				𝑑
				𝑓
			

			

				𝑈
			

			

				)
			

			

				+
			

			
				(
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			
				(
				0
			

			

				+
			

			
				)
				)
			

		
	
, and 
	
		
			
				(
				𝑑
				𝑔
			

			
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

			

				)
			

			

				+
			

			
				(
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			
				(
				0
			

			

				+
			

			
				)
				)
			

		
	
 are convex-like on 
	
		
			

				𝑋
			

		
	
 with respect to the variable 
	
		
			

				𝑥
			

		
	
 and  
	
		
			

				𝑔
			

			

				𝑗
			

		
	
 is upper semicontinuous at 
	
		
			

				𝑥
			

			

				∗
			

		
	
 for 
	
		
			
				𝑗
				∈
				𝐽
				⧵
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

		
	
, then there exist 
	
		
			

				𝜉
			

			

				𝐿
			

			
				,
				𝜉
			

			

				𝑈
			

			
				∈
				ℝ
			

			
				𝑘
				+
			

		
	
, 
	
		
			
				𝜇
				∈
				ℝ
			

			
				𝑚
				+
			

		
	
, 
	
		
			
				(
				𝜉
			

			

				𝐿
			

			
				,
				𝜉
			

			

				𝑈
			

			
				,
				𝜇
				)
				≠
				0
			

		
	
 such that
							
	
 		
 			
				(
				9
				)
			
 			
				(
				1
				0
				)
			
 		
	

	
		
			
				(
				𝜉
			

			

				𝐿
			

			

				)
			

			

				𝑇
			

			

				(
			

			

				d
			

			

				𝑓
			

			

				𝐿
			

			

				)
			

			

				+
			

			
				
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			
				
				0
			

			

				+
			

			
				
				
				+
				(
				𝜉
			

			

				𝑈
			

			

				)
			

			

				𝑇
			

			

				(
			

			

				d
			

			

				𝑓
			

			

				𝑈
			

			

				)
			

			

				+
			

			
				
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			
				
				0
			

			

				+
			

			
				
				
				+
				𝜇
			

			

				𝑇
			

			

				(
			

			

				d
			

			
				𝑔
				)
			

			

				+
			

			
				
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			
				
				0
			

			

				+
			

			
				𝜇
				
				
				≧
				0
				,
				∀
				𝑥
				∈
				𝑋
				;
			

			

				𝑇
			

			
				𝑔
				
				𝑥
			

			

				∗
			

			
				
				=
				0
				.
			

		
	

Proof. We prove firstly that the following system of inequalities
							
	
 		
 			
				(
				1
				1
				)
			
 		
	

	
		
			
				(
				𝑑
				𝑓
			

			

				𝛼
			

			

				)
			

			

				+
			

			
				
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			
				
				0
			

			

				+
			

			
				
				
				
				<
				0
				,
				𝑠
				∈
				{
				𝐿
				,
				𝑈
				}
				;
			

			

				d
			

			

				𝑔
			

			
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

			

				
			

			

				+
			

			
				
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			
				
				0
			

			

				+
			

			
				
				
				<
				0
			

		
	

						has no solution for 
	
		
			
				𝑥
				∈
				𝑋
			

		
	
. We proceed by contradicting. If there exists 
	
		
			

				𝑥
			

			

				′
			

			
				∈
				𝑋
			

		
	
, a solution of this system, we get that for each 
	
		
			
				𝑖
				=
			

			
				
			
			
				1
				,
				𝑛
			

		
	
 there exist 
	
		
			

				𝛿
			

			
				𝐿
				𝑖
			

			
				>
				0
			

		
	
 and 
	
		
			

				𝛿
			

			
				𝑈
				𝑖
			

			
				>
				0
			

		
	
 such that for 
	
		
			
				𝑠
				∈
				{
				𝐿
				,
				𝑈
				}
			

		
	

	
 		
 			
				(
				1
				2
				)
			
 		
	

	
		
			

				𝑓
			

			
				𝑠
				𝑖
			

			
				
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			

				′
			

			
				
				(
				𝑡
				)
				<
				𝑓
			

			
				𝑠
				𝑖
			

			
				
				𝑥
			

			

				∗
			

			
				
				,
			

			
				f
				o
				r
			

			
				
				𝑡
				∈
				0
				,
				𝛿
			

			
				𝑠
				𝑖
			

			
				
				,
			

		
	

						and for each 
	
		
			
				𝑗
				∈
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

		
	
 there exists 
	
		
			

				𝛿
			

			

				𝑗
			

			
				>
				0
			

		
	
 such that
							
	
 		
 			
				(
				1
				3
				)
			
 		
	

	
		
			

				𝑔
			

			

				𝑗
			

			
				
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			

				′
			

			
				
				(
				𝑡
				)
				<
				𝑔
			

			

				𝑗
			

			
				
				𝑥
			

			

				∗
			

			
				
				=
				0
				,
			

			
				f
				o
				r
			

			
				
				𝑡
				∈
				0
				,
				𝛿
			

			

				𝑗
			

			
				
				.
			

		
	

						Since 
	
		
			

				𝑔
			

			

				𝑗
			

		
	
, for 
	
		
			
				𝑗
				∉
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

		
	
, is semicontinuous at 
	
		
			

				𝑥
			

			

				∗
			

		
	
, then 
	
		
			

				𝑔
			

			

				𝑗
			

			
				(
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			

				′
			

			
				(
				𝑡
				)
				)
			

		
	
 is semicontinuous at 
	
		
			
				𝑡
				=
				0
			

		
	
. Finally we get
							
	
 		
 			
				(
				1
				4
				)
			
 		
	

	
		
			

				𝑓
			

			
				𝑠
				𝑖
			

			
				
				𝐻
			

			

				𝑥
			

			

				∗
			

			

				,
			

			
				
			
			

				𝑥
			

			
				
				(
				𝑡
				)
				<
				𝑓
			

			
				𝑠
				𝑖
			

			
				
				𝑥
			

			

				∗
			

			
				
				,
			

			
				f
				o
				r
			

			
				𝑔
				𝑖
				∈
				𝐾
				,
				𝑠
				∈
				{
				𝐿
				,
				𝑈
				}
				;
			

			

				𝑗
			

			
				
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			

				′
			

			
				
				(
				𝑡
				)
				<
				0
				,
			

			
				f
				o
				r
			

			
				𝑗
				∈
				𝑀
				,
			

		
	

						for any 
	
		
			
				𝑡
				∈
				(
				0
				,
				𝛿
			

			

				0
			

			

				)
			

		
	
, where 
	
		
			

				𝛿
			

			

				0
			

			
				=
				m
				i
				n
				{
				m
				i
				n
			

			

				𝑖
			

			

				𝛿
			

			
				𝐿
				𝑖
			

			
				,
				m
				i
				n
			

			

				𝑖
			

			

				𝛿
			

			
				𝑈
				𝑖
			

			
				,
				m
				i
				n
			

			

				𝑗
			

			

				𝛿
			

			

				𝑗
			

			
				}
				>
				0
			

		
	
. These inequalities contradict that 
	
		
			

				𝑥
			

			

				∗
			

		
	
 is a weak efficient solution for 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
. Hence the systems (9) and (10) have no solution for 
	
		
			
				𝑥
				∈
				𝑋
			

		
	
. Now we can apply Lemma 8. Since 
	
		
			
				(
				𝑑
				𝑓
			

			

				𝐿
			

			

				)
			

			

				+
			

		
	
, 
	
		
			
				(
				𝑑
				𝑓
			

			

				𝑈
			

			

				)
			

			

				+
			

		
	
, and 
	
		
			
				(
				𝑑
				𝑔
			

			
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

			

				)
			

			

				+
			

			
				(
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			
				(
				0
			

			

				+
			

			
				)
				)
			

		
	
 are convex-like on 
	
		
			

				𝑋
			

		
	
, we obtain that (9) and (10) hold and the proof is complete.
Theorem 13 (Karush-Kuhn-Tucker necessary optimality condition).  Let 
	
		
			
				(
				𝑑
				𝑓
			

			

				𝐿
			

			

				)
			

			

				+
			

			
				(
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			
				(
				0
			

			

				+
			

			
				)
				)
			

		
	
, 
	
		
			
				(
				𝑑
				𝑓
			

			

				𝑈
			

			

				)
			

			

				+
			

			
				(
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			
				(
				0
			

			

				+
			

			
				)
				)
			

		
	
, and 
	
		
			
				(
				𝑑
				𝑔
			

			
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

			

				)
			

			

				+
			

			
				(
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			
				(
				0
			

			

				+
			

			
				)
				)
			

		
	
 be convex-like on 
	
		
			

				𝑋
			

		
	
 with respect to the variables 
	
		
			

				𝑥
			

		
	
 and 
	
		
			

				𝑔
			

			

				𝑗
			

		
	
, for 
	
		
			
				𝑗
				∉
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

		
	
, be upper semicontinuous at 
	
		
			

				𝑥
			

			

				∗
			

		
	
. If there exists 
	
		
			

				𝑥
			

			

				′
			

			
				∈
				𝑋
			

			

				0
			

		
	
 such that 
							
	
 		
 			
				(
				1
				5
				)
			
 		
	

	
		
			
				
				𝑑
				𝑔
			

			
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

			

				
			

			

				+
			

			
				
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			

				′
			

			
				
				0
			

			

				+
			

			
				
				
				<
				0
				,
			

		
	

						and 
	
		
			

				𝑥
			

			

				∗
			

		
	
 is a weak efficient solution for the problem 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
, then there exist 
	
		
			

				𝜉
			

			

				𝛼
			

			
				=
				(
				𝜉
			

			
				𝛼
				1
			

			
				,
				…
				,
				𝜉
			

			
				𝛼
				𝑘
			

			

				)
			

			

				𝑇
			

			
				∈
				ℝ
			

			
				𝑘
				+
			

		
	
, 
	
		
			
				𝛼
				∈
				{
				𝐿
				,
				𝑈
				}
			

		
	
, and 
	
		
			
				𝜇
				∈
				ℝ
			

			
				𝑚
				+
			

		
	
 satisfying (9), (10), and 
	
		
			
				(
				𝜉
			

			

				𝐿
			

			
				,
				𝜉
			

			

				𝑈
			

			
				)
				≠
				0
			

		
	
.
Proof. We suppose 
	
		
			
				(
				𝜉
			

			

				𝐿
			

			
				,
				𝜉
			

			

				𝑈
			

			
				)
				=
				0
			

		
	
. Then, by (9) we obtain
							
	
 		
 			
				(
				1
				6
				)
			
 		
	

	
		
			

				𝜇
			

			

				𝑇
			

			
				(
				𝑑
				𝑔
				)
			

			

				+
			

			
				
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			
				
				0
			

			

				+
			

			
				
				
				≧
				0
				,
				∀
				𝑥
				∈
				𝑋
				.
			

		
	

						Since 
	
		
			

				𝜇
			

			

				𝑗
			

			
				=
				0
			

		
	
 for 
	
		
			
				𝑗
				∈
				𝐽
				⧵
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

		
	
, by (10), and there exists 
	
		
			
				𝑗
				∈
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

		
	
 such that 
	
		
			

				𝜇
			

			

				𝑗
			

			
				>
				0
			

		
	
, by (15), it results 
	
		
			

				𝜇
			

			

				𝑇
			

			
				(
				𝑑
				𝑔
				)
			

			

				+
			

			
				(
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			

				′
			

			
				(
				0
			

			

				+
			

			
				)
				)
				<
				0
			

		
	
, which contradicts (15) and theorem is proved.
4. Sufficient Optimality Conditions
In this section we give some Karush-Kuhn-Tucker type sufficient optimality conditions under generalized convexity with upper-Dini-derivative concept.
Theorem 14.  Let 
	
		
			

				𝑥
			

			

				∗
			

		
	
 be a feasible solution of 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
. Assume that there exist 
	
		
			

				𝜉
			

			

				𝐿
			

			

				∗
			

			
				,
				𝜉
			

			

				𝑈
			

			

				∗
			

			
				,
				(
				𝜉
			

			

				𝐿
			

			

				∗
			

			
				,
				𝜉
			

			

				𝑈
			

			

				∗
			

			
				)
				≠
				0
			

		
	
 and 
	
		
			

				𝜇
			

			

				∗
			

			
				≧
				0
			

		
	
, 
	
		
			
				𝑖
				∈
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

		
	
, such that 
	
		
			

				𝑓
			

			
				𝑠
				𝑖
			

			
				(
				𝑖
				∈
				𝐾
				,
				𝑠
				∈
				{
				𝐿
				,
				𝑈
				}
				)
			

		
	
 and 
	
		
			

				𝑔
			

			

				𝑗
			

			
				(
				𝑗
				∈
				𝐽
				)
			

		
	
 are 
	
		
			
				(
				𝛼
				,
				𝜌
			

			
				𝑠
				𝑖
			

			

				)
			

		
	
 and 
	
		
			
				(
				𝛼
				,
				𝜌
			

			

				′
			

			

				𝑗
			

			

				)
			

		
	
-right upper-Dini-derivative locally arcwise connected at 
	
		
			

				𝑥
			

			

				∗
			

		
	
 with respect to 
	
		
			

				𝐻
			

		
	
, respectively. Also one assumes 
	
		
			
				𝛼
				(
				𝑥
				,
				𝑥
			

			

				∗
			

			
				)
				≧
				0
			

		
	
 and
							
	
 		
 			
				(
				1
				7
				)
			
 		
	

	
		
			
				
				𝜉
			

			

				𝐿
			

			

				∗
			

			

				
			

			

				𝑇
			

			

				𝜌
			

			

				𝐿
			

			
				
				𝑥
				,
				𝑥
			

			

				∗
			

			
				
				+
				
				𝜉
			

			

				𝑈
			

			

				∗
			

			

				
			

			

				𝑇
			

			

				𝜌
			

			

				𝑈
			

			
				
				𝑥
				,
				𝑥
			

			

				∗
			

			
				
				+
				𝜇
			

			
				∗
				𝑇
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

			

				𝜌
			

			

				′
			

			
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

			
				≧
				0
			

		
	

						hold for all 
	
		
			
				𝑥
				∈
				𝑋
			

			

				0
			

		
	
 feasible. Then 
	
		
			

				𝑥
			

			

				∗
			

		
	
 is a weak efficient solution for 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
.
Proof. We suppose to the contrary that 
	
		
			

				𝑥
			

			

				∗
			

		
	
 is not a weak efficient solution for 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
. Then there exists 
	
		
			

				𝑥
			

			

				′
			

			
				∈
				𝐷
			

		
	
 such that 
	
		
			
				𝑓
				(
				𝑥
			

			

				′
			

			
				)
				≺
				𝑓
				(
				𝑥
			

			

				∗
			

			

				)
			

		
	
. Now, since 
	
		
			
				(
				𝜉
			

			

				𝐿
			

			

				∗
			

			
				,
				𝜉
			

			

				𝑈
			

			

				∗
			

			
				)
				≥
				0
			

		
	
, 
	
		
			

				𝜇
			

			
				∗
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

			
				≧
				0
			

		
	
, and 
	
		
			

				𝑔
			

			
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

			
				(
				𝑥
			

			

				′
			

			
				)
				≦
				0
				=
				𝑔
			

			
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

			
				(
				𝑥
			

			

				∗
			

			

				)
			

		
	
, we get
							
	
 		
 			
				(
				1
				8
				)
			
 		
	

	
		
			
				
				𝜉
			

			

				𝐿
			

			

				∗
			

			

				
			

			

				𝑇
			

			
				
				𝑓
			

			

				𝐿
			

			
				
				𝑥
			

			

				′
			

			
				
				−
				𝑓
			

			

				𝐿
			

			
				
				𝑥
			

			

				∗
			

			
				
				
				+
				
				𝜉
			

			

				𝑈
			

			

				∗
			

			

				
			

			

				𝑇
			

			
				
				𝑓
			

			

				𝑈
			

			
				
				𝑥
			

			

				′
			

			
				
				−
				𝑓
			

			

				𝑈
			

			
				
				𝑥
			

			

				∗
			

			
				
				
				+
				𝜇
			

			

				∗
			

			
				𝑇
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

			
				
				𝑔
			

			
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

			
				
				𝑥
			

			

				′
			

			
				
				−
				𝑔
			

			
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

			
				
				𝑥
			

			

				∗
			

			
				
				
				<
				0
				.
			

		
	

					Since 
	
		
			

				𝑓
			

			
				𝑠
				𝑖
			

			
				(
				𝑖
				∈
				𝐾
				,
				𝑠
				∈
				{
				𝐿
				,
				𝑈
				}
				)
			

		
	
 and 
	
		
			

				𝑔
			

			

				𝑗
			

			
				(
				𝑗
				∈
				𝐽
				)
			

		
	
 are 
	
		
			
				(
				𝛼
				,
				𝜌
			

			
				𝑠
				𝑖
			

			

				)
			

		
	
 and 
	
		
			
				(
				𝛼
				,
				𝜌
			

			

				′
			

			

				𝑗
			

			

				)
			

		
	
-right upper-Dini-derivative locally arcwise connected at 
	
		
			

				𝑥
			

			

				∗
			

		
	
, by (18) we obtain
							
	
 		
 			
				(
				1
				9
				)
			
 		
	

	
		
			
				𝛼
				
				𝑥
			

			

				′
			

			
				,
				𝑥
			

			

				∗
			

			
				
				𝜉
				
				
			

			

				𝐿
			

			

				∗
			

			

				
			

			

				𝑇
			

			
				
				𝑑
				𝑓
			

			

				𝐿
			

			

				
			

			

				+
			

			
				
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			

				′
			

			
				
				0
			

			

				+
			

			
				
				+
				
				𝜉
				
				
			

			

				𝑈
			

			

				∗
			

			

				
			

			

				𝑇
			

			
				
				𝑑
				𝑓
			

			

				𝑈
			

			

				
			

			

				+
			

			
				
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			

				′
			

			
				
				0
			

			

				+
			

			
				
				
				+
				𝜇
			

			
				∗
				𝑇
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

			
				
				𝑑
				𝑔
			

			
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

			

				
			

			

				+
			

			
				
				𝐻
			

			

				𝑥
			

			

				∗
			

			
				,
				𝑥
			

			

				′
			

			
				
				0
			

			

				+
			

			
				+
				
				𝜉
				
				
			

			

				𝐿
			

			

				∗
			

			

				
			

			

				𝑇
			

			

				𝜌
			

			

				𝐿
			

			

				
			

			
				
			
			
				𝑥
				,
				𝑥
			

			

				′
			

			
				
				+
				
				𝜉
			

			

				𝑈
			

			

				∗
			

			

				
			

			

				𝑇
			

			

				𝜌
			

			

				𝑈
			

			

				
			

			
				
			
			
				𝑥
				,
				𝑥
			

			

				′
			

			
				
				<
				0
				.
			

		
	

					Now, by 
	
		
			
				𝛼
				(
			

			
				
			
			
				𝑥
				,
				𝑥
			

			

				′
			

			
				)
				≧
				0
			

		
	
 and (17) we get a contradiction. Thus the theorem is proved.
The next sufficient optimality condition is given in the case of generalized pseudo- and quasi-right upper-Dini-derivative arcwise connected type, where the proof is on the line of the above theorem.
Theorem 15.  Let 
	
		
			

				𝑥
			

			

				∗
			

		
	
 be a feasible solution of 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
. Assume that there exist 
	
		
			

				𝜉
			

			

				𝐿
			

			

				∗
			

			
				,
				𝜉
			

			
				𝑈
				∗
			

			
				,
				(
				𝜉
			

			

				𝐿
			

			

				∗
			

			
				,
				𝜉
			

			

				𝑈
			

			

				∗
			

			
				)
				≥
				0
			

		
	
 and 
	
		
			

				𝜇
			

			

				∗
			

			
				≧
				0
			

		
	
, 
	
		
			
				𝑖
				∈
				𝐽
				(
				𝑥
			

			

				∗
			

			

				)
			

		
	
, such that 
	
		
			

				𝑓
			

			

				𝑠
			

			
				(
				𝑠
				∈
				{
				𝐿
				,
				𝑈
				}
				)
			

		
	
 is generalized pseudoright upper-Dini-derivative locally arcwise connected at 
	
		
			

				𝑥
			

			

				∗
			

		
	
 with respect to 
	
		
			

				𝐻
			

		
	
 and 
	
		
			

				𝑔
			

		
	
 is 
	
		
			

				𝜌
			

			

				′
			

		
	
-generalized quasi-right upper-Dini-derivative locally arcwise connected at 
	
		
			

				𝑥
			

			

				∗
			

		
	
 with respect to 
	
		
			

				𝐻
			

		
	
, respectively. Also one assumes that there exist 
	
		
			

				𝜉
			

			

				𝐿
			

			

				∗
			

			
				,
				𝜉
			

			

				𝑈
			

			

				∗
			

			
				,
				(
				𝜉
			

			

				𝐿
			

			

				∗
			

			
				,
				𝜉
			

			

				𝑈
			

			

				∗
			

			
				)
				≥
				0
			

		
	
 and 
	
		
			

				𝜇
			

			

				∗
			

			
				≥
				0
			

		
	
 such that 
	
		
			
				(
				𝜉
			

			

				𝐿
			

			

				∗
			

			

				)
			

			

				𝑇
			

			

				𝜌
			

			

				𝐿
			

			
				(
				𝑥
				,
				𝑥
			

			

				∗
			

			
				)
				+
				(
				𝜉
			

			

				𝑈
			

			

				∗
			

			

				)
			

			

				𝑇
			

			

				𝜌
			

			

				𝑈
			

			
				(
				𝑥
				,
				𝑥
			

			

				∗
			

			
				)
				+
				𝜇
			

			
				∗
				𝑇
			

			

				𝜌
			

			

				′
			

			
				(
				𝑥
				,
				𝑥
			

			

				∗
			

			
				)
				≧
				0
			

		
	
 for any 
	
		
			
				𝑥
				∈
				𝑋
			

			

				0
			

		
	
. Then 
	
		
			

				𝑥
			

			

				∗
			

		
	
 is a weak efficient solution for 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
.
5. Wolfe Duality
Relative to 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
 we consider the following Wolfe type dual problem:
						
	
 		
 			

				(
			
 			
				I
				W
				V
				D
			
 			

				)
			
 		
	

	
		
			
				
				m
				i
				n
				Ψ
				𝑦
				,
				𝜁
			

			

				𝐿
			

			
				,
				𝜉
			

			

				𝑈
			

			
				
				,
				𝜇
				=
				𝑓
				(
				𝑦
				)
				+
				𝜇
			

			

				𝑇
			

			
				𝑔
				(
				𝑦
				)
				𝑒
			

			
				s
				u
				b
				j
				e
				c
				t
				t
				o
			

			
				
				𝜉
			

			

				𝐿
			

			

				∗
			

			

				
			

			

				𝑇
			

			
				
				𝑑
				𝑓
			

			

				𝐿
			

			

				
			

			

				+
			

			
				
				𝐻
			

			
				𝑦
				,
				𝑥
			

			
				
				0
			

			

				+
			

			
				+
				
				𝜉
				
				
			

			

				𝑈
			

			

				∗
			

			

				
			

			

				𝑇
			

			
				
				𝑑
				𝑓
			

			

				𝑈
			

			

				
			

			

				+
			

			
				
				𝐻
			

			
				𝑦
				,
				𝑥
			

			
				
				0
			

			

				+
			

			
				
				
				+
				𝜇
			

			

				𝑇
			

			
				(
				𝑑
				𝑔
				)
			

			

				+
			

			
				
				𝐻
			

			
				𝑦
				,
				𝑥
			

			
				
				0
			

			

				+
			

			
				
				
				≧
				0
				,
				∀
				𝑥
				∈
				𝑋
			

			

				0
			

			
				
				𝜉
			

			

				𝐿
			

			
				,
				𝜉
			

			

				𝑈
			

			
				
				≥
				0
				,
				𝜇
				≧
				0
				,
				𝑦
				∈
				𝑋
				,
			

		
	

					where 
	
		
			
				𝑓
				(
				𝑦
				)
				=
				[
				𝑓
			

			

				𝐿
			

			
				(
				𝑦
				)
				,
				𝑓
			

			

				𝑈
			

			
				(
				𝑦
				)
				]
			

		
	
 and 
	
		
			
				𝑒
				=
				(
				1
				,
				1
				,
				…
				,
				1
				)
			

		
	
 such that 
	
		
			
				[
				𝑒
			

			

				𝑇
			

			

				𝜉
			

			

				𝐿
			

			
				,
				𝑒
			

			

				𝑇
			

			

				𝜉
			

			

				𝑈
			

			
				]
				=
				[
				1
				,
				1
				]
				=
				1
			

		
	
. Let 
	
		
			

				𝐹
			

			

				𝐷
			

		
	
 denote the set of all feasible solutions of 
	
		
			

				(
			

			
				I
				W
				V
				D
			

			

				)
			

		
	
 and let 
	
		
			
				p
				r
			

			

				𝑋
			

			

				𝐹
			

			

				𝐷
			

		
	
 be the projection of the set 
	
		
			

				𝐹
			

			

				𝐷
			

		
	
 on 
	
		
			

				𝑋
			

		
	
. Now we present weak, strong, and strict converse duality theorems relative to 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
 and 
	
		
			

				(
			

			
				I
				W
				V
				D
			

			

				)
			

		
	
. The proofs, which will be skipped here, follow the classic lines of multiobjective optimization [4, 7] and interval optimization problems [11].
Theorem 16 (weak duality).  Let 
	
		
			

				𝑥
			

		
	
 and 
	
		
			
				(
				𝑦
				,
				𝜉
			

			

				𝐿
			

			
				,
				𝜉
			

			

				𝑈
			

			
				,
				𝜇
				)
			

		
	
 be a feasible solution for 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
 and 
	
		
			

				(
			

			
				I
				W
				V
				D
			

			

				)
			

		
	
, respectively. One supposes that 
	
		
			

				𝑓
			

			

				𝑠
			

			
				(
				𝑠
				∈
				{
				𝐿
				,
				𝑈
				}
				)
			

		
	
 and 
	
		
			

				𝑔
			

		
	
 are 
	
		
			
				(
				𝛼
				,
				𝜌
			

			

				𝑠
			

			

				)
			

		
	
 and 
	
		
			
				(
				𝛼
				,
				𝜌
			

			

				′
			

			

				)
			

		
	
-right upper-Dini-derivative arcwise connected at 
	
		
			

				𝑦
			

		
	
 on 
	
		
			

				𝑋
			

			

				0
			

			

				∪
			

			
				p
				r
			

			

				𝑋
			

			

				𝐹
			

			

				𝐷
			

		
	
 with respect to 
	
		
			

				𝐻
			

		
	
, respectively. Moreover, one assumes 
	
		
			
				𝛼
				(
				𝑥
				,
				𝑦
				)
				≧
				0
			

		
	
 and 
	
		
			
				(
				𝜉
			

			

				𝐿
			

			

				)
			

			

				𝑇
			

			

				𝜌
			

			

				𝐿
			

			
				+
				(
				𝜉
			

			

				𝑈
			

			

				)
			

			

				𝑇
			

			

				𝜌
			

			

				𝑈
			

			
				+
				𝜇
			

			

				𝑇
			

			

				𝜌
			

			

				′
			

			
				≧
				0
			

		
	
, for all 
	
		
			
				𝑥
				∈
				𝑋
			

			

				0
			

		
	
. Then the following cannot hold: 
	
		
			
				𝑓
				(
				𝑥
				)
				≺
				Ψ
				(
				𝑦
				,
				𝜉
			

			

				𝐿
			

			
				,
				𝜉
			

			

				𝑈
			

			
				,
				𝜇
				)
			

		
	
.
Theorem 17 (strong duality).  Let 
	
		
			

				𝑥
			

			

				∗
			

		
	
 be a weak efficient solution of 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
, at which the assumptions of Karush-Kuhn-Tucker necessary optimality conditions are satisfied. Then there exist 
	
		
			
				(
				𝜉
			

			

				𝐿
			

			

				∗
			

			
				,
				𝜉
			

			

				𝑈
			

			

				∗
			

			
				)
				≥
				0
			

		
	
 and 
	
		
			

				𝜇
			

			

				∗
			

			
				∈
				ℝ
			

			

				𝑚
			

		
	
 such that 
	
		
			
				(
				𝑥
			

			

				∗
			

			
				,
				𝜉
			

			

				𝐿
			

			

				∗
			

			
				,
				𝜉
			

			

				𝑈
			

			

				∗
			

			
				,
				𝜇
			

			

				∗
			

			
				)
				∈
				𝐹
			

			

				𝐷
			

		
	
 and the objective values of 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
 and 
	
		
			

				(
			

			
				I
				W
				V
				D
			

			

				)
			

		
	
 are equal. Further, if the hypotheses of weak duality theorem hold for all feasible solutions 
	
		
			
				(
				𝑦
				,
				𝜉
			

			

				𝐿
			

			
				,
				𝜉
			

			

				𝑈
			

			
				,
				𝜇
				)
			

		
	
 for 
	
		
			

				(
			

			
				I
				W
				V
				D
			

			

				)
			

		
	
, then 
	
		
			
				(
				𝑥
			

			

				∗
			

			
				,
				𝜉
			

			

				𝐿
			

			

				∗
			

			
				,
				𝜉
			

			

				𝑈
			

			

				∗
			

			
				,
				𝜇
			

			

				∗
			

			

				)
			

		
	
 is an efficient solution of 
	
		
			

				(
			

			
				I
				W
				V
				D
			

			

				)
			

		
	
.
Theorem 18 (converse duality).  Let 
	
		
			
				(
				𝑦
			

			

				∗
			

			
				,
				𝜉
			

			

				𝐿
			

			

				∗
			

			
				,
				𝜉
			

			

				𝑈
			

			

				∗
			

			
				,
				𝜇
			

			

				∗
			

			

				)
			

		
	
 be a weak efficient solution of 
	
		
			

				(
			

			
				I
				W
				V
				D
			

			

				)
			

		
	
. One assumes that 
	
		
			

				𝑓
			

			

				𝑠
			

		
	
  
	
		
			
				(
				𝑠
				∈
				{
				𝐿
				,
				𝑈
				}
				)
			

		
	
 and 
	
		
			

				𝑔
			

		
	
 are 
	
		
			
				(
				𝛼
				,
				𝜌
			

			

				𝑠
			

			

				)
			

		
	
 and 
	
		
			
				(
				𝛼
				,
				𝜌
			

			

				′
			

			

				)
			

		
	
-right upper Dini derivative arcwise connected at 
	
		
			

				𝑦
			

		
	
 on 
	
		
			

				𝑋
			

			

				0
			

			

				∪
			

			
				p
				r
			

			

				𝑋
			

			

				𝐹
			

			

				𝐷
			

		
	
 with respect to 
	
		
			

				𝐻
			

		
	
, respectively. If 
	
		
			
				𝛼
				(
				𝑥
				,
				𝑦
			

			

				∗
			

			
				)
				≧
				0
			

		
	
 and 
	
		
			
				(
				𝜉
			

			

				𝐿
			

			

				∗
			

			

				)
			

			

				𝑇
			

			

				𝜌
			

			

				𝐿
			

			
				(
				𝑥
				,
				𝑦
			

			

				∗
			

			
				)
				+
				(
				𝜉
			

			

				𝑈
			

			

				∗
			

			

				)
			

			

				𝑇
			

			

				𝜌
			

			

				𝑈
			

			
				(
				𝑥
				,
				𝑦
			

			

				∗
			

			
				)
				+
				(
				𝜇
			

			

				∗
			

			

				)
			

			

				𝑇
			

			

				𝜌
			

			

				′
			

			
				(
				𝑥
				,
				𝑦
			

			

				∗
			

			
				)
				≧
				0
			

		
	
, for all 
	
		
			
				𝑥
				∈
				𝑋
			

			

				0
			

		
	
, then 
	
		
			

				𝑦
			

			

				∗
			

		
	
 is a weak efficient solution of 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
.
6. Mond-Weir Duality
In this section we consider the following interval multiobjective dual problem, which is Mond-Weir dual type [6]:
						
	
 		
 			

				(
			
 			
				I
				M
				W
				V
				D
			
 			

				)
			
 		
	

	
		
			
				m
				a
				x
				𝑓
				(
				𝑦
				)
			

			
				s
				u
				b
				j
				e
				c
				t
				t
				o
			

			
				
				𝜉
			

			

				𝐿
			

			

				
			

			

				𝑇
			

			
				
				𝑑
				𝑓
			

			

				𝐿
			

			

				
			

			

				+
			

			
				
				𝐻
			

			
				𝑦
				,
				𝑥
			

			
				
				0
			

			

				+
			

			
				+
				
				𝜉
				
				
			

			

				𝑈
			

			

				
			

			

				𝑇
			

			
				
				𝑑
				𝑓
			

			

				𝑈
			

			

				
			

			

				+
			

			
				
				𝐻
			

			
				𝑦
				,
				𝑥
			

			
				
				0
			

			

				+
			

			
				
				
				+
				𝜇
			

			

				𝑇
			

			
				(
				𝑑
				𝑔
				)
			

			

				+
			

			
				
				𝐻
			

			
				𝑦
				,
				𝑥
			

			
				
				0
			

			

				+
			

			
				
				
				≧
				0
				,
				∀
				𝑥
				∈
				𝑋
			

			

				0
			

			

				𝜇
			

			

				𝑇
			

			
				𝜉
				𝑔
				(
				𝑦
				)
				≧
				0
			

			

				𝐿
			

			
				,
				𝜉
			

			

				𝑈
			

			
				∈
				ℝ
			

			

				𝑛
			

			
				,
				
				𝜉
			

			

				𝐿
			

			
				,
				𝜉
			

			

				𝑈
			

			
				
				≥
				0
				,
				𝜇
				≧
				0
				,
			

		
	

					where 
	
		
			
				𝑒
				=
				(
				1
				,
				…
				,
				1
				)
				∈
				ℝ
			

			

				𝑘
			

		
	
, with 
	
		
			
				[
				𝑒
			

			

				𝑇
			

			

				𝜉
			

			

				𝐿
			

			
				,
				𝑒
			

			

				𝑇
			

			

				𝜉
			

			

				𝑈
			

			
				]
				=
				[
				1
				,
				1
				]
				=
				1
			

		
	
. Let 
	
		
			

				𝐹
			

			

				𝐷
			

		
	
 denote the set of all feasible solutions of 
	
		
			

				(
			

			
				I
				M
				W
				V
				D
			

			

				)
			

		
	
 and 
	
		
			
				p
				r
			

			

				𝑋
			

			

				𝐹
			

			

				𝐷
			

		
	
 as the projection of the set 
	
		
			

				𝐹
			

			

				𝐷
			

		
	
 on 
	
		
			

				𝑋
			

		
	
.
As in Section 5, we can establish some duality results. Here, we simply state them in the next theorems.
Theorem 19 (weak duality).  Let 
	
		
			

				𝑥
			

		
	
 and 
	
		
			
				(
				𝑦
				,
				𝜉
			

			

				𝐿
			

			
				,
				𝜉
			

			

				𝑈
			

			
				,
				𝜇
				)
			

		
	
 be a feasible solution for 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
 and 
	
		
			

				(
			

			
				I
				M
				W
				V
				D
			

			

				)
			

		
	
, respectively. Assume that 
	
		
			

				𝑓
			

			

				𝑠
			

		
	
 
	
		
			
				(
				𝑠
				∈
				{
				𝐿
				,
				𝑈
				}
				)
			

		
	
 and 
	
		
			

				𝑔
			

		
	
 are 
	
		
			
				(
				𝛼
				,
				𝜌
			

			

				𝑠
			

			

				)
			

		
	
 and 
	
		
			
				(
				𝛼
				,
				𝜌
			

			

				′
			

			

				)
			

		
	
-right upper-Dini-derivative arcwise connected at 
	
		
			

				𝑦
			

		
	
 on 
	
		
			

				𝑋
			

			

				0
			

			

				∪
			

			
				p
				r
			

			

				𝑋
			

			

				𝐹
			

			

				𝐷
			

		
	
 with respect to 
	
		
			

				𝐻
			

		
	
, respectively. Also one supposes that 
	
		
			
				𝛼
				(
				𝑥
				,
				𝑦
				)
				≧
				0
			

		
	
 and 
	
		
			
				(
				𝜉
			

			

				𝐿
			

			

				)
			

			

				𝑇
			

			

				𝜌
			

			

				𝐿
			

			
				(
				𝑥
				,
				𝑦
				)
				+
				(
				𝜉
			

			

				𝑈
			

			

				)
			

			

				𝑇
			

			

				𝜌
			

			

				𝑈
			

			
				(
				𝑥
				,
				𝑦
				)
				+
				𝜇
			

			

				𝑇
			

			

				𝜌
			

			

				′
			

			
				(
				𝑥
				,
				𝑦
				)
				≧
				0
			

		
	
, for all 
	
		
			
				𝑥
				∈
				𝑋
			

			

				0
			

		
	
. Then the following cannot hold: 
	
		
			
				𝑓
				(
				𝑥
				)
				⪯
				𝑓
				(
				𝑦
				)
			

		
	
.
Theorem 20 (strong duality).  Let 
	
		
			

				𝑥
			

			

				∗
			

		
	
 be a weak efficient solution of the interval multiobjective programming problem 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
, at which the assumptions of Karush-Kuhn-Tucker necessary optimality conditions are satisfied. Then there exist 
	
		
			

				𝜉
			

			

				𝐿
			

			

				∗
			

			
				,
				𝜉
			

			

				𝑈
			

			

				∗
			

			
				∈
				ℝ
			

			

				𝑘
			

		
	
, 
	
		
			
				(
				𝜉
			

			

				𝐿
			

			

				∗
			

			
				,
				𝜉
			

			

				𝑈
			

			

				∗
			

			
				)
				≥
				0
			

		
	
, and 
	
		
			

				𝜇
			

			

				∗
			

			
				∈
				ℝ
			

			

				𝑚
			

			
				,
				𝜇
			

			

				∗
			

			
				≧
				0
			

		
	
, such that 
	
		
			
				(
				𝑥
			

			

				∗
			

			
				,
				𝜉
			

			

				𝐿
			

			

				∗
			

			
				,
				𝜉
			

			

				𝑈
			

			

				∗
			

			
				,
				𝜇
			

			

				∗
			

			

				)
			

		
	
 is a feasible solution for 
	
		
			
				(
				𝐼
				𝑀
				𝑊
				𝑉
				𝐷
				)
			

		
	
 and the objective values of 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
 and 
	
		
			

				(
			

			
				I
				M
				W
				V
				D
			

			

				)
			

		
	
 are equal. Moreover, if the weak duality result between 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
 and 
	
		
			

				(
			

			
				I
				M
				W
				V
				D
			

			

				)
			

		
	
 holds, then 
	
		
			
				(
				𝑥
			

			

				∗
			

			
				,
				𝜉
			

			

				𝐿
			

			

				∗
			

			
				,
				𝜉
			

			

				𝑈
			

			

				∗
			

			
				,
				𝜇
			

			

				∗
			

			

				)
			

		
	
 is a weak efficient solution for 
	
		
			

				(
			

			
				I
				M
				W
				V
				D
			

			

				)
			

		
	
.
Theorem 21 (converse duality).  Let 
	
		
			
				(
				𝑦
			

			

				∗
			

			
				,
				𝜉
			

			

				𝐿
			

			

				∗
			

			
				,
				𝜉
			

			

				𝑈
			

			

				∗
			

			
				,
				𝜇
			

			

				∗
			

			

				)
			

		
	
 be a weak efficient solution of 
	
		
			

				(
			

			
				I
				M
				W
				V
				D
			

			

				)
			

		
	
. Suppose that 
	
		
			

				𝑓
			

			

				𝑠
			

			
				(
				𝑠
				∈
				{
				𝐿
				,
				𝑈
				}
				)
			

		
	
 and 
	
		
			

				𝑔
			

		
	
 are 
	
		
			
				(
				𝛼
				,
				𝜌
			

			

				𝑠
			

			

				)
			

		
	
 and 
	
		
			
				(
				𝛼
				,
				𝜌
			

			

				′
			

			

				)
			

		
	
-right upper-Dini-derivative arcwise connected at 
	
		
			

				𝑦
			

		
	
 on 
	
		
			

				𝑋
			

			

				0
			

			

				∪
			

			
				p
				r
			

			

				𝑋
			

			

				𝐹
			

			

				𝐷
			

		
	
 with respect to 
	
		
			

				𝐻
			

		
	
, respectively. Further, if 
	
		
			
				𝛼
				(
				𝑥
				,
				𝑦
			

			

				∗
			

			
				)
				≧
				0
			

		
	
 and 
	
		
			
				(
				𝜉
			

			

				𝐿
			

			

				∗
			

			

				)
			

			

				𝑇
			

			

				𝜌
			

			

				𝐿
			

			
				(
				𝑥
				,
				𝑦
			

			

				∗
			

			
				)
				+
				(
				𝜉
			

			

				𝑈
			

			

				∗
			

			

				)
			

			

				𝑇
			

			

				𝜌
			

			

				𝑈
			

			
				(
				𝑥
				,
				𝑦
			

			

				∗
			

			
				)
				+
				(
				𝜇
			

			

				∗
			

			

				)
			

			

				𝑇
			

			

				𝜌
			

			

				′
			

			
				(
				𝑥
				,
				𝑦
			

			

				∗
			

			
				)
				≧
				0
			

		
	
, for all 
	
		
			
				𝑥
				∈
				𝑋
			

			

				0
			

		
	
, then 
	
		
			

				𝑦
			

			

				∗
			

		
	
 is a weak efficient solution of 
	
		
			

				(
			

			
				I
				V
				P
			

			

				)
			

		
	
.
7. Conclusions
In this paper we considered an interval multiobjective optimization problem. Some new optimality conditions and duality results were studied under the generalized convexity considered by Yuan and Liu [1]. Necessary optimality conditions and sufficient optimality conditions were derived. Duality results were established. These results can be extended to a class of univex generalized convexity of Mishra type [4] with the tool-right upper-Dini-derivative. Further it is possible to establish duality results relative to a mixed dual of Xu type [9].
Conflict of Interests
The author declares that there is no conflict of interests regarding the publication of this paper.
References
	D. Yuan and X. Liu, “Mathematical programming involving 
	
		
			
				(
				𝛼
				,
				𝜌
				)
			

		
	
 right upper-dini-derivative functions,” Filomat, vol. 27, no. 5, pp. 899–908, 2013.
	M. S. Bazaraa, H. D. Sherali, and C. M. Shetty, Nonlinear Programming: Theory and Algorithms, Wiley-Interscience, Hoboken, NJ, USA, 2006.
	E. Elster and R. N. Nashe, “Optimality condition for some nonconvex problems,” in Optimization Techniques, vol. 23 of Lecture Notes in Control and Information Sciences, pp. 1–9, Springer, New York, NY, USA, 1980.
	S. K. Mishra and G. Giorgi, Invexity and Optimization, vol. 88 of Nonconvex Optimization and Its Applications, Springer, Berlin, Germany, 2008.
	S. K. Mishra, M. Jaiswal, and H. A. Le Thi, “Nonsmooth semi-infinite programming problem using Limiting subdifferentials,” Journal of Global Optimization, pp. 1–12, 2011.
	B. Mond and T. Weir, “Generalized concavity and duality,” in Generalized Concavity in Optimization and Economics, S. Schaible and W. T. Ziemba, Eds., pp. 263–279, Academic Press, New York, NY, USA, 1981.
	V. Preda, “On efficiency and duality for multiobjective programs,” Journal of Mathematical Analysis and Applications, vol. 166, no. 2, pp. 365–377, 1992.
	V. Preda, “Optimality and duality in fractional multiple objective programming involving semilocally preinvex and related functions,” Journal of Mathematical Analysis and Applications, vol. 288, no. 2, pp. 365–382, 2003.
	Z. Xu, “Mixed type duality in multiobjective programming problems,” Journal of Mathematical Analysis and Applications, vol. 198, no. 3, pp. 621–635, 1996.
	H. C. Wu, “On interval-valued nonlinear programming problems,” Journal of Mathematical Analysis and Applications, vol. 338, no. 1, pp. 299–316, 2008.
	H. C. Wu, “Wolfe duality for interval-valued optimization,” Journal of Optimization Theory and Applications, vol. 138, no. 3, pp. 497–509, 2008.
	H. C. Wu, “Duality theory for optimization problems with interval-valued objective functions,” Journal of Optimization Theory and Applications, vol. 144, no. 3, pp. 615–628, 2010.
	A. Jayswal, I. Stancu-Minasian, and I. Ahmad, “On sufficiency and duality for a class of interval-valued programming problems,” Applied Mathematics and Computation, vol. 218, no. 8, pp. 4119–4127, 2011.
	M. Avriel and I. Zang, “Generalized arcwise-connected functions and characterizations of local-global minimum properties,” Journal of Optimization Theory and Applications, vol. 32, no. 4, pp. 407–425, 1980.
	D. Bhatia and A. Mehra, “Optimality conditions and duality involving arcwise connected and generalized arcwise connected functions,” Journal of Optimization Theory and Applications, vol. 100, no. 1, pp. 181–194, 1999.
	M. Hayashi and H. Komiya, “Perfect duality for convexlike programs,” Journal of Optimization Theory and Applications, vol. 38, no. 2, pp. 179–189, 1982.
	R. E. Moore, Method and Applications of Interval Analysis, SIAM, Philadelphia, Pa, USA, 1979.
	A. Prékopa, Stochastic Programming: Mathematics and Its Applications, Kluwer Academic, Dordrecht, The Netherlands, 1995.


OEBPS/page-template.xpgt
 

   


     
	 
    

     
	 
    


     
	 
    


     
         
             
             
             
        
    

  





OEBPS/pageMap.xml
 
                                 
                                



OEBPS/Fonts/xits-italic.otf


OEBPS/Fonts/xits-bolditalic.otf


OEBPS/Fonts/xits-regular.otf


OEBPS/Fonts/xits-math.otf


