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The coverage quality and network lifetime are two key parameters in the research of sensor networks. The coverage quality shows
direct influences on the network lifetime. Meanwhile, it is influenced by many other factors such as physical parameters and
environmental parameters. To reveal the connection between the coverage quality and the parameters of target node concerned,
a fusion coverage algorithm with controllable effective threshold is proposed based on the sensing probability model. We give
the model for the membership function of coverage intensity as well as the prediction model for the fusion operator. The range
for the effective threshold is presented according to the membership function model. Meanwhile, the maximum of the effective
coverage intensity for the target nodes within the monitoring area is derived. The derivation of the maximal fusion coverage
intensity is elaborated utilizing a processing function on the distances from the target node to the ones in the sensor node
set. Furthermore, we investigate different network properties within the monitoring area such as network coverage quality, the
dynamic change of parameters, and the network lifetime, based on the probability theory and the geometric theory. Finally, we
present numerical simulations to verify the performances of our algorithm. It is shown under different settings that, compared
with the demand coverage quality, the proposed algorithm could improve the network coverage quality by 15.66% on average. The
simulation experiment results show that our proposed algorithm has an average improvement by 10.12% and 13.23% in terms of
the performances on network coverage quality and network lifetime, respectively. The research results are enlightening to the edge
coverage and nonlinear coverage problems within the monitoring area.

1. Introduction

The wireless sensor networks (WSNs) are constructed by
thousands of sensor nodes in a self-organized and multihop
way. The WSN accomplishes data collection, data calcu-
lation, and data communication as well as data storage
and achieves an organic unification between information
of the physical surroundings [1]. The development of the
information technology has enabled the appliance ofWSNs to
various areas like national defense, environment monitoring,
rescuing, smart home, e-health, agricultural production, and
transportation [2].

Network energy consumption and the coverage quality
are two crucial problems for the research of WSNs [3].
The coverage quality determines themonitoring effectiveness
for the mobile target. The behavioral characteristic of the
coverage quality mainly manifests in the node deployment.

The key to the network energy consumption problem is
to effectively control the rapid energy exhaustion, extend
the entire network lifetime, and enhance the quality of
service (QoS). The network energy efficiency and coverage
quality are mainly determined by the reasonability of the
deployment of the sensor nodes [4]. Normally, restrained
by environmental factors such as the landscape, the sensor
nodes are deployed in a randomway. No a priori information
on the geological information of nodes is available because
of the randomness. Meanwhile, multiple sensor nodes may
exist within a certain monitoring area or monitoring spot;
that is, 𝑘-coverage comes into existence. In another case,
the randomness of deployment may also lead to uncovered
monitoring areas or monitoring spots, that is, coverage dead
zones which can only be eliminated by introducing more
deployed sensor nodes. Coverage is guaranteed for both cases
described above. However, some disadvantages inevitably
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exist. Firstly, the high-density clustering of a massive number
of sensor nodes would cause a large amount of redundant
information and the congestion of the communication link,
which restrains the scalability of the network, undermines
the network QoS, and shortens the network lifetime. Sec-
ondly, real-time monitoring and coverage for the target node
concerned cannot be guaranteed when it is located in the
coverage dead zone. As a result, the sensor nodes fail to
transmit accurate data information to aggregation nodes,
which further leads to bias and uncertainty in the collected
data information of the aggregation node. Furthermore, the
sensor nodes exhibit heterogeneity after several operation
cycles, which cause the changes of the node coverage area.
Once the target node concerned is no longer covered, the
data information collected for the target node will become
meaningless. Finally, the nature of coverage is the effective
coverage for the target node concerned, instead of all the
target nodes. The coverage effectiveness is elaborated as
follows. As the target node concerned moves through the
area, head nodes accomplish the coverage while its joint
nodes are awakened to achieve joint coverage and transmit
the collected date information on the mobile target node
to the aggregation node. For a deeper understanding of the
problem described above, a fusion coverage algorithm based
on effective threshold is proposed which could maximize the
coverage area with the least sensor nodes and ensure the real-
time coverage for the target node concerned.

Based on the discussion above, we perform investigations
on the two key problems of the sensor network, that is,
the coverage problem and the network lifetime. However,
there are still some deviations between the theoretical results
and the realistic engineering results for the coverage quality
and the network lifetime. Therefore, accurately locating the
target nodes, enhancing the coverage intensity for a certain
target node, and improving the coverage quality for the target
node concerned utilizing fusion coverage are still three open
problems which remain to be solved.

To solve these problems, we employ the membership
function of coverage intensity and the prediction model
for the fusion operator. In order to have a more accurate
estimation for the network coverage quality and extend the
system lifetime, the analyses are then performed on the range
for the effective threshold of the membership function and
themaximization problem for the effective coverage intensity
as well as the tunable range for the dynamic parameters.
Meanwhile, the derivation of the maximal fusion coverage
intensity is elaborated utilizing a processing function on the
distances from the target node to the ones in the sensor
node set. Generally speaking, the proposed algorithm is
enlightening for improving energy efficiency for sensor nodes
and extending the network lifetime.

2. Related Works

The coverage for the target node is accomplished by the
cooperation of many sensor nodes. Many experiments have
proven that as the target node enters the monitoring area,

sensor nodes could sense the target node and then accom-
plish the full coverage for the target node. However, effective
coverage, instead of full coverage, is sufficient for practical
applications. The reason is that full coverage is accomplished
at the cost of too much network energy consumption which
accelerates the network collapse. Recently, the coverage
problem of the sensor network has inspired much interest.
An ID authentication based optimized coverage protocol was
proposed in [5] where the coverage overmultiple target nodes
is accomplished by different IDs. Meanwhile, the derivation
for the coverage quality was presented when multiple target
nodes are covered.The different coverage angles of the sensor
nodes were exploited by [6] to derive the required area
for the coverage sector. Then the coverage quality for the
target node from a certain angle can be obtained. A coverage
algorithm for multiple targets was presented in [7] based
on linear programming and the clustering structure. The
optimized coverage over multiple targets is achieved via the
calculations of the network coverage probability and the
remaining energy for the nodes. The artificial intelligence
algorithm was employed in [8] during the coverage process
of the sensor nodes, that is, the swarm intelligence algorithm.
The complete deployment of the sensor nodes in the entire
network monitoring area is accomplished. For the optimiza-
tion period of the coverage probability, these two intelligent
algorithms are employed iteratively for the optimization
of the network coverage probability refinement function.
Finally, the complete coverage over the monitoring area is
achieved. A coverage control algorithm was proposed based
on node scheduling strategies [9]. The network coverage
quality to demand coverage quality ratio is taken as the
indicator of the network performance. Exploiting this rela-
tionship, a scheduling strategy was established for the sensor
nodes. As a result, the connectivity and coverage over the
entire network can be guaranteed with the minimal number
of nodes. An enhanced coverage control algorithm (ECCA)
was proposed in [10]. The derivation for the expectation
of the coverage quality was elaborated when the coverage
over the monitoring area was guaranteed. The functional
relationships among different parameters were also verified
when the random variables were mutually independent.
It was also proven that the coverage over the monitoring
area can be achieved effectively by adjusting the tunable
parameters. The mobility characteristic of the sensor nodes
was utilized by [11] to achieve the coverage over the target
node, assuming that the network connectivity is guaranteed.
Two heuristic algorithms were proposed in [11] where the
Voronoi diagram was adopted as the model for the active
area of the target nodes. The energy consumption for the
sensor nodes is then reduced to accomplish the network
energy balance and further improve the network coverage
probability. A fence coverage algorithm was proposed in [12]
to maximize the network lifetime. This algorithm starts once
the moving target node crosses the monitoring area. The
correlation between the neighbors and the sensor node is
employed to achieve the consistent coverage on the mobile
target node. Finally, the complete coverage over the target
is achieved. A distributed connectivity and coverage main-
tenance algorithm was proposed in [13]. In this algorithm,
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the redundant nodes are awakened by the working nodes
and the network connectivity is therefore guaranteed. The
effective coverage over the target node is maintained with
only a small number of mobile sensor nodes. Therefore, the
energy consumption caused by the long-distance monitoring
can be controlled and the network lifetime can be prolonged.
An energy-efficient target coverage algorithm was proposed
in [14], which constructs the network clusters based on non-
linear programming. The energy evaluation is performed for
each cluster node. The sensor nodes satisfying the coverage
condition are chosen as elements of the optimal coverage set.
Therefore, the coverage effect is optimized and the network
lifetime is prolonged. A probability-driven mechanism based
coverage algorithm was proposed in [15]. This algorithm first
establishes the coverage model for the sensor nodes and the
target nodes. Then the coverage ratio between the sensor
nodes and the target nodes is calculated based on probability
theory. Finally, the state transitioning process for the nodes
is accomplished according to the node scheduling algorithm.
As a result, the network lifetime is prolonged.

All the algorithms stated above could accomplish the
effective coverage over the monitoring area under some par-
ticular conditions.However, they exhibit somedisadvantages.
For example, the algorithms in [5–7] are high in terms of
computational complexity. The maximization of the network
lifetime was not considered in [8–10]. The refinement func-
tions in [11–13] vary significantly, which leads to inaccurate
calculation results, while the models in [14, 15] are too ideal
for practical engineering applications. Therefore, we employ
the sensing probability model and propose a fusion coverage
algorithm based on controllable effective threshold. This
algorithm achieves the network fusion coverage by adjusting
the tunable threshold parameter and efficiently prolongs the
system lifetime.

The structure of this paper is described as follows.
Section 3 performs a theoretical analysis on the network
model and presents related definitions and the energy decay
function for the sensor nodes. The CETFC algorithm is
elaborated [16]. Furthermore, the membership function is
employed to indicate the coverage intensity. For a further
improvement on the coverage quality for the target node
concerned, the coverage over the monitoring area is achieved
by adjusting the effective threshold. The functional rela-
tionship for the distances between the nodes in the sensor
node set and the target node is employed to derive the
maximum of the fusion coverage intensity. We then display
numerical simulation results in Section 4. Compared with
other algorithms, the proposed CETFC algorithm exhibits
prominent effectiveness and feasibility. Finally, we conclude
this paper in Section 5.

3. Methodology

3.1. Basic Definitions. For a better study on the coverage
problem, we make simplifications by introducing the five
following assumptions [10].

Assumption 1. At the initial phase, the sensing ranges and
communication ranges for all the nodes are in the shape of

a circle while the communication radius is twice the value of
the sensing radius.

Assumption 2. The sensor node set lies within themonitoring
area. All the nodes are synchronized during the working
phase. The boundary effect can be neglected.

Assumption 3. The location information for each node can
be obtained via the positioning algorithms while no extra
positioning device is needed.

Assumption 4. At the initial phase, all sensor nodes possess
the same sensing coverage intensity membership function.

Assumption 5. The sensing area of the sensor nodes is far
smaller than the monitoring area.

Definition 6 (coverage intensity). Assuming that the location
of an arbitrary sensor node 𝑠𝑖 is (𝑥𝑠,𝑦𝑠) while that of the target
node 𝑡𝑖 is (𝑥𝑡,𝑦𝑡), then the coverage intensity from 𝑠𝑖 to 𝑡𝑖 is
defined as

𝐼 (𝑠𝑖, 𝑡𝑖) =
{{{{{{{{{

0 𝑑 (𝑠𝑖, 𝑡𝑖) ≥ 𝑟 + 𝑟𝑚
𝑒−𝛼[𝑑(𝑠𝑖 ,𝑡𝑖)−𝑟]𝛽 𝑟 < 𝑑 (𝑠𝑖, 𝑡𝑖) < 𝑟 + 𝑟𝑚
1 𝑑 (𝑠𝑖, 𝑡𝑖) ≤ 𝑟,

(1)

where 𝛼 and 𝛽 are physical parameters with 𝛼 ∈ (0, +∞) and𝛽 ∈ (0, 1], 𝑟 is the sensing radius for the sensor node after
decay, 𝑟𝑚 is the decay distance for the sensor nodes, 𝑟 + 𝑟𝑚 is
the sensing radius of the sensor nodes, and 𝑑(𝑠𝑖, 𝑡𝑖) indicates
the Euclidean distance from the target node to the sensor
node.

Definition 7 (effective coverage intensity). Assuming that the
effective threshold is 𝑒th with 𝑒th ∈ [0, 1], when the coverage
intensity exceeds 𝑒th, that is, 𝐼(𝑠𝑖, 𝑡𝑖) > 𝑒th, the coverage
intensity 𝐼(𝑠𝑖, 𝑡𝑖) is defined as effective coverage intensity and
denoted as 𝐼𝑒(𝑠𝑖, 𝑡𝑖). Note that the effective threshold 𝑒th =
exp(−𝛼𝑟)𝛽 if and only if 𝑑(𝑠𝑖, 𝑡𝑖) = 0.
Definition 8 (membership function). The function employed
to indicate the effective coverage intensity is defined as
the effective coverage membership function and denoted
as 𝑢(𝑥, 𝑦). The range of the membership function is [0, 1].
The physical meaning of the membership function is the
membership degree of the target nodewith respect to the cov-
erage from the sensor node. A larger membership function
indicates a higher membership degree, and vice versa.

Definition 9 ((𝑀,𝐶th) fusion coverage). The fusion coverage
intensity from the nodes in the sensor node set 𝑀 to an
arbitrary target node within the monitoring area is denoted
as 𝐼𝑀. Assuming that the effective coverage threshold is 𝐶th
with 𝐶th ∈ (𝑒th, 1] and 𝐼𝑀 ≥ 𝐶th, then the sensor node set𝑀
fusion covers the target node, which is denoted as (𝑀,𝐶th).
Note that the sensor node set 𝑀 is composed of 𝑚 sensor
nodes.
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The signal is transmitted over the air and received at the
sensor nodes [17, 18] within the monitoring area. During
the transmission, the signal is attenuated by environmental
factors such as physical obstacles, which would lead to
uncertainty for the received signal at the sensor nodes [19–
21]. Furthermore, this will cause errors in the calculation
results. Affected by the factors above, the sensing radius of the
sensing node mainly depends on the environmental factors
in the monitoring area [22, 23]. During the coverage process
from the sensor node to the target node, the loss of energy
due to distance is expressed in the exponential form.

𝑃𝐿 (𝑑) = 𝑃𝐿 (𝑑0) + 10𝑛 log10 ( 𝑑𝑑0) + 𝑁𝜎, (2)

where 𝑑 indicates the Euclidean distance between the sensor
node and the target node, 𝑑0 is the reference range physical
parameter, 𝑛 stands for the energy decay parameter due to the
link distance between the sensor node and the target node,𝑁𝜎 is a random variable with mean 0 and variance 𝜎2, and𝑃𝐿(𝑑0) is the function for the average decay losswith reference
point 𝑑0, while 𝑃𝐿(𝑑0) is the average decay loss function with
reference point 𝑑.

The received signal at the sensor node can be modelled as
follows:

𝑃𝑟 = 𝑃𝑡 − 𝑃𝐿 (𝑑0) − 10𝑛 log10 ( 𝑑𝑑0) − 𝑁𝜎, (3)

where 𝑃𝑟 is the power of the received signal and 𝑃𝑡 is the
transmission power. Due to the impacts of the environmental
factors, the power of received signals from different receiving
angles is different, even for the sensor nodes at the same
location.

3.2. Fusion Coverage with Restricted Threshold. The sensor
node set composed of𝑚 sensor nodes is denoted as𝑀; that is,𝑀 = {𝑠1, 𝑠2, 𝑠3 . . . , 𝑠𝑚}. For an arbitrary target node 𝑡 within
themonitoring area, the coverage intensity for the target node𝑡 is 𝐼(𝑠𝑖, 𝑡). According to Definition 9, the fusion coverage
intensity of the set𝑀 at node 𝑡 is 𝐼𝑀. Define the fusion opera-
tor as 𝐹 : [0, 1]𝑀 → [0, 1]. Then the effective fusion coverage
intensity is

𝐼𝑀 = 𝐹 [𝐼 (𝑠1, 𝑡) , 𝐼 (𝑠2, 𝑡) , . . . , 𝐼 (𝑠𝑚, 𝑡)]
= min(1, 1𝜆 (

𝑀∏
𝑖=1

[1 + 𝜆𝐼 (𝑠𝑖, 𝑡)] − 1)) , (4)

in which 𝜆 is a ratio with range 𝜆 ∈ [−1, 0). When the
fusion coverage intensity from the set 𝑀 to the target node
is no smaller than 𝐶th, the target node is (𝑀,𝐶th) covered.
When the coverage intensity diminishes, the value of 𝜆 can
be adjusted to improve the coverage intensity and achieve the
effective coverage over the target node [3].

According to (4), 𝑘 nodes within the set 𝑀 could be
found out to achieve the maximal fusion coverage intensity
as follows:
𝐼𝑘 (𝑀, 𝑡) = max

{𝑠1 ,𝑠2⋅⋅⋅𝑠𝑘}∈𝑀
𝐹 [𝐼 (𝑠1, 𝑡) , 𝐼 (𝑠2, 𝑡) ⋅ ⋅ ⋅ 𝐼 (𝑠𝑘, 𝑡)] . (5)

According to (5), during the coverage from the set 𝑀 to
the target node set 𝑇, the minimal fusion coverage intensity
is

𝐼𝑘 𝑇 (𝑀, 𝑇)
= min
𝑡∈𝑇

{ max
{𝑠1 ,𝑠2 ⋅⋅⋅𝑠𝑘}∈𝑀

𝐹 [𝐼 (𝑠1, 𝑡) , 𝐼 (𝑠2, 𝑡) ⋅ ⋅ ⋅ 𝐼 (𝑠𝑘, 𝑡)]} . (6)

Theorem 10. When 𝑚 equidistant sensor nodes perform the
fusion coverage for the target node, the distance 𝑑 from the
sensor node to the target node should satisfy 𝑑 ≤ 𝑟 + (−1/𝜆 ln(𝐶th/ 𝑞√𝑚))1/𝛽, where 𝑞 is the fusion factor with 𝑞 ≥ 2.
Proof. When𝑚 equidistant sensor nodes perform the fusion
coverage for the target node, the effective fusion coverage
intensity should satisfy

𝐼𝑚 = 𝐹 (𝐼 (𝑠1, 𝑡) , 𝐼 (𝑠2, 𝑡) , 𝐼 (𝑠3, 𝑡) ⋅ ⋅ ⋅ 𝐼 (𝑠𝑚, 𝑡)) ≥ 𝐶th. (7)

According to (4),

𝐼𝑚 = min[1, 𝑚∑
𝑖=1

𝐼 (𝑠𝑖, 𝑡)𝑞]
1/𝑞

≥ 𝐶th. (8)

Since the𝑚 sensor nodes are equidistant, that is,

𝐼 (𝑠1, 𝑡) , 𝐼 (𝑠2, 𝑡) , 𝐼 (𝑠3, 𝑡) ⋅ ⋅ ⋅ 𝐼 (𝑠𝑚, 𝑡) = 𝐼𝑚, (9)

substituting (9) into (8), we have

𝐶th
𝑞√𝑚 ≤ 𝐼𝑚. (10)

According to Definition 6, when 𝑟 < 𝑑 < 𝑟+𝑟𝑚, the value
of 𝐼𝑚 is

𝐼𝑚 = exp {−𝜆 [𝑑 (𝑠, 𝑡) − 𝑟]−𝛽} . (11)

Substituting (11) into (10), we have

𝐼𝑚 = exp {−𝜆 [𝑑 (𝑠, 𝑡) − 𝑟]𝛽} ≥ 𝐶th
𝑞√𝑚. (12)

We further simplify (12):

𝑑 ≤ 𝑟 + ( −1𝜆 ln (𝐶th/ 𝑞√𝑚))
1/𝛽 . (13)

Therefore, the proof is completed.

Corollary 11. When 𝑚 equidistant sensor nodes perform the
effective coverage for the target node, the critical distance for
the effective coverage intensity is

𝑑 = 𝑟 + ( −1𝜆 ln (𝐶th/ 𝑞√𝑚))
1/𝛽 . (14)

Proof. According to Theorem 10, the coverage from the
equidistant sensor nodes is equivalent. The same is true for
the effective coverage intensity. In other words, 𝐼(𝑠1, 𝑡) =
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Table 1: Parameters for simulation.

Parameter Value
Area I 100 ∗ 100
Area II 200 ∗ 200
Area III 300 ∗ 300𝑟 5m
Time 100 s𝑅 10m𝐸𝑅-elec 50 J/b𝐸𝑇-elec 50 J/b𝜀fs 10 (J/b)/m2

Energy 2 J

𝐼(𝑠2, 𝑡) = ⋅ ⋅ ⋅ = 𝐼(𝑠𝑚, 𝑡) = 𝐼𝑚. For the set composed of 𝑚
sensor nodes, the equivalent distance is

𝑑 = 𝑟 + ( −1𝜆 ln (𝐶th/ 𝑞√𝑚))
1/𝛽 . (15)

This is exactly the critical distance for an arbitrary sensor
node. Therefore, the proof is completed.

4. Experimental Result

The energy loss at the transmitting end is modeled as follows:

𝐸Tx (𝑙, 𝑑) = lE𝑇-elec + 𝐸amp (𝑙, 𝑑)
= {{{

lE𝑇-elec + 𝑙𝜀fs𝑑2, 𝑑 < 𝑑0
lE𝑇-elec + 𝑙𝜀amp𝑑4, 𝑑 ≥ 𝑑0.

(16)

The energy loss model for the receiving end is

𝐸Rx (𝑙) = 𝐸𝑅-elec (𝑙) = lEelec, (17)

in which 𝐸𝑇-elec and 𝐸𝑅-elec are the energy consumption
for transmitting and receiving 1-bit data, respectively, 𝑑0
is the Euclidean distance threshold from the node to its
communication neighbors, 𝜀amp stands for the energy con-
sumption parameter for multipath loss, and 𝜀fs is the energy
consumption for the node in the free space. When the node
performs transmission, the path loss indices are 2 and 4,
respectively. Related simulation parameters are elaborated in
Table 1.

We make some comparisons, under different algorithm
operating time, between the demand coverage probability
and the calculated coverage probability. The impact of the
dynamic parameter𝜆 is also investigatedwhile the simulation
area has the size 100 ∗ 100m2 and the results are obtained
by averaging 300 repeated simulations. The simulations are
depicted in Figures 1 and 2.

Figures 2 and 3 show the relationship between the
demand coverage probability and the network coverage
probability for different 𝜆 and different time. Observe from
Figures 2 and 3 that the network coverage probability gets
improved with the increasing 𝜆. The reason is that when
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Figure 1: The demand coverage probability versus the calculated
results when 𝑡 = 100 s.
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Figure 2: The demand coverage probability versus the calculated
coverage probability when 𝑡 = 200 s.

𝜆 increases, the effective fusion coverage intensity gets
strengthened. When 𝜆 = 0, the effective fusion coverage
intensity is 1 which is the maximal value. The network cov-
erage probability increases with time in Figures 2 and 3. The
reason is that there are more nodes in the sensor in the set𝑀;
that is, the effective fusion coverage intensity is increased for
the target nodes in the monitoring area.

Then, we compare the CETFC algorithm with the ECTA
algorithm [13] on network lifetime and operating time.

Figures 3 and 4 show the comparison between our
proposed algorithm and the ECTA algorithm on network
lifetime and operating time. It can be observed from Figure 3
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Figure 3: Comparison of network lifetime in monitoring area 200∗ 200m2.
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Figure 4: Comparison of operation time.

that, at the initial phase, these two algorithms exhibit similar
network lifetime which can be further extended for both
algorithms with a larger number of sensor nodes. However,
since the ECTA algorithm achieves monitoring over the
target nodes in a nonlinear and consistent way, more energy
consumption is required by the ECTA algorithm.When there
are more than 180 sensor nodes, the network lifetime of these
two algorithms tends to be stabilized. The average system
lifetime of the CETFC algorithm is higher than that of the
ECTA algorithm by 12.78%. The algorithm operating time is
presented in Figure 4 as a function of sensor node number.
The ECTA algorithm employs a link structure for the storage
of node energy. The node energy is ranked by an ergodic
algorithm and the node with more energy is given higher
priority to achieve the coverage over the target node. As a
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Figure 5: Comparison of network coverage probability for the three
algorithms in simulation area 200 ∗ 200m2.
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Figure 6: Comparison of network coverage probability for the three
algorithms in simulation area 200 ∗ 200m2.

result, the ECTA algorithm possesses lower complexity and
requires less operating time in comparisonwith our proposed
algorithm.

We compare our proposed algorithmwith the algorithms
in [2, 9] in terms of network coverage probability andnetwork
lifetime. The simulation areas are 200 ∗ 200m2 and 300 ∗
300m2, respectively, and the operating time is 𝑡 = 200 s. The
results are obtained by averaging 300 simulations. Simulation
results are illustrated in Figures 5–7.

It is clearly evident from Figures 5 and 6 that the coverage
probability gets improved for all of the three algorithms
when there are more sensor nodes. However, our proposed
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Figure 7: Comparison of network lifetime for the three algorithms
in simulation area 200 ∗ 200m2.

algorithm shows a higher improvement speed than the
others. This is due to the fact that the CETFC algorithm
adopts the concept of fusion coverage intensity where the
coverage intensity of all the nodes in the set 𝑀 is taken
into consideration. As a result, the effective fusion coverage
intensity from the entire set𝑀 to the target node gets further
improved. When there are equal numbers of sensor nodes,
the proposed algorithm shows higher network coverage
probability than any of the other algorithmswhile the average
improvement rate is 10.12%. Observe from Figure 7 that, with
the same number of sensor nodes, the proposed algorithm
shows longer network lifetime than the other two algorithms
and the average improvement rate is 13.68%. The reason
behind the improvement on the network lifetime is the
same as that for the improvement on the network coverage
probability.

5. Conclusions

For a better investigation on the coverage problem in WSNs,
we employed the probability theory to investigate the network
coverage quality and the network lifetime. We revealed
the proportional relationship between the fusion coverage
intensity and the membership function during the coverage
over the target node. We also investigated the range of
the dynamic parameter 𝜆 and the fusion coverage process
over the target node set. Finally, we obtained the following
conclusions.(1) The energy of the sensor node decays exponentially
and exhibits a reverse proportional relationship with the
Euclidean distance.(2) The restricted threshold is employed to indicate the
fusion coverage intensity and provide an accurate calculation
for the range of the fusion coverage intensity. As a result, the
effective coverage process from the sensor nodes to the target
node can be reflected effectively.

(3) By setting the effective threshold, the coverage inten-
sity can by adjusted to optimize the network resource alloca-
tion, reduce the network cost, improve the network energy
efficiency, and prolong the network lifetime.(4) By adjusting the tunable parameters, the fusion
coverage intensity can be increased effectively to improve the
coverage quality over the monitoring area.

We focused on the probabilitymodel and proposed a con-
trollable effective threshold based fusion coverage algorithm.
The node energy decay model was further simplified for
computational considerations. The CETFC algorithm shows
certain reference value to subsequent study on the network
coverage quality. Since the study has been performed theo-
retically so far, it requires future work to put this algorithm
into practice and improve the network coverage quality in
engineering applications.
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