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Mobile cloud computing (MCC) has gained much attention from both academia and industry in recent years. It can support new
types of services, such as m-commerce, m-learning, and mobile healthcare, and enrich mobile users’ experience and satisfaction
by taking full advantage of cloud computing. In MCC architectures multipath communications can be achieved with multihomed
mobile devices, so as to utilize multiple paths for data transmission in parallel. They can achieve better utilization of bandwidth
resource, split traffic for load balancing, and enhance reliability, fault tolerance, and robustness for applications. However, little
attention has been paid to model the reliability of multipath communications in case of path failure. In this paper we investigate
the reliability of concurrent multipath communications in MCC architectures and propose two reliability models when paths are
failure. One is for static path failure where the failed paths cannot recover for communication in some delay time. The other is for
dynamic path failure where the failed paths can recover in some delay time. Finally, numerical results are given to illustrate the
reliability of multipath communications.

1. Introduction

With the wide popularity of mobile devices and the explosion
of mobile applications, e.g., business, health, games, enter-
tainment, social networking, travel, and news, mobile cloud
computing (MCC) is arising and developed as an integration
of cloud computing (CC) into themobile environment.MCC
can support new kinds of services such as mobile commerce,
m-government, m-learning, and mobile healthcare and pro-
motemobile users to take full advantages of cloud computing.
It has become a profitable business option for enterprise since
it can reduce the development and implement of mobile
applications. And it is used as a new technology for mobile
users to achieve rich experience of many mobile services at
low cost. Finally it provides a promising solution to achieve
green IT for entrepreneurs, engineers, and researchers [1, 2].

MCC has been attracting the attentions from both
academia and industry in recent years and some significant
surveys are provided, e.g., [3–6]. These surveys offer an
extensive summary and review of mobile cloud computing
research and highlight the specific concerns in mobile cloud

computing. They also present a taxonomy based on the
key issues in this area and discuss the different approaches
taken to tackle these issues. Furthermore, they give a critical
analysis of challenges which have not yet been fully met and
highlight some directions for future work. Recently a new
computing paradigm, known as fog computing and further
mobile fog computing, has been proposed as an improvement
to the cloud computing. Fog computing expands the cloud
services to the edge of cloud networks and makes compu-
tation, communication, and storage closer to edge devices
and end-users [7]. In the research surveys [8–10], the authors
overview and survey fog computing model architectures,
key technologies, and applications. They also provide some
challenges and open issues which are worth indepth study
and research in further.

InMCCsystems or fog computing formobile applications
(e.g., [11]), each mobile device can be multihomed, so as
to improve its throughput by allocating the application
data over several paths simultaneously, which is known as
multipath communications enabled by the promising mul-
tipath transmission technologies [12]. Generally, multipath
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communications can be classified into two types. The first
one is dynamic path communication where a primary path
is used for transmission and alternate paths are adopted in
case of traffic saturation or link breakage on the primary
path.The secondone is concurrent path communicationwhere
traffic is split and distributed over multiple paths that are
node-disjoint in parallel. It is obvious that both types of
multipath communications are preferred to single-path cases
in many applications as the former could achieve robust-
ness and load balancing and improve reliability. However,
fewer researchers pay attention to analyze the reliability of
multipath communications and to model the relationship
between the reliability and the number of paths. In this
paper we consider concurrent multipath communications in
MCC and evaluate the communication reliability when some
independent paths for a source-destination pair fail during
data transmission. We present two reliability models where
the failed paths cannot and can recover after some delay
time, respectively, and deduce the probability of successful
communication for an application in each model.

We end this section with a short overview of the rest of
this paper. Section 2 reviews related work on multipath com-
munications technologies. Section 3 discusses concurrent
multipath communications inMCC. Section 4 introduces the
reliability models for concurrent multipath communications
in MCC. Section 5 presents the numerical results to illustrate
the reliability analysis. Finally, conclusions are summarized
in Section 6.

2. Related Work

Recent years have seen the increasing attention in the field
of multipath communications that utilize multiple paths
in parallel and split traffic for load balancing [13–16] and
for avoiding DDoS attack in MCC [12]. It seems obvi-
ous that using multipath communications could generally
increase the available bandwidth for applications [17]. More
importantly, they can bring enhancements to the connection
persistence, reliability, and fault tolerance, e.g., [18, 19]. They
have been found to be useful in many scenario such as
communication security in MCC [12], fault-aware resource
allocation [20], high-availability virtual communication [21],
connection management for identifier-based network [22],
and edge computing for vehicular networks [23].

Many multipath protocols have been proposed and
applied into wired networks and wireless networks. In wired
networks, Multipath TCP protocols, e.g., pTCP [24], mTCP
[25],MPTCP [26], and energy efficient congestion control for
Multipath TCP [27], are a set of extensions of regular TCP
that allow one TCP connection to be spread across multiple
paths between each pair of source and destination. By striping
one flow’s packets across multiple paths, they can enhance
user experience through improved resilience to network
failure and higher throughput. Stream Control Transmis-
sion Protocol (SCTP) [28] standardized by the Internet
Engineering Task Force (IETF) is a transport protocol that
introduces support for transmission over multiple paths. In
an SCTPmultihomed association, each endpoint can include
more than one IP address. Then, at the initialization time,

endpoints exchange the lists of their IP addresses. After the
destination is multihomed, one of its multiple destination
addresses is chosen as the primary path and the others as
secondary paths. During data transmission, if the primary
path fails, the source will choose an alternative path to
resume sending its packets. Its variants which use SCTP
multihoming, e.g., Westwood SCTP with partial reliability
(W-PR-SCTP) [17], concurrent multipath transfer [29], load-
sharing SCTP (LS-SCTP) [30], independent per-path con-
gestion control SCTP (IPCC-SCTP) [31], and application-
layer multipath transport control [32], allow the protocols
to distribute traffic over more than one path and use
multiple end-to-end paths to carry packets from the same
connection and with the same source-destination endpoints.
Recently, Coudron [33] reviewed the latest developments in
multipath communication technologies and presented some
novel approaches for multipath communications. Obviously,
using multipath communications improves the performance
of well-known bandwidth-hungry applications and enhances
reliability, robustness, and fault tolerance for applications.
Furthermore, multipath protocols have also been applied to
file download and resource allocation in peer-to-peer net-
works, e.g., BitTorrent, eDonkey, and Gnutella. For example,
multipath communication schemes have been presented to
realize reasonable resource allocation in [34].

In wireless ad hoc networks, ad hoc on-demand distance
vector backup routing (AODV-BR) [35] is a protocol that uses
backup nodes to provide fault tolerance. The protocol allows
multiple paths between a source and its destination per one
route discovery, without additional network load. Another
protocols, e.g., ad hoc on-demand multipath distance vector
(AOMDV) protocol [36] and optimized AOMDV routing
protocol [37], also have a hop-by-hop approach to compute
the primary route and multiple backup routes in each
route discovery. Moreover, some other multipath protocols
based on AODV were also proposed, such as ad hoc on-
demand distance vector multipath (AODVM) protocol [38]
and node-disjoint multipath routing (NDMR) protocol [39].
Meanwhile, other examples of backup route technique were
also presented andmultiple paths can bemaintained between
two nodes, e.g., [40, 41], which are derived from the dynamic
MANET on-demand (DYMO) protocol. Using these pro-
tocols, the built routes and backup routes for each pair of
source and destination can be link-disjoint or node-disjoint,
which helps the construction of highly robust end-to-end
communication for applications. Recently, in order to build
reliable routing, some trust routing schemes were proposed
in ad hoc networks, e.g., [42–45], which are the extensions of
popular on-demand routing protocols such as the dynamic
source routing (DSR) [46]. These proposed routing schemes
can behave well in warding off black hole and changing
behavior attacks.

Computer networks are known to be fundamental to
communications systems. Therefore, it is very important to
develop the principles of reliability and availability analysis
for computer networks. Shooman [47] developed reliability
and availability prediction and optimization methods and
applied these techniques to a selection of fault-tolerant
systems. Later, Abd-El-Barr [48] introduced the design and
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Figure 1: An example of multipath communications in a mobile cloud network (a copy from [12]).

analysis of reliable and fault-tolerant computer systems and
discussed the main issues related to redundancy, including
hardware, software, time, and information redundancies. Lin
et al. [49] investigated an evaluation method for network
reliability in ad hoc networks and gave somenumerical exam-
ples to illustrate the performance. In this paper we consider
reliability for concurrentmultipath communications inMCC
architectures and present two kinds of reliability models: one
is static for path failure and the other is dynamic for path
failure and recovery. We also give some numerical examples
to illustrate the performance.

3. Multipath Communications in MCC

Multipath communications have become very attractive since
they can achieve better robustness and reliability than single-
path cases. Among these schemes, concurrent multipath
routing schemes where paths for a source-destination pair
do not share any common links gain a lot of attention.
As shown in Figure 1 (a copy from [12]), in MCC systems
each mobile device is multihomed through the promising
multipath technologies, such as MPTCP and SCTP. There
are multiple paths between each pair of mobile user and
the server. This improves the user’s throughput by allocating
the application data over several paths simultaneously. More
importantly, this bring enhancements to the connection
persistence, security, reliability, and fault tolerance.

Further, we consider the different types of multipath
communications. In the work [50] a multipath routing
scheme modified from single-path AODV was proposed for
MANET so as to reduce the effect of frequent communication
failures.Theproposed scheme is basically proposed for highly
dynamic ad hoc networks where communication failures
occur frequently and designed to compute not only node-
disjoint paths but also fail-safe paths between each source-
destination pair [51]. In this work different types of multiple
paths are reviewed, which are shown in Figure 2 (a copy from
[50]).

For a source-destination pair, node-disjoint paths do
not share any nodes in common, except the source and
destination, while link-disjoint paths do not have any links in
common; however, they may share some intermediate nodes
on the paths. Unlike node-disjoint and link-disjoint paths,
fail-safe path between the source-destination pair bypasses at
least one intermediate node on the primary path, which is the
shortest path between the source and destination [50]. Thus,
fail-safe paths can share both nodes and links in common,
just as shown in Figure 2.

Among the three kinds of multipath scenarios for a
source-destination pair, paths are independent from each
other in the first case and do not own any common nodes
or links. The paths are regarded to be concurrent. Thus,
communication failure on one of them has no influence
on others. However, in the second case, two paths share
some common nodes which are regarded as hot-nodes for
forwarding data packet. Failure on one of the shared nodes
can result in communication failures on multiple paths and
even failure of the communication progress between the
source anddestination.The third case is themost complicated
one. Paths share nodes and links in common, which can
enhance the robustness and reliability of communication.
When some shared nodes are failure, the source can continue
to communicate the destination by bypassing them. Relia-
bility analysis of communication in link-disjoint or fail-safe
case ismore complicated than that in node-disjoint case since
they share common nodes. Thus, as an attempt to analyze
the reliability of multipath communications theoretically, we
concentrate on concurrent multipath communications and
present two reliability models for them.

In this paper, we consider a network consisting of a set
of sources and destinations, whereby each source can send
data to its destination over multiple independent paths. Thus
an application can be completed as long as there exists at
least an available path between the pair of source and its
destination. Here, the paths for a source-destination pair are
all assumed to be concurrent and node-disjoint; that is, they
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Figure 2: Different types of multiple paths: (a) node-disjoint, (b) link-disjoint, and (c) fail-safe.
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Figure 3: Static failure.

do not share any common node or link with each other, as
shown in Figure 2(a).

4. Reliability Models

In this section we develop analytical models to evaluate the
reliability of concurrent multipath communications in MCC
in the face of path failures which may be caused by attacks
on nodes or heavy congestion on bottleneck links on the
paths. We assume that the communication for an application
between two nodes can be completed successfully so long as
there is at least one available path which is not failed. Our
analysis begins by considering the simple case: the paths for
a source-destination pair have static failures.

4.1. Static Failure. Firstly, we consider static failure where the
failed paths cannot recover for communication after some
delay time. As an example shown in Figure 3, there are three
node-disjoint paths between the source S and destination D.
At some time, the path e → f → g → h fails due to attacks
on node g or heavy congestion on link g → h. Then the
source will choose the remaining ones for communication
and continue sending packets to the destination.

Let 𝑁 be the number of all available node-disjoint paths
for a source-destination pair, 𝑀(≤ 𝑁) be the number of
node-disjoint paths that the pair actually chooses and uses
during data transmission, and 𝐾(≤ 𝑁) be the number of
failed paths for the pair. That is, among the available node-
disjoint paths that the pair builds andmaintains, the pair only

chooses𝑀 of them for communication. Meanwhile, some of
the paths may fail during the maintenance.

Let 𝑃(𝑛,𝑚, 𝑘) be the probability that a set of 𝑘 paths
selected at random from 𝑛 paths contains a specific subset of𝑚 paths. It is easy to obtain that

𝑃 (𝑛,𝑚, 𝑘) = 𝐶𝑚𝑘𝐶𝑚𝑛 , (1)

when 𝑘 ≥ 𝑚, and 𝑃(𝑛,𝑚, 𝑘) = 0 when 𝑘 < 𝑚, where
𝐶𝑏𝑎 = (𝑎𝑏) =

𝑎!
𝑏! (𝑎 − 𝑏)! . (2)

Thus, for a source-destination pair, the probability that an
application can be completed successfully is

P = 1 − 𝑃 (𝑁,𝑀,𝐾) = 1 − 𝐶𝑀𝐾𝐶𝑀𝑁 . (3)

Obviously,

𝑃 (𝑁,𝑀,𝐾)
𝑃 (𝑁 − 1,𝑀,𝐾) = 1 −

𝑀
𝑁 ≤ 1,

𝑃 (𝑁,𝑀 + 1,𝐾)
𝑃 (𝑁,𝑀,𝐾) =

1 − (𝑁 − 𝐾)
(𝑁 −𝑀) ≤ 1 ,

(4)

and

𝑃 (𝑁,𝑀,𝐾)
𝑃 (𝑁,𝑀,𝐾 − 1) = 1 +

𝑀
(𝐾 −𝑀) > 1 (5)

when 𝐾 ≥ 𝑀. Hence, an increase in the number of available
paths𝑁 for the pair of source and destination or the number
of paths 𝑀 actually used by the source can increase the
probability of successful communication for the application.
Similarly, a decrease in the number of failure paths𝐾 can also
increase the probability.
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Figure 4: Dynamic failure: (a) before recovery; (b) after recovery.

4.2. Dynamic Failure and Recovery. Our previous model
assumes that once the paths fail, they do not recover after
some time. However, the nodes on the failed paths can take
repairing and recovering actions so that new available paths
can be established after some delay time. Hence, we extend
the model to the case where the failed paths can take some
repairing actions and recover the ability of communication
for applications.

As an example shown in Figure 4, among the three node-
disjoint paths for the pair of source S and destination D, the
path i → j → k → m fails because of attacks on node k
or heavy congestion on link k → m; then after some time
source S detects it and reestablishes a new available path, i.e.,
i→ j→ n→ o.

We assume that for a source-destination pair there is a
failure delay or an attack delay 𝐷𝑓 which is the difference
in time from when an available path is first established to
the time when the path is failed because of attacks on nodes
or heavy congestion on bottleneck links on the path. Also
there is a recovery delay𝐷𝑟 that equals the difference in time
between when the source discovers the failed path to the time
when it reestablishes a new available path.

Since there are so many types of attacks in networks,
e.g., black hole attacks, rushing attack, and worm attack [50],
we do not yet have a detailed understanding of how the
failure and recovery processes will perform. Therefore, we
do not have models that accurately capture the distributions
of 𝐷𝑓 (failure delay) and 𝐷𝑟 (recovery delay). However, we
are interested in gaining preliminary insight into how the
failure of paths affects the reliability of concurrent multipath
communications. We realize this insight by modeling the
framework as a closed queueing systemwith a finite customer
population. In the queueing system customers arrive at the
server(s), obtain service, and then, after a certain delay, return
to get serviced again. Thus, the number of jobs active in the
queueing system equals the number of paths under attack that
are to be failed. The recovery process removes jobs from the
system and attacks cause in the path filed, resulting in placing
jobs back in the system.

As an interesting method to evaluate the denial of service
(DoS) attacks in computer networks, a two-dimensional
embedded Markov chain model is presented in [52] to
characterize the network under DoS attacks. The arrivals of
the regular request packets and the attack packets are both

0 1 K

0 1 K−2 K−1

K − 1

1 2 K−1 K

Figure 5: State transition diagram.

Poisson processes, and they are independent of each other.
Thus, similar to the queueing analysis for attacks in [52], we
suppose that both 𝐷𝑓 and 𝐷𝑟 are exponentially distributed
variables with respective rates 𝜆 and 𝜇.

We are interested in two variants of modeling the failed
path recovery process. In the first, the ability to detect and
recover the failed paths is performed sequentially.This would
occur when the detection and recovery of failed paths is
made one after another by the source. We refer to this
variant as the centralized recovery process. Alternatively, the
other one is distributed recovery process, where recovery of
failed paths can be performed in parallel. This would occur
when each path can independently perform its recovery
process. Similarly, the failure process can be centralized,
where available paths for one source are failed one after
another, or distributed, where all available paths would be
failed in parallel.

For a source-destination pair, we define a randomvariable𝐹(𝑡) to be the number of failure paths on which the nodes are
under attacks or the links have heavy congestion at time 𝑡. Let𝐾 be the maximal number of failure paths; thus 𝐹(𝑡) is up to𝐾, i.e., 0 ≤ 𝐹(𝑡) ≤ 𝐾.

Given that both the failure and the recovery process can
be either centralized or distributed, there are four different
scenarios. Each scenario is indeed a queueing model with𝐾 + 1 states where the process resides in state 𝑖 when there
are 𝑖 paths that are failed because of attacks on nodes. The
state transition diagram of each of the four models can be
shown in Figure 5. When the paths failure is centralized, the
transition rate from state 𝑖 to 𝑖 + 1 is 𝜆; while the paths failure
is distributed, the rate is (𝐾− 𝑖)𝜆. When the paths recovery is
centralized, the transition rate from state 𝑖 to 𝑖 − 1 is 𝜇; while
in the distributed case, the rate is 𝑖𝜇.
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Figure 6: Reliability in the static failure case: (a) the relationship between P and 𝐾; (b) the relationship between P and𝑀.

Let 𝜌 = 𝜆/𝜇; then the probability 𝜋𝑖 = Pr[𝐹(𝑡) = 𝑖] in the
four scenarios can be summarized as follows:

(a) centralized failure, centralized recovery

𝜋𝑖 = 1 − 𝜌1 − 𝜌𝐾+1 𝜌𝑖, (6)

(b) centralized failure, distributed recovery

𝜋𝑖 = 𝜌𝑖/𝑖!
∑𝐾𝑗=0 (𝜌𝑗/𝑗!) , (7)

(c) distributed failure, centralized recovery

𝜋𝑖 = 𝜌𝑖/ (𝐾 − 𝑖)!
∑𝐾𝑗=0 (𝜌𝑗/ (𝐾 − 𝑗)!) , (8)

(d) distributed failure, distributed recovery

𝜋𝑖 = 𝜌𝑖/𝑖! (𝐾 − 𝑖)!
∑𝐾𝑗=0 (𝜌𝑗/𝑗! (𝐾 − 𝑗)!) . (9)

Notice that in the four scenarios of failure and recovery
process the probability 𝜋𝑖 depends on both the failure rate 𝜌
on paths and the maximal number of failure paths𝐾.

Let 𝑁 be the number of all available node-disjoint paths
for the pair of source and destination and 𝑀(≤ 𝑁) be the
number of node-disjoint paths that the pair actually chooses
for communication. Thus, the probability that an application
between the source and destination can be completed suc-
cessfully is

P = 𝐾∑
𝑖=0

𝜋𝑖 (1 − 𝑃 (𝑁 + 𝑖 − 𝐾,𝑀, 𝑖)) , (10)

where 𝑃(𝑁 + 𝑖 − 𝐾,𝑀, 𝑖) = 𝐶𝑀𝑖 /𝐶𝑀𝑁+𝑖−𝐾 when 𝑖 ≥ 𝑀 and 0
otherwise.

Intuitively, an increase in failure rate 𝜌 decreases the
successful probability P. For a fixed failure rate 𝜌, not
surprisingly, increasing the number of available paths 𝑁
or the number of actually used paths 𝑀 or decreasing
the maximal number of failure paths 𝐾 can increase the
successful probability P.

5. Numerical Examples and Analysis

In this sectionwe consider a scenario of concurrentmultipath
communication as shown in Figure 2(a) and give some
numerical examples to illustrate the reliability models for
concurrentmultipath communications.We also present anal-
ysis for the relationships between the successful probability P
and the parameters𝑁,𝑀, 𝐾, and 𝜌.
5.1. Static Failure. Suppose that there are four available node-
disjoint paths between each source and its destination. The
communication for an application between the source and
destination can be completed successfully even if there is
only one available path which is not failed. Obviously in
Figure 6, an increase in the maximal number of failure paths𝐾 can decrease the probability of successful communication
for the application using concurrent multiple paths, while an
increase in the number of actually used paths𝑀 can increase
the probability. For example, the successful probability P is
increased from 0.5 to 0.8333 when an increase in the number
of actually used paths 𝑀 from 1 to 2 for fixed number of
available paths 𝑁 = 4 and maximal number of failure paths𝐾 = 2.
5.2. Dynamic Failure and Recovery. In this part we further
consider the concurrent multipath communication shown
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Figure 7: The relationship between P and 𝑁 in the dynamic failure and recovery case: (a) centralized failure, centralized recovery; (b)
centralized failure, distributed recovery; (c) distributed failure, centralized recovery; (d) distributed failure, distributed recovery.

in Figure 2(a) and investigate the relationships between P
and 𝑁, 𝑀, 𝐾, and 𝜌 when the failed paths can recover
for communication after some delay time. In each example,
the reliability performances in the four scenarios are listed
in sequence as follows: (a) centralized failure, centralized
recovery; (b) centralized failure, distributed recovery; (c) dis-
tributed failure, centralized recovery; (d) distributed failure,
distributed recovery.

5.2.1. Relationship between P and 𝑁. Suppose for the pair
of source and destination the number of actually used paths𝑀 is 2, the maximal number of failure paths 𝐾 varies

from 2 to 4, and the failure rate 𝜌 is 0.85. As shown
in Figure 7, in each scenario, for fixed 𝑀, 𝐾, and 𝜌, an
increase in the number of available paths 𝑁 for the pair of
source and destination remarkably improves the successful
probability P, since the likelihood for each source to select
multiple available paths for communication increases. And
the reliability performance is better when the failure process
is centralized and the recovery process is distributed than
that when the failure process is distributed and the recovery
process is centralized. For example, when𝑁 = 4,𝑀 = 2,𝐾 =3, 𝜌 = 0.85, the successful probability P is 0.9258 in the
former while it is only 0.7159 in the latter.
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Figure 8: The relationship between P and𝑀 in the dynamic failure and recovery case.

5.2.2. Relationship between P and𝑀. Suppose for the pair of
source and destination the number of available paths𝑁 is 4,
themaximal number of failure paths𝐾 varies from 1 to 4, and
the failure rate 𝜌 is 0.85. As shown in Figure 8, for fixed𝑁,𝐾,
and 𝜌, the successful probabilityP significantly increases with
an increase in the number of paths that the pair of source and
destination actually chooses for communication. Obviously,
applications are most likely to be completed when the failure
process is centralized and the recovery process is distributed
and they are least likely to be completed when the failure
is distributed and the recovery is centralized. That is, the
reliability performance of the former is better than that of the
latter. For example, when𝑁 = 4,𝑀 = 3,𝐾 = 3, 𝜌 = 0.85, the
successful probabilityP is 0.9889 in the former while it is only
0.9204 in the latter. This result can be understood intuitively

by comparing the respective birth-death processes of the
system in the aforementioned two cases. In the former one,
the upward transition rate is 𝜆 and the downward transition
rate is 𝑖𝜇, which is larger for state with larger 𝑖, whereas in the
latter, the upward transition rate is (𝐾 − 𝑖)𝜆, which is larger
for state with smaller 𝑖 and the downward transition rate is𝜇.
5.2.3. Relationship between P and 𝐾. Suppose for the pair
of source and destination the number of available paths 𝑁
is 4, the number of actually used paths 𝑀 varies from 1 to
4, and the failure rate 𝜌 is 0.85. As shown in Figure 9, the
probability P significantly decreases with an increase in the
maximal number of failure paths𝐾. Similarly, among the four
different cases for path failure and recovery, the second one
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Figure 9: The relationship between P and𝐾 in the dynamic failure and recovery case.

is the best while the third one is the worst under the same
network condition. Thus, in order to improve the likelihood
of successful communication, distributed effective detection
methods are highly suggested such that the failed paths can
recover in a distributed way.

5.2.4. Relationship between P and 𝜌. Suppose for the pair
of source and destination the number of available paths 𝑁
is 4, the number of actually used paths 𝑀 is 2, and the
maximal number of failure paths 𝐾 varies from 2 to 4. In
Figure 10, we plot the probability P varying along with 𝜌.
Obviously, P decreases as 𝜌 grows. As 𝜌 approximates to 1,
P diminishes less when the failure process is centralized and
the recovery process is distributed than that when the failure
is distributed and the recovery is centralized or distributed.
Thus, applications are most likely to be completed when

the failure process is centralized and the recovery process is
distributed.

From the results above in the four scenarios of failure
and recovery process, we can obtain that reliability achieves
much better when the recovery process is distributed; thus in
order to improve the likelihood of successful communication
between the source and destination, distributed effective
detection methods are highly suggested such that the failed
paths can recover in a distributed way.

6. Conclusions

MCC is regarded as an integration of cloud computing into
the mobile environment. It provides a powerful tool to the
user when and where it is needed irrespective of user move-
ment, hence supporting new kinds of mobile applications
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Figure 10: The relationship between P and 𝜌 in the dynamic failure and recovery case.

such as m-commerce, mobile healthcare, and mobile social
networking. InMCC systems eachmobile device can bemul-
tihomed so that there are multiple paths between each pair of
user and the server. It has been agreed that using concurrent
multipath communications could improve the connection
persistence, reliability, and fault tolerance between each pair
of source and destination.Thus we consider concurrent mul-
tipath communications inMCC architectures and investigate
the communications reliability when the paths are failed due
to attacks.We obtain two kinds of reliability models when the
failed paths cannot and can recover after some delay time,
respectively. Our analysis demonstrates that using concurrent
multipath communications generally improves the likelihood
of successful communication for an application. Meanwhile,

when communication paths are failed, distributed effective
detection and quick recovery schemes should be highly
guaranteed, so as to ensure high reliability requirements for
communications of mobile applications.
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