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At present, the Internet of Things (IoT) has attractedmore and more researchers' attention. Electromagnetic scattering calculation
usually has the characteristics of large-scale calculation, high space-time complexity, and high precision requirement. For the
background and objectives of complex environment, it is difficult for a single computer to achieve large-scale electromagnetic
scattering calculation and to obtain corresponding large data.Therefore,we use Finite-DifferenceTime-Domain (FDTD) combined
with Internet ofThings, cloud computing, and other technologies to solve the above problems. In this paper, we focus on the FDTD
method and use it to simulate electromagnetic scattering of electrically large objects. FDTD method has natural parallelism. A
computing network cluster based on MPI is constructed. POSIX (Portable Operating System Interface of UNIX) multithreading
technology is conducive to enhancing the computing power of multicore CPU and to realize multiprocessor multithreading hybrid
parallel FDTD. For two-dimension CPU and memory resources, the Dominant Resource Fairness (DRF) algorithm is used to
achieve load balancing scheduling, which guarantees the computing performance. The experimental results show that the hybrid
parallel FDTD algorithm combined with load balancing scheduling can solve the problem of low computational efficiency and
improve the success rate of task execution.

1. Introduction

The rapid growth of the IoT causes a sharp growth of data.
Enormous amounts of networking sensors are continuously
collecting and transmitting data to be stored and processed
in the cloud [1, 2]. Such data can be remote sensing data,
geographical data, and astronomical data. Radar is one type of
the important remote sensing data, which plays a significant
role in the society. Radar raw echo data must meet specific
conditions on radar system design, imaging processing algo-
rithm, geometric distortion correction, and other occasions.
If these data are obtained through flight radar carrier, the cost
is too high.Therefore, it is an important solution to obtain the
required echo data through signal simulation [3]. The main
method of obtaining echo data depends on the development
of computational electromagnetics.

The core problem of electromagnetic computing is to
achieve high precision and high efficiency calculation and to

ensure accuracy while reducing costs. Traditional distributed
computing and parallel computing methods use accumulated
CPU resources in local area networks to achieve high-
performance collaborative computing. However, the electro-
magnetic computing tasks that need to be solved are becom-
ing more and more complex. Exploring elastic computing
based on Internet ofThings and cloud computing technology
has become an economical, feasible, and efficient solution
[4, 5]. After evaluating the characteristics of computational
tasks with predictive learning model, it can schedule compu-
tational resources and improve computational efficiency and
success by using adaptive load balancing method [6–9].

The calculation accuracy and stability conditions restrict
the discrete size of FDTD in time and space. When calcu-
lating electrically large objects, especially, the serial FDTD
method cannot meet the requirements in engineering
because of the long time and excessive memory require-
ments [10, 11]. Therefore, expanding the calculation scale and
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reducing the calculation time becomes the key to scattering
calculation and simulation.

Aiming to solve the above problems, our novelties in this
paper are as follows:

(1) POSIX multithreading technology is utilized to
improve the computing power of multicore CPU.

(2) The DRF algorithm is used to achieve load balancing
scheduling; this can guarantee the computing perfor-
mance.

(3) We design a novel calculation and exchange strategy
in the same time to save computing time.

Based on the characteristics of FDTD suitable for parallel
computing, a parallel FDTD method based on MPI (MPI:
Message Passing Interface) and POSIX (POSIX: Portable
Operating System Interface of UNIX) is proposed. Taking
the resource called and load balancing allocation in the
COW(COW:Cluster ofWorkstation) into consideration, the
DRF (DRF: Domain Resource Fairness) algorithm is adopted
to achieve load balancing scheduling for electromagnetic
computing tasks in terms of CPU and memory resour-
ces.

2. The Basic Principle of
Parallel FDTD Algorithm

2.1. Maxwell’s Equations. The FDTD algorithm was pro-
posed by Yee in 1966. The starting point of FDTD algo-
rithm is that the curl equation in Maxwell equation is
differentiated and the electromagnetic field is discretized
in space and time. Therefore, when deriving the FDTD

equation, only two curl equations [12] need to be considered,
namely,

∇ × 𝐸 = 𝜕𝐷𝜕𝑡 + 𝐽 (1)

∇ × 𝐸 = 𝜕𝐵𝜕𝑡 − 𝐽𝑚 (2)

In Cartesian coordinates, (1) and (2) can be written as

𝜕𝐻𝑧𝜕𝑦 −
𝜕𝐻𝑦
𝜕𝑧 = 𝜀

𝜕𝐸𝑥𝜕𝑡 + 𝜎𝐸𝑥
𝜕𝐻𝑥𝜕𝑧 −

𝜕𝐻𝑧𝜕𝑥 = 𝜀
𝜕𝐸𝑦
𝜕𝑡 + 𝜎𝐸𝑦

𝜕𝐻𝑦
𝜕𝑥 −

𝜕𝐻𝑥𝜕𝑦 = 𝜀
𝜕𝐸𝑧𝜕𝑡 + 𝜎𝐸𝑧

(3)

And

𝜕𝐸𝑧𝜕𝑦 −
𝜕𝐸𝑦
𝜕𝑧 = −𝜇

𝜕𝐸𝑥𝜕𝑡 − 𝜎𝑚𝐻𝑥
𝜕𝐸𝑥𝜕𝑧 −

𝜕𝐸𝑧𝜕𝑥 = −𝜇
𝜕𝐸𝑦
𝜕𝑡 − 𝜎𝑚𝐻𝑦

𝜕𝐸𝑦
𝜕𝑥 −

𝜕𝐸𝑥𝜕𝑦 = −𝜇
𝜕𝐸𝑧𝜕𝑡 − 𝜎𝑚𝐻𝑧

(4)

The spatial arrangement of the discrete electric and magnetic
fields in the FDTD is shown in Figure 1.

2.2. FDTD Iteration Formula. In Cartesian coordinates, (3)
and (4) are deduced. Taking (3) as an example, the three-
dimensional FDTD iteration formulas are obtained.

𝐸𝑛+1𝑥 (𝑖 + 12 , 𝑗, 𝑘) = 𝐶𝐴 (𝑚) ∙ 𝐸𝑛𝑥 (𝑖 +
1
2 , 𝑗, 𝑘)

+ 𝐶𝐵 (𝑚) ∙ [
[
𝐻𝑛+1/2𝑧 (𝑖 + 1/2, 𝑗 + 1/2, 𝑘) − 𝐻𝑛+1/2𝑧 (𝑖 + 1/2, 𝑗 − 1/2, 𝑘)

Δ𝑦 − 𝐻
𝑛+1/2
𝑦 (𝑖 + 1/2, 𝑗, 𝑘 + 1/2) − 𝐻𝑛+1/2𝑦 (𝑖 + 1/2, 𝑗, 𝑘 − 1/2)

Δ𝑧 ]
]

(5)

In (5), the coefficients are related to the medium parameters
and the discrete parameters. It can be seen from Figure 1 and
(5) that eachmagnetic field component is surrounded by four
electric field components. Similarly, each electric field com-
ponent is surrounded by four magnetic field components,
and the electric field and the magnetic field are alternately
sampled in time series, sampling interval. It is half a time step
away from each other so that it can be solved iteratively in
time [12].

2.3. Parallelism of FDTDMethod. The electric/magnetic field
values of each grid are only correlated with the magnetic
/electric field values of the adjacent grid. Therefore, a com-
plete computational domain can be divided into several

subdomains to exchange data of tangential fields at the
boundary of adjacent subdomains. There is no correlation
between the grid points in the subdomain and other sub-
domains, and each subdomain can execute independent-
ly.

Firstly, the electric field component is calculated. As
shown in Figure 2, at the 𝑁 time step, the four magnetic
fields needed to calculate 𝐸𝑧 in subregion 1 are within the
region 1, so the calculation of 𝐸𝑧 can be performed correctly
without any additional operation. However, for 𝐸𝑧 located on
the boundary of region 1, the four magnetic fields𝐻𝑦 needed
are located in subregion 2. So, at the 𝑁 − 1/2 time step, 𝐻𝑦
must be passed from subregion 2 to subregion 1 to sure that𝐸𝑧 on the boundary of region 1 can be iterated correctly.
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Table 1: MPI Function and Description.

Function Name Description
MPI Init( ) Start MPI computing environment
MPI Comm size( ) Number of parallel processes
MPI Comm rank() Self-process identification number
MPI Send( ) Send a message to the numbered process
MPI Recv( ) Receive messages from a numbered process
MPI Finalize ( ) End MPI running environment
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Figure 1: Discrete Yee Cellular of FDTD.

Similarly, at the𝑁+1/2 time step to calculate themagnetic
field component𝐻𝑦 on the boundary of subregion 2, it needs
the electric field component 𝐸𝑧 on the boundary of subregion
1 of the 𝑁 time step. So, when 𝐸𝑧 is computed, 𝐸𝑧 must be
passed from subregion 1 to subregion 2 to ensure the correct
iteration of 𝐻𝑦. It is through the alternating transmission
of electric and magnetic fields in time that the correct
iteration of field components on the boundary of each sub-
region is ensured, and the parallelization of the algorithm is
realized.

The field value exchange process based on domain de-
composition parallel algorithm has the typical characteristics
of message transmission, so it is very convenient to imple-
ment network parallel operation in the cluster of microcom-
puters by means of MPI communication function.

3. MPI Function Libraries and Local Area
Network Configuration

3.1. Common Library Functions and CommunicationModes of
MPI. MPI is one of the standards formessage passing parallel
programming. MPI provides a library that can interface
with C language [13]. In parallel computing, there are six
common used functions, including starting and ending the

MPI environment, identifying process, and sending and
receiving messages. In the MPI program, each node has a
unique process identification number. The master node allo-
cates computing tasks according to the process identification
number. Different processes, that is, nodes, perform different
tasks in parallel, and each node uses the MPI Comm rank()
function. It obtains its ownprocess identification number and
runs this process. At the same time, exchanged data between
each process is required to realize parallel computing of the
program [14]. The detailed explanation of function is shown
in Table 1.

MPI provides two communication modes: blocking com-
munication mode and nonblocking communication mode.

Blocking Send. The process is allowed to continue executing
the next statement only after it is determined that themessage
has been sent to the message buffer.

Block Receive. Unless the message is received accurately in the
message buffer, the process terminates the pending state and
continues to execute the next instruction.

For the blocking mode, if the frequency of communica-
tion operation calls and the time of calls are too high or too
long, the computing unit will be waiting for interruption long
time, and the computing resources will not be fully utilized,
thus reducing the calculation efficiency.

Nonblocking Send. It sends the primitive to inform the
system that the message has been in the message buffers and
then return. The sending process can continue to perform
subsequent work without waiting for the system to actually
send the message.

Nonblocking Receive. The primitive will be received and
returned regardless of whether there is a notification of
sending the primitive in the message buffer.

In nonblocking message transmission, while a message is
sent or received accurately, the system will use interruption
signal to inform the sender or receiver. Before that, the system
can periodically query, suspend the process, or execute other
instructions, achieving overlap between computation and
communication, thereby, improving the computational effi-
ciency of the system. However, using nonblocking messaging
will make program debugging difficult.

3.2. Local Area Network Configuration and Structure. MPI-
based parallel computing needs to build a computing net-
work. The typical parallel computing structure of cluster is
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Figure 2: Parallel FDTD computational sketch of two-dimensional domain decomposition.
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Figure 3: Network topology for parallel computing.

usually used to build MPI computing network, as shown in
Figure 3.

4. Several Key Problems in
Parallel FDTD Programming

4.1. Computational Region Segmentation of Parallel FDTD.
Before parallel FDTD computation, it is necessary to divide
the computational region of electromagnetic field into several

Computation regions Segmentation regions

Figure 4: Divided according to the three-dimensional mode.

computational subregions according to certain topological
rules [15]. Each computing node in the cluster calculates
one or several subregions. The electromagnetic data on the
boundary surface is exchanged amongst nodes. Finally the
master node collects these electromagnetic fields and saves
them in the data file. Generally, spatial topological structures
can be divided into one-dimensional, two-dimensional, and
three-dimensional structures. In this experiment, the com-
putational area is divided into three-dimensional, as shown
in Figure 4.

4.2. Load Balancing amongst Nodes. Load balancing is the
main indicator to measure the performance of a cluster
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Figure 5: Resource scheduling principle diagram.

system, which refers to the allocation of computing tasks
amongst nodes, so that each process can complete computing
tasks at the same time, thus reducing the maximum running
time of the process. For resource scheduling for large-scale
electromagnetic computing tasks, achieving load balanc-
ing is more important. Load balancing amongst resources
ensure that resources are not overloaded, thereby, improving
resource performance, improving the successful execution
rate of electromagnetic computing tasks, and improving the
performance of high-reliability resource scheduling mech-
anisms. Load balancing can be implemented in parallel
programming, which effectively reduces the running time of
parallel programs and improves the speedup and program
performance [16].

This paper mainly focuses on the two dimensions of CPU
and memory resources. The load balancing DRF (Dominant
Resource Fairness) algorithm is used to design the scheduling
mechanism to achieve load balancing scheduling for elec-
tromagnetic computing tasks. The resource scheduling block
diagram is shown in Figure 5.

According to the above principles and Figure 4, the clus-
ter task management module collects the status information
of electromagnetic computing platform resources, extracts
information such as CPUutilization rate andmemory utiliza-
tion rate of each cluster resource, and reports it to the electro-
magnetic computing platform control centre which provides
the corresponding resource acquisition interface. The task
request processing module receives allocation request from
the electromagnetic computing platform control centre. The
dispatching request sent by the control centre parses and
operates different types of computing tasks, generates corre-
sponding sequence of task requests, and reports to the load
balancing scheduling module. Based on the above, we can get
the flow chart of the whole process as shown in Figure 6.

Start

Task request

Analysis task request

Real-time access to resource
status (CPU utilization,

memory utilization)

Perform load
balancing scheduling

Output calculation
results

End

Figure 6: Resource scheduler flow chart.

4.2.1. Building System Model. The experiment is conducted
on Homogeneous Network Environments. In theory, it can
be assumed that the total amount of computing tasks is 𝑇𝑡𝑜𝑡𝑎𝑙.
The total number of nodes is 𝑁 and each node’s RAM is𝑀
in the cluster. The total resource is𝑁 processors and 𝑁 ∗𝑀
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Figure 7: Flow charts of programs computing and exchanging data simultaneously.

RAM number. Suppose they are all involved in computing.
Then the amount of tasks assigned to each computing node
is 𝑇𝑁𝑖 :

𝑇𝑁𝑖 = 𝑇𝑡𝑜𝑡𝑎𝑙𝑁 (6)

In the heterogeneous network, resource of each node is
different. Assuming that there are 𝑘 nodes performing com-
putational tasks, the amount of resources allocated toK nodes
is 𝑇1, 𝑇2, . . . , 𝑇𝑘, respectively. The total amount of computing
tasks is 𝑇𝑡𝑜𝑡𝑎𝑙. The coefficients of the tasks allocated by each
node are 𝛼1, 𝛼2, . . . , 𝛼𝐾. The processor number of each node
is (c1, c2, ⋅ ⋅ ⋅ , ck) and the RAM number of each node is
(𝑚1, 𝑚2, ⋅ ⋅ ⋅ , 𝑚k). 𝑆 = ∑𝑘𝑖=1 𝑐𝑖 ∗ 𝑚𝑖. The DRF algorithm can
be used to give a fair strategy considering multiresource load
balancing. The optimization equation is as follows:

max (𝑇1, 𝑇2, . . . , 𝑇𝑘)
𝑘∑
𝑖=1

𝑇𝑖 ≤ 𝑇𝑡𝑜𝑡𝑎𝑙
𝑘∑
𝑖

𝛼𝑖𝑇𝑖 ≤ 𝑆
𝑘∑
𝑖=1

𝛼𝑖 = 1

(7)

where max denotes the maximum resource allocation. The
first inequality constraint is that it cannot exceed the total
number of the tasks.The second inequality constraint is that it
cannot exceed the total resource number. Equality constraint
represents the main share of the balanced resources in two
dimensions.

4.3. Hybrid Programming of Multithreads in Nodes. In order
to make full use of the multicore of the CPU, multicore
parallel computing is implemented by using shared memory
inside a single node. In the shared memory programming
mode, the CPU can access the data in the shared memory,
and the cores of the CPU do not need to transfer data to each
other. POSIX is a portable multithreaded library. POSIX-
based Pthreads multithreading technology can implement
internal parallelism of a single node. This standard provides
a way to create and terminate new threads. The created
thread executes a given function [17]. At the same time, the
standard also provides three synchronizationmechanisms for
semaphores, condition variables, andmutexes, whichmake it
easy to synchronize amongst threads.

When designing the program, the FDTD algorithm only
needs to exchange the electromagnetic data of a grid at the
junction of nodes. If the blocking exchange mode is adopted,
the time required for data exchangewill become an additional
overhead of the program. This reduces the efficiency of
program execution. In order to improve the efficiency of
program operation, the method of simultaneous calculation
and data exchange is adopted in the design of program. The
flow chart is shown in Figure 7.

In the hybrid parallel FDTD program, the two steps of
“updating the magnetic field and magnetic boundary of the
remaining positions” and “updating the electric field and
electric boundary of the remaining positions” in Figure 6 is
the maximum calculation. Because the electromagnetic field
needed to be exchanged at the junction has only one grid
layer, the computation amount is only 1% or even smaller
than that of the whole electrically large object. Therefore, in
order to avoid creating and destroying threads frequently,
which results in a large amount of time overhead, the program
does not destroy the threads of these two steps in the whole
iteration process. When calculating these two steps, the
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Table 2: Simulation platform and simulation parameters.

Simulation Platform Simulation Parameters
HP-Z600 graphics workstations incident wave: L-band
CPU: Inter (R) Xeon (R) CPU E5640@2.67GHz (2 processor) centre frequency:1.3GHz
RAM:8GB bandwidth: 1GHz
OS: Windows 7 Professional Edition pulse width:1𝜇s

grid size:0.023m

Table 3: Model information and the SAR imaging results of models.

model 3-D information (L∗W∗H)(cm) Grid number Visible grid number SAR Imaging results

dumbbell 140∗40 376608 20899

car 440∗159∗138 387791 22103

Helicopter 500∗510∗320 662550 36991

program uses the synchronization mechanism of Pthreads
to perform multithreaded parallel computation. In the other
steps, only one thread occupies the CPU, while the other
threads wait for conditional variables.

4.4. Performance Evaluation of Parallel Computing. The per-
formance of parallel computing is usually measured by
speedup and efficiency. Suppose a serial program runs for 𝑇𝑠
time.The running time of a parallel program on 𝑝 processors
is 𝑇𝑝. The definition of the speedup is [18]

𝑆𝑝 = 𝑇𝑠𝑇𝑝 (8)

The definition of efficiency is

𝐸𝑝 = 𝑆𝑝𝑝 (9)

Here, 𝑝 is the number of processors in all nodes.

5. Experimental Simulation and Data Analysis

5.1. Experimental Hardware Platform. In order to verify the
correctness and acceleration performance of the method,
the simulation experiment uses several HP-Z600 graphics
workstations to forma cluster through aGigabit switch.Three
models are calculated: dumbbell, car, and helicopter. The
cluster configuration is shown in Table 2.

The computed model information and the SAR imaging
results are shown in Table 3.

In the simulation process, one computer serial FDTD cal-
culation is used as the comparison reference. Three com-
puters and four computers are used for hybrid parallel
computing.The data of the calculation are recorded, as shown
in Table 4. ∗ denotes that it cannot finish the task.

5.2. Result Analysis. Assuming that the speedup of serial
computing is 1 and through analysingTable 4, the conclusions
can be as follows.

(1) When using one computer to calculate serial FDTD,
the calculation time and speed of FDTD are only related to
the main frequency of CPU and its calculation ability. At this
time, the Windows operating system will retain some CPU
resources, so the CPU utilization cannot reach 100%, and the
actual CPU utilization can reach 90%.

(2) Under the same excitation source, the larger the size
of the object and the more grids it gets, the more memory
it needs. For the same purpose, parallel FDTD computing
requires much less memory for each node in the cluster
than serial FDTD computing, which reflects the superiority
of parallel computing. Therefore, parallel computing is an
effectivemethod to solve the scattering problemof electrically
large objects, which requires a lot of computing resources.

(3)The computational efficiency of the program (assum-
ing that the efficiency of serial is 1) is related to the number
of nodes in the system network. Experiments show that
with the increase of the number of computing nodes, the
computational efficiency will decrease correspondingly. The
main reason why this phenomenon is appearing is that the
CPU utilization of the intermediate nodes is usually low
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after the increase of the number of computing nodes, and it
also increases the additional consumption of time when the
system exchanges data.

(4) In parallel FDTD computing, there is no limit on the
number of nodes in the network, but the experiment shows
that with the increase of the number of nodes, the computing
time is shortened and the speedup is increased, which
exactly reflects the advantages of parallel FDTD computing.
In addition, it should be emphasized that the relationship
between shortening the computing time and increasing the
number of nodes is nonlinear. With the increasing of the
number of nodes, the time needed for data exchanges in the
network takes up more CPU computing time, and it can also
explain the reason why the efficiency of the system decreases.

6. Conclusion

This paper mainly studies the hybrid parallel FDTD algo-
rithm to solve the electromagnetic scattering calculation
of electrically large objects. In the design of the program
and algorithm, the rules of calculating region partition and
load balancing algorithm are applied comprehensively. The
program achieves parallel computing in cluster and multi-
threads computing in single node. The experimental results
and analysis conclude that hybrid parallel FDTD algorithm
with load balancing can improve the computing speed and
greatly shorten the computing time. Meanwhile, the parallel
algorithm can also provide ideas and solutions for solving the
shortage of computing resources. Compared with the serial
FDTD algorithm, it has great advantages and engineering
application value.

Data Availability

The data will be perfected, so it will be released in the future.
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