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Recently, event-based social networks (EBSN) such as Meetup, Plancast, and Douban have become popular. As users in the networks usually take groups as an unit to participate in events, it is necessary and meaningful to study effective strategies for recommending events to groups. Existing research on group event recommendation either has the problems of data sparse and cold start due to without considering of social relationships in the networks or makes the assumption that the influence weights between any pair of nodes in the user social graph are equal. In this paper, inspired by the graph neural network and attention mechanism, we propose a novel recommendation model named leveraging social relationship-based graph attention model (SRGAM) for group event recommendation. Specifically, we not only construct a user-event interaction graph and an event-user interaction graph, but also build a user-user social graph and an event-event social graph, to alleviate the problems of data sparse and cold start. In addition, by using a graph attention neural network to learn graph data, we can calculate the influence weight of each node in the graph, thereby generating more reasonable user latent vectors and event latent vectors. Furthermore, we use an attention mechanism to fuse multiple user vectors in a group, so as to generate a high-level group latent vector for rating prediction. Extensive experiments on real-world Meetup datasets demonstrate the effectiveness of the proposed model.

1. Introduction

With the rapid development of the Internet and information technology, social networks are becoming more and more necessary and diversified. As a new type of social networks combining online and offline interactions, event-based social networks (EBSN) have received more and more attentions in recent years. In EBSN, recommending events to groups become an important task since users usually take groups as an unit to participate in events. Recently, a lot of research works on group recommendation have appeared [1–7]. For example, Li et al. [1] proposed a collective matrix factorization and event-user neighbor (CMF-EUN) model to recommend events. Purushotham et al. [2] proposed a Bayesian model based on collaborative filtering for personalized group event recommendation. Yuan et al. [4] introduced the CON-sensus Model (COM) probability model to simulate the generation process of group preferences for events. However, these studies do not take into account the social relationship information of users in the group, they have problems of data sparse and cold start. Pham et al. [5] proposed a general graph-based model called HeteRS, in which a random walk method was used to solve different recommendation tasks on EBSN. Yin et al. [6] proposed a general graph-based embedding model (GEM) to solve the event-partner recommendation problem. Although these studies consider the social relationship of users in the group and can alleviate the problems of data sparse and cold start to some extent, when they learn feature, they assume that the influence weights between any pair of users are equal, lessening the accuracy of results they obtain.

In EBSN, there is abundant interactive information and social information, as shown in Figure 1. As it can be seen, EBSN is a heterogeneous social network which includes three kinds of nodes (i.e., groups, users and events), two kinds of interactive information (i.e., group-user interaction and
user-event interaction), and two kinds of social relationship information (i.e., user-user relationship and event-event relationship). The numbers on the interaction line between the users and the events represent the user’s preference for scoring events, and the numbers on other line segments in the figure represent the influence weights. For example, as shown in the upper right corner of the figure, a user has three friends, and the influence weights of these three friends on the user are: 0.3, 0.2, 0.5, and the sum of the weights is 1.

In recent years, the deep neural network technology of graph data has made great progress [8]. Now, graph convolution neural networks and graph attention networks have been getting more and more attention, since they can both construct complex heterogeneous graph relational data and also capture the different influence weights of the nodes in the graph. To this end, we propose a novel method leveraging social relationship-based graph attention model (SRGAM) for group event recommendation in EBSN. Specifically, we first build a mathematical model for users in the groups. We construct user latent vectors from two aspects: event aggregation and user social aggregation. We use the attention mechanism to weight and sum the latent vectors of different users to obtain the latent vectors of the group. Then, we build a mathematical model for the events. Graph attention networks are used for event modeling, and event-user interaction graphs and event-event social graphs are used to generate event latent vectors. Finally, we use the group latent vectors and the event latent vectors to perform a dot product to generate a predicted score for recommendation. Our experimental results have demonstrated that the suggested model performs better than state-of-the-art methods on real-world datasets. In summary, the key contributions of this work include:

(i) We propose a novel group event recommendation model SRGAM, which uses a graph neural network and attention mechanism. To the best of our knowledge, this is the first work to recommend events to groups using the heterogeneous graph attention network in EBSN.

(ii) We construct a heterogeneous social network for EBSN, which not only contains a user-event interaction graph and an event-user interaction graph but also has a user-user social graph and an event-event social graph, to further alleviate the problems of data sparse and cold start.

(iii) We use a graph attention neural network for learning graph data and calculate the different influence weights between the nodes in the heterogeneous network, which facilitate to generate more reasonable latent user vectors and event vectors. The attention mechanism is also used to perform weighted fusion on different user vectors in the group to generate high-level group latent vectors.

(iv) We conduct extensive experiments on the real-world datasets to demonstrate the effectiveness of our proposed method.

The remainder of this paper is organized as follows. Section 2 introduces our model framework. Section 3 shows the model realization. The comparison experiment on the real-world datasets is presented in Section 4. Related work is reviewed in Section 5. Finally, we conclude the paper and discuss the future work in Section 6.

2. The Proposed Model

In this section, we first introduce the definitions and notations used in this paper and then give an overview about the model framework.

2.1. Definitions and Notations. Let \( G = \{g_1, g_2, \ldots, g_{|G|}\}, U = \{u_1, u_2, \ldots, u_{|U|}\}, \) and \( E = \{e_1, e_2, \ldots, e_{|E|}\} \) be the sets of groups, users, and events in EBSN, respectively, where \( |G|, |U|, \) and \( |E| \), are the numbers of groups, users, and events, respectively, and \( g_i \) is composed of the users from \( U \).

\( M \in \mathbb{R}^{(|G| \times |E|)} \) is a group-event rating matrix, which is also called a group-event graph. The value in the matrix, denotes as \( r_{ij} \), is the rating score that \( g_i \) gives to \( e_j \). We employ 0 to represent an unknown rating from \( g_i \) to \( e_j \).

\( N_1 \in \mathbb{R}^{(|U| \times |E|)} \) is a user-event rating matrix, which is also called a user-event graph. \( s_{ij} \) is the score value of \( u_i \) for \( e_j \). If user \( u_i \) did not participate in the event \( e_j \), then \( s_{ij} = 0 \).

\( N_2 \in \mathbb{R}^{(|E| \times |U|)} \) is an event-user rating matrix, which is also called an event-user graph. \( s_{ij} \) is the transposed matrix of \( N_1 \), so \( s_{ij} \) is the score value of \( u_i \) for \( e_j \). In addition, users can establish social relationships with each other.

\( H \in \mathbb{R}^{(|U| \times |U|)} \) is a user-user relationship matrix, which is also called a user-user social graph, where \( H_{ij} = 1 \) indicates that there is a friend relationship between \( u_i \) and \( u_j \), and \( H_{ij} = 0 \) indicates that there is no friend relationship between them.
The framework of our proposed graph are used to learn user representation from two different graph perspectives. Therefore, we introduce two kinds of aggregations to process these two different graphs separately. The one is event aggregation, which can understand users through the interaction between the users and events in the user-event graph. The other is social aggregation, and the relationship between users in a social graph can model the latent vector of the event space users. To model the user’s preference for the event, which can help model the latent vector of the event space user. To model opinions, for each opinion \( r \), we introduce an opinion embedding vector \( \mathbf{s}_r \in \mathbb{R}^d \), which represents each opinion \( r \) as a dense vector representation. For the interaction between user \( u_i \) and event \( e_j \) with \( r \), we combine the event embedding vector \( \mathbf{q}_j \) and the opinion embedding vector \( \mathbf{s}_r \) through a multilayer perceptron (MLP) to generate an opinion-aware interaction representation \( \mathbf{x}_{ij} \). MLP takes the series of event embedding \( \mathbf{q}_j \) and opinion embedding \( \mathbf{s}_r \) as input, and the output of MLP is an opinion representation \( \mathbf{x}_{ij} \) of the interaction between \( u_i \) and \( e_j \), as follows:

\[
\mathbf{x}_{ij} = \text{MLP}(\{\mathbf{q}_j \oplus \mathbf{s}_r\}).
\]

where \( \oplus \) represents the connection of two vectors.

For the aggregation function \( \text{AggreE}() \), the vector in \( \{\mathbf{x}_{ij}, \forall j \in B_i\} \) is generally averaged; then, equation (1) becomes

\[
\mathbf{u}_i^E = \sigma\left(W \cdot \text{AggreE}\left(\{\mathbf{x}_{ij}, \forall j \in B_i\}\right) + \mathbf{b}\right),
\]

where \( \sigma \) represents the nonlinear activation function, \( \text{AggreE}() \) represents the event aggregation function, and \( \mathbf{x}_{ij} \) is a representation vector of interaction and opinions between \( u_i \) and \( e_j \). \( B_i \) is the set of events participated by the user \( u_i \). \( W \) and \( b \) represent the weight and bias in the neural network, respectively.

For an event, the user can express his/her opinion (or rating), denoted as \( r \). These opinions about the event can capture the user’s preference for the event, which can help model the latent vector of the event space user. To model opinions, for each opinion \( r \), we introduce an opinion embedding vector \( \mathbf{s}_r \in \mathbb{R}^d \), which represents each opinion \( r \) as a dense vector representation. For the interaction between user \( u_i \) and event \( e_j \) with \( r \), we combine the event embedding vector \( \mathbf{q}_j \) and the opinion embedding vector \( \mathbf{s}_r \) through a multilayer perceptron (MLP) to generate an opinion-aware interaction representation \( \mathbf{x}_{ij} \). MLP takes the series of event embedding \( \mathbf{q}_j \) and opinion embedding \( \mathbf{s}_r \) as input, and the output of MLP is an opinion representation \( \mathbf{x}_{ij} \) of the interaction between \( u_i \) and \( e_j \), as follows:

\[
\mathbf{x}_{ij} = \text{MLP}(\{\mathbf{q}_j \oplus \mathbf{s}_r\}).
\]

where \( \oplus \) represents the connection of two vectors.

For the aggregation function \( \text{AggreE}() \), the vector in \( \{\mathbf{x}_{ij}, \forall j \in B_i\} \) is generally averaged; then, equation (1) becomes

\[
\mathbf{u}_i^E = \sigma\left(W \cdot \text{AggreE}\left(\{\mathbf{x}_{ij}, \forall j \in B_i\}\right) + \mathbf{b}\right).
\]

where \( \sigma \) is a fixed equal weight value. This method assumes that all events interacting with
a user have the same effect on the user. However, since the impact of the interaction on the user may vary greatly, this may not be reasonable. Therefore, we need to allow interactions to make different contributions to users’ latent factors by assigning a weight to each interaction.

In order to alleviate the shortcomings of the mean-based aggregation method, we use an attention mechanism to learn how different events affect users.

\[
    u_i^E = \sigma\left( W \cdot \left\{ \sum_{j \in B_i} \alpha_{ij} x_{ij} \right\} + b \right),
\]

where \( \alpha_{ij} \) is the weight of event \( e_j \) to user \( u_i \)’s event space.
latent vector. We use an attention neural network to learn $\alpha_{ij}$. The input of the attention network is the opinion perception representation $x_{ij}$ of the user interaction and the embedding vector $p_i$ of the target user. The attention network is defined as follows:

$$\alpha'_{ij} = \sigma(W \cdot [x_{ij} \oplus p_i] + b)$$  \hspace{1cm} (5)

The final attention weight is obtained using the Softmax function to normalize the above attention score, which can be interpreted as the contribution of the event interaction to the user $u_i$’s event space user latent vector $u_i^{E}$, specifically:

$$\alpha_{ij} = \frac{\exp(\alpha'_{ij})}{\sum_{j \in B} \exp(\alpha'_{ij})}.$$  \hspace{1cm} (6)

(2) **User Social Aggregation.** The user’s preferences are similar to or affected by his/her social friends. Therefore, we need to incorporate social information to more accurately simulate user latent factors. At the same time, the strength of the connection between users can further influence the user’s behavior from the social graph. In other words, the learning of user latent factors in social space should consider the heterogeneity of social relations. Therefore, we introduce an attention mechanism to select representative social friends to characterize the user’s social information and then summarize the information. In order to represent user latent vectors from social perspective, a user latent vector in social space, i.e., $u_i^S \in \mathbb{R}^d$, is introduced for $u_i$. Specifically, $u_i^S$ is a vector which aggregates the latent vectors in event space of the users in friend set $A_i$ of $u_i$, as follows:

$$u_i^S = \sigma(W \cdot \text{AggreUS}\left(\{u_{ij}^E \mid j \in A_i\}\right) + b), \hspace{1cm} (7)$$

where AggreUS() represents the aggregation function of the user’s social friends.

As with event aggregation, for the aggregation function AggreUS(), the vector in $\{u_{ij}^E, \forall j \in A_i\}$ is generally averaged. Then, equation (7) becomes

$$u_i^S = \sigma(W \cdot \left(\sum_{j \in A_i} \beta_{ij} u_{ij}^E\right) + b), \hspace{1cm} (8)$$

where $\beta_{ij} = 1/|A_i|$, and a fixed equal weight value is used for all social friends. This method assumes that all friends who have social interactions with the user have the same impact on the user. This is obviously unreasonable, so we also use the attention mechanism to learn the different influence weights of different friends on the user, as follows:

$$u_i^S = \sigma(W \cdot \left(\sum_{j \in A_i} \beta_{ij} u_{ij}^E\right) + b), \hspace{1cm} (9)$$

$$\beta_{ij} = \sigma(W \cdot [u_{ij}^E \oplus p_i] + b), \hspace{1cm} (10)$$

---

**Figure 2:** The overall architecture of the proposed model. It contains three major components: group modeling, event modeling, and rating prediction. $\alpha_i$, $\beta_i$, $\theta_j$, $\gamma_j$, and $\mu_i$ are the attention weights. Note that the numbers on the edges of the graph denote the rating score.
Event modeling is used to learn the event latent vector $e$.

### 3.2. Event Modeling

As shown in the lower part of Figure 2, the attention weight is

$$
\beta_{ij} = \frac{\exp(\beta_{ij}^\prime)}{\sum_{i \in A} \exp(\beta_{ij}^\prime)},
$$

where $\beta_{ij}^\prime$ is the attention weight, and $\beta_{ij}$ is the normalized attention weight.

#### (3) User Latent Vector Learning

In order to learn better user latent factors, since user social graphs and user-event graphs provide information about users from different perspectives, and event space user latent vectors and social space user latent vectors need to be considered together. We propose to connect them and learn through the multilayer perceptron (MLP) and finally obtain the user latent vector $u_i$.

$$
u_i = \text{MLP}(u^F_i \oplus u^S_i).
$$

#### 3.1. User Aggregation

Event social aggregation, and event latent vectors learning.

#### 3.1.2. User Fusion Stage

A group contains several users, and the latent vectors of multiple users are fused to form the latent vector of the group. Because different users have different positions and weights in the group, we use the attention mechanism to learn the different weights of users and then use the weights and user latent vectors to perform weighted summation to obtain the group latent vector. The corresponding formula is as follows:

$$
g_i = \sum_{j \in F_i} \mu_{ij} u_j,
$$

$$
\mu_{ij}^\prime = \sigma(W \cdot u_j + b),
$$

where $\mu_{ij}^\prime$ is the attention weight, and $\mu_{ij}$ is the normalized attention weight.

#### 3.2. Event Modeling

As shown in the lower part of Figure 2, event modeling is used to learn the event latent vector $e_j$. Event modeling also includes three parts: user aggregation, event social aggregation, and event latent vectors learning.

#### 3.2.1. User Aggregation

We adopt the similar method to learn event latent vectors in user space through user aggregation. The information to be aggregated here comes from the user set $C_j$ that interacts with the event $e_j$. Even for the same event, different users may express different opinions during the user-event interaction. These opinions from different users can capture the characteristics of the same event, which can help model the event latent vector. We connect the user vector interacting with the event and the user’s opinion vector on the event and then learn through MLP to get the interactive user representation $y_{ji}$ of opinion perception. The formula is as follows:

$$
y_{ji} = \text{MLP}([p_i \oplus s_j]).
$$

Then, in order to learn the event latent vector $e_{ji}^\prime$, we also aggregate different users interacting with the event $e_j$. The aggregation function is $\text{AggreU}()$. It mainly aggregates the user’s opinion-aware interaction representation in $\{y_{ji}, Vi \in C_j\}$, as follows:

$$
e_{ji}^\prime = \sigma(W \cdot \text{AggreU}(\{y_{ji}, Vi \in C_j\}) + b).
$$

In addition, we also use the attention mechanism to learn the different influence weights of different users on the same event.

$$
e_{ji} = \sigma(W \cdot \sum_{i \in C_j} \theta_{ji} y_{ji} + b),
$$

$$
\theta_{ji} = \frac{\exp(\gamma_{ji})}{\sum_{i \in C_j} \exp(\gamma_{ji})},
$$

where $\theta_{ji}^\prime$ is the attention weight, and $\theta_{ji}$ is the normalized attention weight.

#### 3.2.2. Event Social Aggregation

Just as a social graph can be constructed between users, a social graph of events can also be constructed between events. We assume that if the similarity between a pair of events exceeds a certain threshold, it is considered that the pair have an event social relationship. Specifically, the social space event latent vector $e_{j}^S$ of the event $e_j$ is a user space event latent vector that aggregates the social event set $D_j$ of the event $e_j$ as follows:

$$
e_{j}^S = \sigma(W \cdot \text{AggreES}((e_{ji}^S, Vi \in D_j)) + b),
$$

where $\text{AggreES}()$ represents the aggregation function of the social relationship of the event.

Events that have friendships with one event have different influence weights on this one event. Therefore, we also use an attention mechanism to learn the influence weights for event social aggregation and perform weighted summation for the purpose of aggregation.

$$
e_{j}^S = \sigma(W \cdot \sum_{i \in D_j} y_{ji} e_{ji}^S + b),
$$

$$
\gamma_{ji}^\prime = \sigma(W \cdot [e_{ji}^S \oplus q_i] + b),
$$

$$
\gamma_{ji} = \frac{\exp(\gamma_{ji})}{\sum_{i \in D_j} \exp(\gamma_{ji})},
$$

where $\gamma_{ji}^\prime$ is the attention weight, and $\gamma_{ji}$ is the normalized attention weight.
3.2.3. Event Latent Vectors Learning. In order to learn better event latent factors, since event social graphs and event-user graphs provide information about events from different perspectives, we connect the user space event latent vectors and social space event latent vectors and learn through MLP to obtain the event latent vector \( \mathbf{e}_j \).

\[
\mathbf{e}_j = \text{MLP}\left( \mathbf{e}_U^j \oplus \mathbf{e}_S^j \right).
\]  

(25)

3.3. Rating Prediction and Model Training. In the work of this paper, we use the score prediction as a recommendation task. Specifically, we use the latent vector \( \mathbf{g}_i \) of the group and the latent vector \( \mathbf{e}_j \) of the event to perform a dot product to generate a predicted score:

\[
r_{ij}^{'} = \mathbf{g}_i \cdot \mathbf{e}_j.
\]  

(26)

In order to estimate the parameters of the model, we need to specify an objective function for optimization. Since the task we focus on in this work is the rating prediction, the objective function is expressed as

\[
\text{Loss} = \frac{1}{|N|} \sum_{i,j \in N} \left( r_{ij}^{'} - r_{ij} \right)^2,
\]  

(27)

where \( |N| \) is the number of observed scores, \( r_{ij} \) is the actual score of group \( \mathbf{g}_i \) on event \( \mathbf{e}_j \), and \( r_{ij}^{'} \) is the predicted score of group \( i \) on event \( j \).

To optimize the objective function, AdamOptimizer as the optimizer is used to optimize the mean square error function. Our model contains three embeddings: event embedding, \( \mathbf{q}_i \), user embedding, \( \mathbf{p}_j \), and opinion embedding, \( \mathbf{s}_j \). During the training phase, they are randomly initialized and learned together. Because the original features are very large and sparse, we do not use one-hot encoding vectors to represent each user and each event, but we embed high-dimensional sparse features into low-dimensional latent space so that the model can be more easily trained. To alleviate the problem of overfitting in optimizing deep neural network models, we adopt the dropout strategy to randomly drop some neurons during the training process.

4. Experiments

In this section, we compare the experimental results of SRGAM with five baseline methods and three variant methods on two real-world datasets. Generally speaking, our experimental goal is to answer the following research questions (RQ):

(i) RQ1: how does SRGAM perform as compared to existing advanced methods?

(ii) RQ2: what are the effects of each component in our method on performance?

(iii) RQ3: how do the hyper-parameters affect our model’s performance?

4.1. Experimental Settings

4.1.1. Datasets. We conducted experiments on the real-world datasets from two different cities in the event social network Meetup (https://www.meetup.com): Chicago and San Diego. The actual score data of a group on an event is a floating point number between 0 and 5; data with a score of 0 was discarded since the 0 score most likely occurred as a result of a user not participating. For users in the Meetup dataset do not explicitly rate events, we calculate the similarity based on the theme of each user and the theme of each participating event and normalize it to obtain a value in the range of \([0,1]\), which is used as the user’s score data for the event. There is also no explicit friend relationship in the Meetup dataset, so we consider two users who have participated in three or more events together as friend relationship. We assume that if the degree of acquaintance between two events exceeds 0.4, then it is considered that there is an influence relationship between them. The statistics of the two datasets are shown in Table 2.

4.1.2. Evaluation Metrics. We use two indicators to evaluate the model performance: root mean square error (RMSE) and mean absolute error (MAE). The smaller the RMSE and MAE indicators, the higher the accuracy of the model.

\[
\text{RMSE} = \sqrt{\frac{1}{|T|} \sum_{(i,j) \in T} \left( r_{ij}^{'} - r_{ij} \right)^2},
\]  

(28)

\[
\text{MAE} = \frac{1}{|T|} \sum_{(i,j) \in T} \left| r_{ij}^{'} - r_{ij} \right|,
\]  

(29)

where \((i,j)\) represents group \( i \) and event \( j \), \( |T| \) is the number of scores in the test set, \( r_{ij}^{'} \) is the score predicted by the model, and \( r_{ij} \) is the actual score of the test set.

4.1.3. Baselines. In order to evaluate the performance, our model is compared with the other five methods and three variant methods. These methods are described in detail below.

(i) GARec [9]: the model uses genetic algorithms to learn the interactions between users in a group and can capture the different importance of users in the group

(ii) HeteRS [5]: this method proposes to construct a heterogeneous graph model, that makes full use of the interaction between groups, users, events, and tags and complete three different recommendation tasks: recommend groups to users, recommend tags to groups, and recommend events to users

(iii) RRWR-S [10]: this method constructs a heterogeneous graph to represent the relationships between various entities and social networks and then uses restart to perform a reverse random walk to obtain user-event proximity values from the constructed graph
4.1.4. Parameter Settings. For each dataset, we use training set to learn the parameters, $(1-x)/2$ as the verification set to adjust the hyper parameters, and $(1-x)/2$ as the test set, where $x$ takes the values [50%, 70%, 90%]. For the embedding size $d$, we test the value of [8, 16, 32, 64, 128]. The batch size and learning rate were searched in [32, 64, 128, 512] and [0.0001, 0.001, 0.01, 0.1], respectively. When training with neural networks, we uniformly used three hidden layers and ReLu as activation functions, the training period Epoch was 20, and the group size tested was the number of members of [1–20].

Table 2: Statistics of the datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Chicago</th>
<th>San Diego</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total groups</td>
<td>5675</td>
<td>8462</td>
</tr>
<tr>
<td>Total events</td>
<td>2365</td>
<td>3529</td>
</tr>
<tr>
<td>Total users</td>
<td>18164</td>
<td>35543</td>
</tr>
<tr>
<td>Ratings of groups to events</td>
<td>41427</td>
<td>47387</td>
</tr>
<tr>
<td>Ratings of users to events</td>
<td>148944</td>
<td>231029</td>
</tr>
<tr>
<td>Users social connections</td>
<td>58124</td>
<td>81748</td>
</tr>
<tr>
<td>Events social connections</td>
<td>13244</td>
<td>21526</td>
</tr>
</tbody>
</table>

(iv) AGREE [11]: for the first time, the attention mechanism in the neural network is used for group recommendation. The fusion strategy is dynamically learned based on the input data. At the same time, user-item interaction information is introduced to improve the effect of group recommendation.

(v) MoSAN [12]: this model introduces the attention mechanism into group recommendation, and it proposed to use an attention mechanism to obtain the influence of each user in the group. The model can learn the influence weight of each user in the group, and consider different contexts, and then recommend items to groups based on their members’ weighted preferences. This method can model complex group decision-making processes.

(vi) SRGAM1: this is a variant of the model in this paper, which deletes the user’s social relationships and retains the event’s social relationships in the model. It recommends events to groups without considering the user’s social relationships.

(vii) SRGAM2: this is a variant of the model in this paper, which deletes the event’s social relationships and retains the user’s social relationships in the model. It is that recommends events to groups without considering the event’s social relationships.

(viii) SRGAM3: this is a variant of the model in this paper, which removes the attention mechanism in the model. It assumes that the impact of different events on users, the impact of different users on events, the impact of social interaction, and the impact of different users on groups are equal.

4.2. Overall Performance Comparison (RQ1). First, we compare the recommendation performance of our model with the other five models. Figure 3 shows the RMSE and MAE on the two datasets of Chicago and San Diego. We have the following main findings:

(i) The performance of the GARec model is the worst. Although this method considers the different weights of users in the group, it only uses the score information and ignores the user-user social relationship information, so it leads to poor performance.

(ii) The HeteRS and RRWR-S models are better than the GARec model, because these two methods use a graph structure to model social relationships. The GARec model only uses rating information and ignores user-user social relationship information. These results indicate that social relationship information is necessary in group recommendation.

(iii) The AGREE and MoSAN models are better than the HeteRS and RRWR-S models. Although the first two do not consider the user’s social relationship information, they use the attention mechanism and neural network for deep learning, which can learn better groups and events. This shows that the attention mechanism and neural network play an important role in group recommendation.

(iv) Our model SRGAM is superior to the other five baseline methods. Our model combines user-user social relationships and event-event social relationships. At the same time, our model also uses attention mechanisms and neural networks for learning to get a better representation of groups and events.

Overall, the comparison results of various model methods show that (1) social information is helpful for group recommendation, (2) attention mechanism and neural network can improve recommendation performance, and (3) our model is better than other baseline methods.

4.3. Ablation Study (RQ2). In this section, we conduct ablation research from two aspects: social relationship ablation and attention mechanism ablation.

4.3.1. Social Relationship Ablation. SRGAM1 and SRGAM2 are two variants of the model in this paper, they delete user social relationship and event social relationship, respectively. Figure 4 shows the comparison of the RMSE and MAE indicators of the SRGAM1, SRGAM2, and SRGAM models on the two datasets. We have the following findings:

(i) The performance of the model SRGAM in this paper is better than that of the two models of the variant, indicating that both the user’s social relationship information and the event social relationship information play a positive role in group event recommendation.
(ii) The performance of the SRGAM2 model is better than that of the SRGAM1 model, which shows that the user’s social relationship information is more important than the event social relationship information to a certain extent.

4.3.2. Attention Mechanism Ablation. As shown in the previous chapter, SRGAM3 is another variant of the model in this paper, one which removes the attention mechanism in the model. Since there are five places in the model that use the attention mechanism, five variants were produced: SRGAM3-α, SRGAM3-β, SRGAM3-θ, SRGAM3-γ, and SRGAM3-μ. They are defined as follows:

(i) SRGAM3-α: when the user’s events are aggregated, the event attention α of the model SRGAM is removed. This variant method uses the average aggregation method for event aggregation; that is, the impact of each event on the user is considered equal.

(ii) SRGAM3-β: when the user’s social relationships are aggregated, the social attention β of the model SRGAM is removed. This variant method uses the average aggregation method for user social aggregation; that is, the impact of each friend on the user is considered equal.

(iii) SRGAM3-θ: when the event’s users are aggregated, the user attention θ of the model SRGAM is removed. This variant method uses the average aggregation method for user aggregation; that is, the impact of each user on the same event is considered equal.

(iv) SRGAM3-γ: when the event’s socials are aggregated, the social attention γ of the model SRGAM is removed. This variant method uses the average aggregation method for event social aggregation. That is, the impact of each event on the same event is considered equal.

(v) SRGAM3-μ: when the users of the group are aggregated, the user attention μ of the model SRGAM is removed. This variant method uses the average aggregation method for user vector aggregation; that is, the impact of each user on the group is considered equal.

Figure 5 shows the performance comparison of this model and the five attention variant models. From the results, we have the following findings:
(i) The impact of multiple events involving a user on the latent vector of the user in the event space is not equal. Similarly, the impact of multiple users participating in an event on the latent vector of the event in the user space is not equal. Based on this assumption, our model was implemented by using two different attention mechanisms (α and θ). From the experimental results, SRGAM3-α and SRGAM3-θ did not perform as well as SRGAM. The results show that the attention mechanism plays a role in event aggregation and user aggregation.

(ii) The influence of the user’s friends on the user is not equal. Similarly, the influence of the event’s friends on the event is not equal. Based on this assumption, our model was implemented by using two different attention mechanisms (β and γ). From the experimental results, SRGAM3-β and SRGAM3-γ did not perform as well as SRGAM. The results show that the attention mechanism plays a role in user social aggregation and event social aggregation.

(iii) Different users in a group have different influences on group decisions. Based on this assumption, our model was implemented by using the attention mechanism (μ). From the experimental results, SRGAM3-μ is not perform as well as SRGAM. The results show that the attention mechanism plays a role in the aggregation of users in the group.

To sum up, SRGAM can capture various influence weights in users, groups, and events through application of an attention mechanism, which improves the recommendation performance.

4.4. Effect of Hyper Parameters on the Model Performance (RQ3). There are two main hyper parameters in the SRGAM model: embedding size and group size.

4.4.1. Embedding Size. We select five values, {8, 16, 32, 64, 128}, for testing. As shown in Figure 6, for the two datasets, the small embedding size cannot fully express the characteristics of users, events, and ratings, while an excessively large embedding size will lead to overfitting of the model and a decrease in learning efficiency. Therefore, we set the embedding size to 32.

4.4.2. Group Size. When we train the model, we try four different group sizes (the number of members in the group): {1-5, 6-10, 11-15, 16-20} and found that the model achieve best performance when the group size was 6-10 users on two datasets. As shown in Figure 7, a large group size causes the model complexity to increase and reduces recommendation performance, while a small group size reduces the effect of
the attention mechanism and reduces the recommendation effect.

5. Related Work

In this section, we discuss some related work including general group recommendation, group recommendation based on the graph model, graph neural network, and graph attention network.

5.1. General Group Recommendation. The key issue of the general group recommendation is preference fusion. The preference fusion methods can be divided into two categories: model fusion and recommendation fusion [17]. Yu et al. [13] proposed a model fusion method based on item feature scoring. Yuan et al. [4] proposed a probabilistic model named COM to simulate the generation process of group preferences for events. Kagita et al. [14] proposed a fusion method based on priority sequence mining and a virtual user model. O’Connor et al. [16] used the least painful strategy to fuse a user recommendation list and obtain a group recommendation list. Chen et al. [9] used a genetic algorithm to optimize the weight of group members and proposed a group recommendation method combining collaborative filtering and genetic algorithm. Naamani-Dery et al. [15] show that it is possible to find a balance between the size of the recommendation list and the cost of group preference extraction and thereby, reduce the size of the group recommendation list using an iterative preference extraction method. Cao et al. [11] proposed the AGREE model. Where for the first time, the attention mechanism in the neural network was used for group recommendation. Lucas et al. [12] proposed the MoSAN model, which also introduced the attention mechanism to group recommendation. It proposes using an attention mechanism to identify the influence level of each user in the group. However, as these methods seldom consider social relationship information, they have to be confronted with the problems of data sparse and cold start.

5.2. Group Recommendation Based on the Graph Model. The recommendation method based on a graph model is widely used in the recommendation field. Meng et al. [20] divided graph-based social recommendation methods into graph-based recommendation methods and link prediction methods. The graph is the most natural and direct representation of social network relationships in EBSN. There have been many studies on group recommendation in EBSN based on graph models, including [5–7, 10, 18, 19, 21]. Li et al. [10,
18] and Liu et al. [19] constructed a heterogeneous graph to express the interaction between different types of entities in EBSN. The perform random walks on the graph to obtain candidate events with high convergence probability. Pham et al. [5] proposed a general graph-based model HeteRS, in which a random walk method was used to solve the different recommendation tasks on EBSN. Yin et al. [6] proposed a general graph-based embedding model (GEM) to solve the event-partner recommendation problem. Liu et al. [21] constructed a primary graph (PG) based on the entities and their relationships in the EBSN and calculated the user-event similarity score by applying the random walk restart algorithm on the PG. However, these methods assume that the social impact of each friend on users is equal in importance.

5.3. **Graph Neural Network and Graph Attention Network.** Graph neural network (GNN) and graph attention network (GAN) have become a hotspot in the field of deep learning in recent years. Recently, the related work has focused on using CNN to model more general graph structure data [8, 22–25]. Specifically, Thomas et al. [8] proposed a graph convolution network for semisupervised graph classification. The model learns the node representation by using node attributes and graph structure. It consists of multiple graph convolutional layers, and each layer updates the node representation using the representation of the current node and its neighbors. Through this process, it can capture the dependencies between nodes. However, in the original formula, when updating the node representation, all neighbors are given a static weight. Existing studies use GAN to solve social impact analysis [26], graph node classification [27], dialogue generation [28], and association matching [29]. In addition, some research work such as [28, 30, 31] not only uses GAN technology to build user-friend social networks and user-project network graphs but also can calculate different influence weights of friends on users.

Zhang et al. [32] proposed the HetGNN model, which can jointly consider heterogeneous graph information as well.
as heterogeneous contents information of each node effectively. Wang et al. [33] thought that a graph has strong relationship expression ability and proposed a user identity linkage method based on a heterogeneous graph attention network mechanism (UIL-HGAN). Wang et al. [34] proposed a novel heterogeneous graph neural network based on the hierarchical attention, including node-level and semantic-level attentions.

However, the goals of the above research are not about group event recommendations. Therefore, they are different from the problems studied in this paper.

6. Conclusion and Future Work

The paper present a leveraging Social Relationship based Graph Attention Model (SRGAM) for group event recommendation. The SRGAM model uses the social relationship information of users and events to alleviate the data sparse and cold start problems inherent in group event recommendation. We adopt an attention mechanism inside users, events and groups, and learn the different influence weights of various factors, and finally generate high-level comprehensive feature vectors of groups and events, which makes the prediction score of groups participation events more accurate. Experimenting on two real-world datasets, our SRGAM model performs best.

SRGAM has considered the social relationship between users and events, but does not consider the social relationship between groups. Thus, in future, we intend to integrate the group social relationship into the model, to further improve recommendation performance.
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