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A DLP (data loss prevention) system usually arranges network monitors at the network boundary to perform network traffic
capture, file parsing, and strategy matching procedures. Strategy matching is a key process to prevent corporate secret-related
documents from leaking. This paper adopts the document fingerprint similarity detection method based on the SimHash
principle and customizes the KbS (Keyword-based SimHash) fingerprint, PbS (Paragraph-based SimHash) fingerprint, and SoP
(SimHash of Paragraph) fingerprint, three different feature extraction SimHash algorithms for strategy matching to detect. The
parsed unstructured data is stored as a file type in.txt format, and then a file fingerprint is generated. Matching the established
sensitive document library to calculate the Hamming distance between the fingerprints, the Hamming distance values under
different modification degrees are summarized. The experimental results reveal that the hybrid algorithmic strategy matching
rules with different levels and accuracy are established. This paper has a reference role for the leakage prevention research of
enterprise sensitive data.

1. Introduction

As the enterprise relies increasingly on information systems
and information data, information system stability and infor-
mation data security are directly related to the core compet-
itiveness of enterprises, which puts high demands on
enterprise information security and confidentiality [1].
According to the survey, among the ways of leaking sensitive
information inside the enterprise, the fact that employees
unconsciously outflow sensitive information through the
enterprise’s home page, mailboxes, instant messaging soft-
ware, cloud disks, and smartphones connected to a wireless
network [2–4] has become an important channel for leaking
sensitive information [5, 6]. Therefore, enterprise border net-
works are particularly important for the timely detection and
interception of sensitive data [7, 8].

The previous Information Content Audit platform (1.0)
project realized the basic functions of the network monitor
and has a good operation effect for the network boundary

data capture [9] and document parsing. The identification
of sensitive documents is achieved by matching the MD5 fin-
gerprint database with the fingerprint of the document to be
detected, but if the document modifies a small amount of
content, the MD5 value will become completely different
[10, 11]. The leaked data shows that some of the secret-
related documents have been modified to a certain extent,
where the modification methods include deleting and mixing
to form new sensitive documents to avoid the identification
of MD5 fingerprints; then, a leak that could not be monitored
is formed. The international mainstream research methods
for sensitive similar document calculations are based on sur-
face term/word, Vector Space Model (VSM), and hash algo-
rithm [12, 13]. The text similarity method based on the
hash algorithm includes the Locality Sensitive Hashing
(LSH) algorithm and Locality Preserving Hashing (LPH)
algorithm. SimHash is a kind of locality sensitive hashing
algorithm, which is ideal for large-scale data processing [14,
15], and it is in line with the research and development mode
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of establishing fingerprint database matching sensitive files,
which can be directly developed and upgraded on the original
platform. At present, there are few research studies on the
application of the hash algorithm to the identification of sen-
sitive documents in data loss prevention systems. The use of
Hamming distance values to distinguish document similarity
lacks effective experimental data [16, 17]. The Information
Content Audit platform (2.0) project is an improved project,
which includes the improvement of the monitor sensitive
matching fingerprint algorithm that will improve the previ-
ous single fingerprint algorithm and adopt the hybrid
method to achieve similarity calculation to achieve better
results [18, 19].

In this paper, the SimHash fingerprint algorithm with
three different feature extraction methods is used to study
the sensitive document, and the feasibility and effect of mul-
tilevel fingerprints formed by mixed multiple hash algo-
rithms in data loss prevention systems are verified, and the
monitor function is improved.

The rest of this article is organized as follows. Section 2
introduces the materials and methods of the paper, dis-
cussing network monitors and strategy matching, followed
by algorithm implementation and experimental scenarios.
Section 3 shows the experimental results and discussion.
Section 4 describes the fingerprint strategy customization
and implementation, and Section 5 summarizes the paper’s
work and future directions.

2. Materials and Methods

2.1. Network Monitor and Strategy Matching. The main pur-
pose of data leakage prevention products used in enterprises
is to monitor network traffic to prevent the transfer of sensi-
tive data to the outside, which usually consists of a central
management platform and a monitor, as shown in Figure 1.

It can be seen from Figure 1 that the monitors are
arranged in the outlet of the enterprise’s external network,
which in fact can be used in conjunction with the shunt,
and the central management platform is arranged in the
enterprise’s internal network to manage and configure multi-
ple monitors. The DLP product also provides interfaces to
LDAP servers, authentication servers, file servers, and classi-
fication and gradation content servers.

DLP products can obtain the specification description of
sensitive data from the classification and gradation content
servers to establish the determination basis of “sensitivity”
that serves as the reference standard for the whole product.
The DLP product integrates with the LDAP server to provide
information about personnel and departments related to
early warning events and provide information for the han-
dling of early warning events [20, 21].

As a core part of the leak prevention, in the enabled state,
the monitor continuously captures the traffic on the analysis
network [22, 23]. Sensitive data and important traffic ele-
ments are monitored through protocols such as SMTP,
FTP, and HTTP [24, 25]. This paper is mainly based on the
monitor module in the DLP system as the core research
content.

Figure 2 shows the functional requirements of content of
the monitor, mainly including the packet capture device
(fetching the data flow via HTTP, FTP, and SMTP, three
agreements), file recognition reader (mainly content parsing
for different file formats), and sensitive matcher (sensitive
documents matching to identify sensitive documents to
block the intercept), three parts.

Among them, the sensitive document matching function
that the sensitive matcher needs to complete is an important
process of data leakage prevention [26, 27]. How to define
enterprise sensitive files, extract the characteristics of sensi-
tive files, and adopt an accurate and efficient algorithm is
directly related to the effect of monitor data leakage preven-
tion. According to the characteristics of sensitive documents
in this enterprise, this paper uses the SimHash algorithm
with three different features to generate corresponding file
fingerprints for specified sensitive documents and establish
a sensitive document library for storing sensitive files and fin-
gerprint information [28, 29].

From Figure 3, we can see the general flow of the strategy
matching fingerprint matching algorithm and the core
algorithm used.

The parsed document forms a fixed.txt format. Then, the
fingerprint is generated by three algorithms of the fingerprint
strategy. Compare fingerprints with fingerprints that exist in
the sensitive document libraries; that is, the Hamming dis-
tance of the SimHash value is compared to judge whether
the strategy hits or not.

2.2. Algorithm Implementation and Experimental Scheme

2.2.1. SimHash and Hamming Distances for Different Feature
Extraction. Through the review and research of 1000 enter-
prise secret-related documents, combined with the specifica-
tion description of sensitive data collected from the
classification and gradation content servers, it is found that
most classified documents are enterprise contracts, project-
related documents, proxy patents, feasibility study reports,
and key technical documents. Moreover, these different ver-
sions of documents are widely distributed on the computers
of employees involved in document writing, integration,
review, modification, and submission, and there are a large
number of employees involved, which is prone to leak
secrets.

The characteristics of this enterprise on the content level
of secret-related documents are as follows. For the article
type A, paragraphs are obviously distributed with different
length, and long paragraphs are more likely to contain
secret-related content. As for the article type B, it is that the
distribution of paragraphs is not obvious or the paragraph
length is roughly the same and that the nonparagraph forms
such as table types also tend to have confidential keywords.

The main idea of the SimHash algorithm is dimension
reduction. The high-dimensional feature vector is mapped
into an f -bit fingerprint. The Hamming distance of the f
-bit fingerprint of the two articles is compared to determine
whether the article is repeated or highly approximated. The
SimHash algorithm is sophisticated, but it is easy to under-
stand and implement.
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In view of the current situation of sensitive document
diversity, this paper firstly uses the PbS (Paragraph-based
SimHash) fingerprint algorithm and KbS (Keyword-based
SimHash) fingerprint algorithm. In order to capture sensitive
documents more accurately, the SoP (SimHash of Paragraph)
fingerprint algorithm is added [30], jointly implementing the

fingerprint strategy. SimHash is used to integrate dynamic
and static information to form the features in this paper,
and some improvements are made in the feature extraction
and weighting process [31]. Figure 4 shows the flow of the
three fingerprint algorithms and the detailed process of
feature extraction.
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Figure 1: DLP system architecture diagram.
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Figure 2: Monitor work flow chart.
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The process of SimHash is roughly divided into the fol-
lowing steps:

(i) Features. Sensitive documents processed by the file
recognition reader are converted into .txt text, and
text features are extracted. PbS uses each paragraph
as a characteristic vector; KbS uses the TF-IDF algo-
rithm to extract the first n words of the keyword
weight value of the article as features based on the
full text; SoP is similar to KbS but extracts n key-
words as features on the basis of paragraphs.

(ii) Weights. Different document features are extracted,
and weight settings are also different. PbS takes
the length of characters in each paragraph as the
weight value according to the feature that long
paragraphs are more likely to appear or represent
the main content of the article; KbS uses the TF-
IDF algorithm to extract the TF-IDF value of n
keywords as the weight value; SoP, similar to
KbS, uses the value of TF-IDF calculated by n key-
words extracted from each segment as the weight
value.

The .txt file generated
after parsing
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matcher

Sensitive
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Figure 3: Multiple fingerprint strategy flow chart.
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(iii) Hash Value. The hash value of each feature is calcu-
lated by the hash function (hash). The hash value is a
64-bit signature composed of the binary numbers 0
and 1.

(iv) Weighting and Merging. Multiply the corresponding
weight with the hash value, multiply the binary 1
positively and the binary 0 negatively, and get the
weighted value of a single feature. Then, the
weighted value of each eigenvector is added up to
become a sequence string with positive and negative
values.

(v) Dimension Reduction [32]. For the positive and neg-
ative sequence strings, set 1 for each bit if the value is
greater than 0, set 0 for each bit if less than or equal
to 0, and the resulting 64-bit binary sequence is the
final SimHash document fingerprint.

Table 1 shows the characteristics of the three fingerprint
algorithms. The keywords of the SoP feature scheme are par-
agraph keywords; that is, the TF-IDF algorithm is used to
extract the keywords of the top n of the current paragraph
weight, and the number of fingerprints is the number N of
paragraphs of the current document.

For the PbS algorithm, a digital fingerprint is generated
for each document, because it only performs hash value
processing for each segment, so it is more efficient and
saves computing resources. However, if the key paragraph
(long paragraph with higher weight) of the sensitive docu-
ment is changed, it will have a significant impact on the
single-paragraph generated hash value and thus affect the
fingerprint of the final SimHash. In the case of the KbS fin-
gerprint, the TF-IDF algorithm is integrated to achieve
keyword extraction and weight calculation by relatively
consuming computing resources in the case of large docu-
ment length. But for minor changes in sensitive document
paragraphs, the keyword extraction and weight of the
whole document are almost not affected, and the SimHash
fingerprint will not be affected. However, for two docu-
ments with similar keywords but different contents, the
KbS algorithm will be used in theory to misreport them
as sensitive documents, which is less accurate than PbS in
this case. Of course, the meaning of data leakage preven-
tion is to prevent leakage of sensitive documents involving
confidentiality, and it is better to prevent data leakage with
strict levels, so it is safer to integrate multiple different
SimHash algorithms.

The SoP fingerprint algorithm is actually a more careful
way of getting a better grip on sensitive documents, similar
to the KbS principle, except that the objects are changed from

full text to paragraphs. Therefore, each paragraph will gener-
ate a SimHash digital fingerprint based on TF-IDF to extract
keywords and weights. However, the analysis of sensitive
documents will be more detailed and accurate. As seen from
the number of fingerprints in each document, SimHash fin-
gerprints will be generated for each paragraph of the docu-
ment, making it easier to see the degree of content changes
on the paragraph.

With regard to the Hamming distance, the calculation
of the Hamming distance is the key to determine whether
the document is sensitive or not in this paper. The SimHash
fingerprint of the detected document is obtained and com-
pared with the SimHash fingerprint of the secret-related
document in the sensitive document library to calculate
the Hamming distance. The size of the Hamming distance
value determines the similarity between the detected docu-
ment and the secret-related document. With the increase
of the degree of modification, the Hamming distance
between the modified document and the original document
will also increase. According to the actual situation and
experimental test, a reasonable Hamming distance interval
is found to determine whether the detection document is
sensitive or not.

2.2.2. Fingerprint Strategy Experiment. In order to facilitate
the comparison with Hamming distance data between pairs
of 20 unrelated documents, this experiment randomly
selected 190 secret-related documents in the company. A
review of these documents by the Document Security
Department found that three types of sensitive documents
that are easily leaked are as follows:

(i) Documents formed by minor modification of secret-
related documents

(ii) Documents formed by different-scale deletion of
secret-related documents

Table 1: Characteristics of three SimHash fingerprint algorithms.

Category Feature scheme Weight calculation
Number of
fingerprints

PbS Paragraphs Natural length 1

KbS Keywords TF-IDF value 1

SoP Keywords TF-IDF value N
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Figure 5: Hamming distance values between unrelated documents
and Hamming distance values between different slightly modified
documents and original secret-related documents.
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(iii) Documents formed by different-scale mixing of
secret-related documents

For the above three types of sensitive documents, differ-
ent targeted experiments were conducted: (1) experimental
work on the first type of documentation: a small number of
artificial modifications will be made to each of the 190
selected articles, such as a small increase in content, a small
amount of deletion, and a small number of replacements,

and the modifications of the three methods do not exceed
10% to simulate the formation of a revised version of a sensi-
tive document; (2) experimental work on the second type of
documentation: delete 20%, 40%, 60%, and 80% of the origi-
nal secret-related documents to simulate that the document
to be detected has only a small portion of the secret-related
document; and (3) experimental work on the third type of
documentation: delete 20%, 40%, 60%, and 80% of the total
content of the original document, and then add 20%, 40%,
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Figure 6: Hamming distance between documents with different degrees of deletion and original secret-related documents. (a) KbS fingerprint
Hamming distance. (b) PbS fingerprint Hamming distance.
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60%, and 80% irrelevant content to simulate different levels of
mixed documents. At the same time, 20 unrelated documents
are prepared, and the Hamming distance between them is cal-
culated. 190 Hamming distance values are obtained to explore
the Hamming distance range between unrelated documents,
so as to distinguish the Hamming distance between secret-
related documents and sensitive documents.

3. Results and Discussion

3.1. KbS and PbS Fingerprint Experiment Results. As shown
in Figure 5, the Hamming distance value between 20 unre-
lated documents, regardless of the PbS fingerprint or KbS fin-
gerprint, is concentrated above 26, and only individual values
are lower than 26. The Hamming distance values between the
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Figure 7: Hamming distance between different mixed degree documents and original secret-related documents. (a) KbS fingerprint
Hamming distance. (b) PbS fingerprint Hamming distance.

7Wireless Communications and Mobile Computing



sensitive documents and the confidential documents that are
slightly modified to form different versions are concentrated
between 0 and 3.

For the experimental results of different degrees of dele-
tion shown in Figure 6, the Hamming distance between the
PbS fingerprint and the KbS fingerprint and the original
secret-related document will increase with the increase of
the degree of deletion. In terms of the degree of discrimina-
tion of different degrees of deletion, the degree of Hamming

distance distinction between KbS fingerprints is not obvious,
and the levels are mixed, while the PbS fingerprints are rela-
tively obvious and hierarchical. Considering the overall
amplitude, the KbS fingerprint Hamming distance value is
relatively small and concentrated, but the PbS fingerprint
Hamming distance is relatively large and scattered. In view
of the amplitude changes caused by different degrees of dele-
tion, the variation of the KbS fingerprint Hamming distance
is not large, while the PbS fingerprint changes are relatively
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Figure 8: Hamming distance value between the documents under different modified situations and the original confidential documents. (a)
The maximum Hamming distance between KbS and PbS under different deletion degrees. (b) The maximum Hamming distance between
KbS and PbS under different mixing degrees.
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large. The experimental results under different mixing condi-
tions are shown in Figure 7. KbS fingerprints increase with
the increase of the degree of mixing, and Hamming distance
increases at the same time. When the degree of mixing
exceeds 60%, the variation of the Hamming distance value
decreases. Most of them are concentrated in the interval
between 18 and 28. When the degree of mixing of PbS finger-
prints is greater than 20%, the variation of Hamming dis-
tance values decreases which are mostly concentrated
between 15 and 30 and are more scattered.

The changes of the Hamming distance are clearly shown
in Figure 8, in which the Hamming distance value of the doc-

uments under different degrees of modification is the maxi-
mum Hamming distance value after removing a few top
values and bottom values (2%), while the Hamming distance
value of irrelevant documents is the minimum Hamming
distance value after removing a few bottom values (2%). If
the maximum Hamming distance of the changed documents
does not exceed the minimum value of irrelevant documents,
it means that a better policy matching effect is generated and
sensitive documents are captured accurately.

3.2. SoP Fingerprint Experiment Results. For the experimental
implementation of the SoP fingerprint algorithm, the
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Hamming distance test between three common sensitive
documents and original documents was conducted as same
as the other two algorithms, which includes the sensitive doc-
uments under different modifications, different degrees of
content deletion, and different degrees of content mixing.
Due to the nature of SoP fingerprints that there is an unfixed
number of fingerprints per document, SoP fingerprints no
longer use the Hamming distance between documents as
the basis for judging whether they are sensitive documents.
When the Hamming distance between two documents is less
than or equal to 3, the content between the documents is
extremely similar. Therefore, in this experiment, the propor-
tion of the number of SoP fingerprints in the document with
a Hamming distance less than or equal to 3 to the total num-
ber of SoP fingerprints in the entire document is used as the
criterion to determine whether the document is a sensitive
document.

As shown in Figure 9, a number of SoP fingerprints in
each of the 20 irrelevant documents are compared in pairs.
The number of Hamming distances less than or equal to 3
accounts for the proportion of the total number of SoP fin-
gerprints in the documents between 0% and 5%. Individual
values are higher than 5%. The proportion of sensitive natu-
ral segments of the slightly modified document is concen-
trated above 90%, and only individual values are lower than
90%.

For algorithm fingerprints of SoP, test experiments with
different levels of deletion and different levels of mixing were
also carried out. As shown in Figure 10, for two different
modification situations, the proportion of sensitive natural
segments in the document decreases as the degree of modifi-
cation increases. Since the extraction of paragraph keywords
is affected by the amount of paragraph content, individual
values will appear relatively discrete. When the degree of
modification does not exceed 40%, the proportion of sensi-
tive natural segments in the document is basically higher
than 50%. When the degree of modification exceeds 60%,
the proportion of sensitive natural segments in the document
is basically lower than 50%. When the degree of modification
exceeds 80%, the proportion of sensitive natural segments in
the document is mostly higher than 10%, and only the indi-
vidual values are lower.

4. Fingerprint Strategy Customization
and Implementation

According to the different needs of different periods in the
enterprise, the process of strategy customization will be dif-
ferent. It is roughly divided into the following three typical
demand periods. Period 1 is the period of the daily operation
of the enterprise, and the level of data loss prevention is low
during this period, so the detected document is judged to be a
sensitive document when it is very similar to the secret-
related document and contains most of the content. In period
2, it is about the company issues patents, software copyrights,
etc. The requirement of data loss prevention for this period is
medium, so the detected documents are judged to be sensi-
tive documents when they are similar to the secret-related
documents and contain some content. In period 3, when

the enterprise has a large-scale activity of the “protective net-
work action” or the introduction of important project docu-
ments, this period requires a higher level of data loss
prevention, so for the detected document, as long as it con-
tains any paragraph content of the secret-related document,
it will be recognized as a sensitive document.

According to the three fingerprint algorithms, three dif-
ferent design flows are adopted, as shown in Figure 11.
Parameters are the key to judge whether documents in differ-
ent periods are involved in confidentiality, so they need to be
set according to the above experimental Hamming distance
distribution. The values of the parameters a, b, and c deter-
mine the strictness of the strategy customization, in other
words, the level of the data loss prevention.

From the previous chapter, according to the analysis of
the experimental data of the Hamming distance, Figure 8
clearly shows that when the Hamming distance between doc-
uments is less than or equal to 3, the detected document is a
modified version of the secret-related document. The ratio of
sensitive segments in slightly modified documents is concen-
trated at more than 90%, and the similarity is extremely high,
which meets the needs of the first period. Therefore, the
parameters a and b in Figure 11 can be set to 3, and the
parameter c is set to 90%; that is, similar paragraphs account
for 90% of the total paragraphs and the documents are con-
sidered to be sensitive.

It can be seen from Figure 8 that when the Hamming dis-
tance between documents is between 3 and 24, the detected
documents are mixed with different levels of secret-related
content, meeting the needs of the second period, so a in
Figure 11 is set to 15, b is set to 24, and the parameter c is
set to 50%. That is, similar paragraphs accounting for more
than 50% of the total paragraphs are considered sensitive
documents. For the requirements of period 3, any paragraph
content containing the secret-related document in the
detected document will be judged as a sensitive document.
At this time, the accuracy of the KbS fingerprint and PbS fin-
gerprint is insufficient. However, to facilitate the comparison
of experimental data, the experimental parameters of KbS
and PbS are set as the minimum value of the Hamming dis-
tance between unrelated documents; that is, a and b were set
as 26 and 27, respectively. Figure 10 shows that when the
degree of modification exceeds 80%, the sensitive segment
ratio is mostly higher than 10%; thus, the value of c is set to
10%. That is, similar paragraphs accounting for more than
ten percent of the total paragraphs are identified as sensitive
documents. Table 2 shows the parameter values set in differ-
ent periods.

In the strategy customization process, it is necessary to
consider the accuracy and efficiency of the algorithm selected
in different demand periods. Figure 12 shows the time spent

Table 2: Parameter values in different periods.

Different periods Parameter a Parameter b Parameter c

1 3 3 90%

2 14 24 50%

3 26 27 10%
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on fingerprint calculation under different sizes of the parsed
.txt file. After strategy matching, the files that have been
judged as sensitive documents need to be reviewed by the
Safety Manager again for human judgment, and the purpose
of strategy optimization is to formulate a more reasonable
strategy to reduce labor. Therefore, the text of this test is
reviewed by the Safety Manager. The Safety Manager judged
the confidentiality of the text under different levels of
demand according to the needs of different periods. In the
enterprise intranet, 1000 documents are randomly selected
as test texts, which contain sensitive documents involving
different degrees and irrelevant documents. The results of
the Safety Manager review of the documents at different
levels are as follows: at the low level, 87 documents were iden-
tified as sensitive documents, with 238 in the middle level and
385 in the high level.

In order to verify the accuracy of identifying sensitive
documents between different algorithms, three indicators of
Equations (1), (2), and (3) are used:

Precision = Numcorrect
Numtotal

, ð1Þ

Recall = Numcorrect
Numactual

, ð2Þ

F1 = 2 × Precision × Recall
Precision + Recall : ð3Þ

Among them,Numcorrect is the number of sensitive docu-
ments identified correctly,Numtotal is the number of sensitive
documents identified, and Numactual is the total number of
sensitive documents. This method is used to test the above
1000 documents. Table 3 shows the accuracy indicators of
each fingerprint process at different levels. From Table 3, it
can be seen that in the period when the data loss prevention
level is low, the PbS fingerprint processing flow and the SoP
fingerprint processing flow have higher F1 values, but the
KbS fingerprint processing flow F1 value is relatively low.
Combined with the time consumed of the algorithm of
Figure 12 to comprehensive consideration, the efficiency of
PbS has an absolute advantage, so it is most appropriate to
adopt the PbS fingerprint processing process in this case. In
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Figure 12: Fingerprint time-consuming graph of three algorithms.

Table 3: Accuracy indicators of three fingerprints under different
levels.

Levels Fingerprint process Precision (%) Recall (%) F1 (%)

Low

KbS 80.95 97.7 88.53

PbS 100 95.4 97.64

SoP 97.7 97.7 97.7

Medium

KbS 87.73 96.21 91.78

PbS 74.55 88.65 80.99

SoP 85.33 95.37 90.07

High

KbS 58.91 81.56 68.41

PbS 47.52 91.95 62.69

SoP 91.37 96.36 93.8
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the period when the data loss prevention level is medium, the
F1 values of the KbS fingerprint processing flow and the SoP
fingerprint processing flow are above 90%, and there is a high
recall rate. Combined with the processing efficiency problem,
the KbS fingerprint processing flow has advantages, so in this
case, the KbS fingerprint processing process is the most
suitable.

However, in period 3 with high requirements for data
leakage prevention, the F1 value of the KbS fingerprint and
PbS fingerprint processing process is relatively low, while
the F1 value of the SoP fingerprint processing process is
above 90%, and SoP has high precision and recall rates.
Therefore, SoP fingerprint processing can only be adopted
in this situation, according to the data in Table 3.

5. Conclusion

In this paper, three kinds of fingerprint algorithms are com-
bined with the targeted secret-related documents in the
enterprise for experimental analysis. It provides experimental
reference and data reference for the relationship between
sensitive documents and Hamming distances between
secret-related documents in different situations. It also pro-
vides the basis for selecting the parameters of the fingerprint
strategy in this paper and calculates and tests the efficiency of
three different fingerprints. The fingerprint strategy of this
system is formulated for three special periods in the enter-
prise. Using different fingerprint strategies at different
periods can more accurately detect sensitive documents, but
occasionally there are cases of false positives. In future work,
the system can be optimized and more detailed exploration
can be carried out on the basis of the fingerprint strategy
experiment, such as the influence of more detailed document
changes on the Hamming distance, so as to meet the require-
ments of a more strict or detailed leak prevention strategy,
making the leak prevention system put into production more
efficiently and accurately.
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