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Mobile edge computing (MEC) nodes are deployed at positions close to users to address excessive latency and converging flows.
Nevertheless, the distributed deployment of MEC nodes and offload of computational tasks among several nodes consume
additional energy. Accordingly, how to reduce the energy consumption of edge computing networks while satisfying latency and
quality of service (QoS) demands has become an important challenge that hinders the application of MEC. This paper built a
local-edge-cloud edge computing network and proposes a multinode collaborative computing offloading algorithm. It can be
applied to smart homes, realize the development of green channels, and support local users of Internet of Things (IoT) to
decompose computational tasks and offload them to multiple MEC or cloud nodes. The simulation analysis reveals that the new
local-edge-cloud edge computing offload method not only reduces network energy consumption more effectively compared with

traditional computing offload methods but also ensures the implementation of more data samples.

1. Introduction

With the continuous development of the Internet of Things
(IoT) technology in recent years, IoT network equipment
has developed perception and communication abilities, and
the user end of the network can extend to information
exchange and communication between any goods in daily life
[1]. IoT technology has also been used in various aspects of
industrial production and daily life. In transportation and
network performance optimization [2], IoT has been used
in smart homes, smart industries, and smart cities, among
others. Previous studies have largely focused on the applica-
tion scene of smart homes. The local user ends of IoT in
smart homes can take the form of any good. Therefore, IoT
contains diversified user data, whereas intelligent electrical
apparatus requires a rapid and effective processing of task
data [3]. In this case, a fast, efficient, and safe task processing
mode needs to be devised to meet the demands of users with
a large data size or high sensitivity to latency. Given that the
traditional single-cloud model cannot meet such demands,
the concept of mobile edge computing (MEC) has been pro-
posed based on cloud computing [4]. MEC is a new comput-
ing model, and MEC nodes are widely distributed in the

vicinity of the client to provide intelligent services for local
users. Edge nodes can be installed on the edge server (e.g.,
vehicles and UAV) to meet the linkage demands of different
users [5]. Combined with MEC, a multinode cooperation of
data tasks is realized by transmitting data between the local
users of IoT and MEC nodes wherein the local user data of
IoT are offloaded to nearby MEC servers, thereby addressing
the limited computing capability of these users and reducing
their computing task pressures. However, MEC nodes have a
limited computing capacity, thereby requiring a cooperation
among multiple MEC nodes to handle computing tasks with
a large data size.

To solve the network energy consumption problem
under a large data size at the user ends of IoT, this study ini-
tially analyzes and selects MEC nodes in a local-edge-cloud
edge computing network model while considering the dis-
tances between the MEC nodes and user ends, the channel
characteristics, and the CPU energy consumption.

The main contributions can be summarized as follows:

(1) The local-edge-cloud edge computing network
model proposed in this paper supports the local user
ends of IoT in their parallel offloading of a computing
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task to multiple MEC nodes or a cloud. This study
takes both network computation and transmission
into account, considered from the three layers of
local, edge, and cloud

(2) Latency cannot be directly accumulated due to the
parallel data transmission. Instead, the time for
receiving and processing data at different nodes is
analyzed to determine the network latency. An inte-
gral linear programming problem that targets the
optimization of network energy consumption is for-
mulated, and single-user task offloading is analyzed
by using the branch-and-bound (BB) algorithm to
minimize the overall network energy consumption

(3) The simulation results show that the demands for
MEC nodes increase along with the size of offload
data at the local user ends of IoT. Moreover, the mul-
tinode collaborative model is significantly superior
over the traditional computing offloading algorithm
in terms of energy consumption and latency, espe-
cially under large oftload data sizes

The rest of this study is organized as follows. In Section 2,
related work is introduced. Section 3 introduces the proposed
model. Section 4 discusses in detail the construction of an
objective function for the multinode computing offload
model and the BB algorithm used in the optimization. Sec-
tion 5 analyzes the simulation results. Section 6 concludes
the paper.

2. Related Work

The local user ends of IoT can offload computing tasks to
MEC nodes via global and partial offloading. In global off-
loading, the entire computing task is offloaded to an MEC
node. Liu et al. [6] used the 1D searching algorithm to reduce
implementation latency to the maximum extent and gave
comprehensive considerations to the queuing state in the
application buffer zone and the available processing capacity.
However, edge nodes have inadequate computing capacities
and experience long transmission latency. To address this
problem, this paper proposes a partial offload method that
implements parts of the computing task at the local position
and offloads the other parts to the MEC for implementation.
Further details on partial offloading can be found in [7]. In a
partial offload program, the distribution positions of data
tasks need to be determined; tasks are successively trans-
ferred to each node to execute tasks after the user is parti-
tioned. In [8], Yang et al. proposed the concept of task
zoning, which determines offload modules and implementa-
tion methods, that is, whether the tasks are implemented at
local positions or offloaded to MEC and cloud nodes. Mean-
while, Zhao et al. [9] transformed the partial offloading prob-
lem into a nonlinear constraint problem and adopted a linear
programming approach to solve this problem and realize the
goal of optimal processing. Given their diversity, network
data of different sizes are generated. Accordingly, resource
limits have become key problems in the offload process that
have been discussed in [9-11]. For instance, Zhao [10] ana-
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lyzed resource limits from the perspectives of network capac-
ity and data allocation, chose an appropriate position for data
processing, and guaranteed the smooth implementation of
additional data tasks. In [11], a data task was segmented by
employing a partial offload method, and this task was trans-
mitted successively to MEC and cloud nodes for implemen-
tation, thereby overcoming resource limits. To address the
limitations in node quantity and processing ability, You
and Huang [12] proposed an optimal resource allocation
strategy for a time division multiple access system to process
the queuing of tasks and ensure resource processing effi-
ciency. Aiming at the complex resource allocation problem,
Ref. [13] proposed an intelligent resource allocation frame-
work to solve the complex resource allocation problem of
collaborative mobile edge computing network. The resource
allocation scheme was determined according to the edge
computing server’s computing capacity, channel quality,
resource utilization, and latency constraints.

When users have a large number of computing tasks, a
single MEC node cannot meet the demand of processing off-
load tasks from the user end even if the partial offload
method is applied. As a result, several nodes must be selected
in the collaborative processing of offload tasks. Fan et al. [14]
adopted a multinode collaboration method that allows
nearby MEC nodes to share the computing pressure of the
target node when the computing task at the user ends is too
large for a single MEC node. They also designed an algorithm
for solving the optimization problem by using an interior
point method and a logarithmic potential barrier function
to optimize the energy consumption problem of the multi-
node collaboration system. This multinode collaboration
method is mainly used to address the inadequate computing
capacity of single nodes. Based on a dynamic and self-
configuring multiequipment mobile cloud system, Habak
et al. [15] implemented relevant computing tasks and
expanded the range of the cloud system by using the sur-
rounding vacant mobile equipment as MEC servers with an
aim to solve the problem where the network load exceeds
the computing capacity of nodes. In a multinode collabora-
tion method, the computing task should be allocated to mul-
tiple nodes, but this action involves the allocation and
deployment of nodes. Reference [16] considers link selection
in collaborative networks. Based on the characteristics of two
branches in the system, the buffer-assisted relay combination
technology is used to provide accurate expression of inter-
rupt probability for the common channel interference net-
work to evaluate the transmission performance of the
network. In [17], the authors selected the deployment posi-
tions of MEC nodes, such as LTE micro sites and gathering
stations of multiwireless access technology communities.
With the continuous popularization of MEC technology,
multinode collaborative technology has been increasingly
used in practice.

In the above studies, users oftload the computing tasks
completely or partially to one or several MEC nodes, opti-
mize the network structure, increase the task processing
capability of the network, and explore resource optimization
in a multinode collaborative network structure. Nevertheless,
MEC nodes are extensively distributed in ranges of local user
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nodes, and several MEC nodes in a wireless network are
selected to participate in computing. Involving more nodes
in a network will increase its overall energy consumption.
After the introduction of the green MEC philosophy, net-
work energy consumption has become a key concern among
researchers.

In the multinode task allocation model, MEC nodes that
implement the computing tasks are chosen reasonably to
reduce network energy consumption. Zhang et al. [18]
applied a single-user mobile edge computing offload
(MECO) approach to the MEC network model, where net-
work energy consumption is treated as the optimization goal,
and the appropriate offload strategy is determined by com-
prehensively changing the number of CPU periods and net-
work transmission rate. However, this study only considers
the single-user MECO model. Meanwhile, the authors in
[19] fully considered energy consumption and latency of
end users in the multiuser MECO distributed computing off-
load model and realized an optimal allocation of resources in
the computing offload process by using game theory. Refer-
ence [20] constructs an intelligent edge computing network
based on pricing. When the user is offloading data, latency
and price are taken as performance indicators, stochastic
game method is used to determine the user signal processing
scheme, and offloading strategy is designed to reduce latency
and price. In [21], to cope with energy shortage in a hetero-
geneous network, a shared link was established among mul-
tiple base stations (BS) and was extended to the macro and
micro domains for analysis. At the same time, in the hetero-
geneous network, due to the complex distribution of base sta-
tions and users, multilayer switching and power distribution
need to be considered. In Ref. [22], there is the switching and
power distribution problem in the two-layer heterogeneous
network composed of macro station and millimeter wave. A
multiagent augmented learning algorithm based on the prox-
imal policy optimization is developed to realize the interac-
tion between multiuser devices. Ng et al. [23] proposed an
offload priority function by considering quantitative equality,
transmission channel, and local computing situations. By
analyzing this offload priority function, the optimal network
resource allocation was realized, and the overall network
energy consumption was used as the measurement index.

In sum, many studies have examined multinode collabo-
ration and data offloading. Users transmit data to multiple
nodes in a step-by-step manner before their implementation.
When the data size at the user ends is relatively large, then the
step-by-step transmission leads to significant latency, thereby
destroying the latency constraints of users and consuming a
considerable amount of network energy. On this basis, the
superiority of the model created in this paper is more
prominent.

3. System Model

Figure 1 illustrates a local-edge-cloud edge computing net-
work that has K local user ends of IoT served by N wireless
eNodeBs. Each eNodeB is equipped with one MEC server
or N MEC nodes. The computing task from the local user
ends of IoT can be implemented in site, partially offloaded

to the MEC nodes, or partially transmitted to the cloud server
through the routers at eNodeB. Before oftloading tasks, the
local user ends of the IoT segment these tasks while following
certain rules, and the segments choose the appropriate MEC
nodes or cloud servers for task offloading based on the
latency, energy consumption, computing capacity of MEC
nodes, and other parameters. In Ref. [6], the sequential trans-
mission of segmented task blocks will cause a certain latency
waste. Based on the above, this paper makes improvements
by transferring the segmented task block to the appropriate
node to perform tasks synchronously, determining the opti-
mal assignment location of the task at the user end, transmit-
ting and processing the task at the same time, and processing
more data under the same latency constraint. Without loss of
generality, this study hypothesizes that the computing task of
local user UE, at a moment can be segmented into N task
blocks. Task block 1 can be implemented at the local user
ends of IoT. Offloading to and implementing at nodes
MEC,, MEC,, and MEC; are optional for task block 2, task
blocks 3, 4, and 5, and task blocks 6 and 7, respectively. Given
that the computing capacity of MEC nodes cannot meet the
demands of residual task blocks, these blocks are transmitted
to the cloud for implementation. A parallel offloading of
multiple task blocks is applied to reduce the network latency
and overall network energy consumption.

3.1. Network Energy Consumption. In studying the local-
edge-cloud edge computing network model, the computing
and transmission capacity of the network should be consid-
ered to minimize the network energy consumption because
the data from the local user ends of IoT are offloaded simul-
taneously and implemented at multiple nodes. Therefore,
“network energy consumption” in this paper includes the
energy consumed for the parallel transmission of computing
tasks from the local user ends to the MEC and cloud nodes
and the energy consumed for transmitting a computing task
from the local user ends to different nodes. The computing
model of the local-edge-cloud edge computing network is
defined as A, (R, s;), where R, is the task value of user k
(k={1,2,---,K}) and s, is the time spent by user k in execut-
ing the task. The computing energy consumption of user k
can be expressed as

Egom = Ry (1)
where C, is number of CPU turns needed to execute a com-
puting task per bit of data and m, is the energy consumed for
each CPU turn.

When the computing task cannot be executed completely
at the local user ends of IoT, this task must be oftloaded to the
appropriate nodes, which will consume a certain amount of
transmission energy. Transmission energy consumption is
related to both the transmission time and transmission
power of the task. The transmission energy can be formu-
lated as

k
Etrans = tkpk’ (2)

where ¢, is the transmission time of the computing task of



Wireless Communications and Mobile Computing

Sink node

4

£ eNodeB
eNodeB =
AV

UE,

MCC service E

eNodeB

N
9@.

ee Sink node

MEC,

eNodeB

FIGURE 1: Local-edge-cloud edge computing network model.

user k and p, is the transmission power between user k and
the offload nodes. The overall energy consumed by user k
to execute a task is computed as the sum of transmission
energy consumption and computing energy consumption:

+ EX

trans*

Ef  =EF

total com (3 )
3.2. Computing Capacity. The number of CPU turns needed
for user k to implement 1 bit of task at local users, MEC
nodes, and cloud nodes is denoted by Ck, CE, Cf, respec-
tively. Meanwhile, the energy consumed for each CPU turn
in implementing the computing task of user k at local users,
MEC nodes, and cloud nodes is denoted by mk, mf, m.
Under the multinode collaboration mode, the data are seg-
mented at the local user ends of 10T, and the segmented data
are transmitted to the MEC or MCC nodes for computing.
To easily observe the offload condition of segmented tasks,
one data unit ¢ (kbit) is set, and the data at the local user ends
of IoT are expressed as data units. The data of user k are
divided into M, data units as R, = M;¢. For all nodes, param-
eter p is set, where p, _, denotes the number of data units in
the local computing of user k. The network has n MEC nodes,
wheren={1,2,---,N}.p,_ and p, ., refer to the number
of data units that local user k oftloads to MEC, and the cloud
nodes for task execution, respectively. With respect to the
selection problem between the local user ends of IoT and
MEC nodes, parameter f3; . indicates that the computing
task block m of local user k is offloaded and implemented
at node 7. In this model, the local user ends of IoT segment
the computing task into several blocks and oftload them to

multiple MEC and cloud nodes. A data unit can only be off-
loaded to a single node (¥, Bimn = 1), while one MEC node

can receive several data units (¥ Bimn= Pr_n)- When n
=0, the computing task is implemented at the local user ends
of IoT, but when n =N + 1, the computing task is imple-
mented at cloud nodes.

Given that the data are segmented at the local user ends of
IoT and transmitted to several nodes simultaneously, the data
allocated to different nodes should meet the computing capac-
ities of different nodes. The data of user k are analyzed as

CiR.<F. (4)

Let Fy, F,, Fy,, be the computing capacities of the local
user ends, MEC nodes, and cloud nodes, that is, the number
of CPU turns needed to implement the computing task. In
equation (4), R} = p,_,, ¢, where n =0 denotes the size of the
task implemented at the local user ends of IoT, n={1,2, ---,
N} refers to the size of the task implemented at the MEC

nodes, and n = N + 1 refers to the size of the task implemented
at the cloud nodes.

3.3. Computing Latency. Computing latency is determined by
computing the number of nodes, number of CPU turns, and
node computing capacity. When the computing task is exe-
cuted at the local user ends of IoT, the data computing
latency of user k can be expressed as

CLR?
sk= 2k (5)

k FO
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Given that the data are segmented at the local user ends of
IoT and are transmitted to several MEC nodes simultaneously
for implementation, the computing latency is computed as the
maximum computing latency of different nodes. The comput-
ing latency of one node can be formulated as

nE
SE — chk,n

k.n F (6)

n

When the computing task cannot be implemented at the
local user ends of IoT and MEC nodes, this task should be
transmitted to cloud servers. The computing latency at the
cloud nodes can be formulated as

N+1~C
c_ KRG
S = —F/-

FN+1

(7)

3.4. Transmission. The transmission links in a network refer
to the wireless communication links between the MEC
server and UE, the transmission VLAN among MEC
servers, and the transmission links between the MEC and
cloud servers. In the network transmission process, the rela-
tionship between network computing capacity and trans-
mission capacity should be considered. If the computing
capacity is too high, then the channel resources in the net-
work cannot be allocated to the local user ends of IoT,
thereby congesting the channels and increasing network
latency. Let R, (bit) be the data size that local user k of
IoT needs to process. Specifically, R refers to the size of
the computing task implemented at the local user ends of
IoT, R} is the size of the computing task implemented at
the MEC nodes, and RY*! is the size of the computing task
implemented at the cloud nodes. When the computing task
can be implemented at the local user ends of IoT and does
not need to be transmitted, no transmission energy is con-
sumed. Transmission energy is only consumed when the
computing task is offloaded to the MEC and cloud nodes.

Let t, denote the transmission time for one data unit ¢
(kbit), where t; > 0. Therefore,

tr=—> (8)

where r, refers to the data transmission rate from user k
to the chosen nodes. The total transmission time in the
computing offload process is calculated by the number of
bit units that the user offloads to nodes p,_,,. Suppose that
n MEC servers receive data from the user end. These data
are segmented at the local user ends of IoT, and data
transmission is performed simultaneously. However, p, .
computing tasks will experience p,_ f, transmission time
in the task transmission process of each part. Given that
each node has unique basic parameters, the size of the off-
loaded data also varies. The transmission time from the
local user ends of IoT to the nodes shall be taken as the

transmission time from the local user ends to the node
with the largest offloaded task. This node should meet

N+1

Z pk*)i’ltk < T’ (9)
n=1

where T represents the latency in meeting the QoS
demands of users.

3.5. Transmission Power. In the transmission from local user
k to the chosen nodes, the transmission rate can be expressed
as

PL
re =W log, (1 + ‘L’”Uz k’”), (10)

where W is the channel bandwidth, Pin 18 the transmission
power between local user k and node #, and h is the channel
characteristics between local user k and node ». The differ-
ences in the channel characteristics can be ascribed to the
variances in the distances of each node from the local user
k. The value of PL; meets the large-scaled attenuation charac-
teristic and is related to transmission distance. PL, is
expressed as PL =PLy(d,) + 10n1g (d/d,)) + X, where d is
the transmission distance, d,, is the reference distance, # is
the route loss index, and X, is a Gaussian random variable
with a 0 mean and o standard deviation. Meanwhile, W,
W represent the bandwidths between the local users of
IoT and edge nodes and those between the users and cloud
nodes. When n={1,2,---,N}, p, . and PL; , represent the
transmission power and loss between user k and MEC,.
When n=N + 1, these parameters represent the transmis-
sion power and loss between local user k and the cloud nodes.
According to equations (1) and (3), data transmission
rate (r,) can be expressed in two ways. The transmission
power from the local user k to node #n can be expressed as

(Zrk)n/W _ 1)02
Pk,n = PLk,n

(11)

In sum, to analyze the transmission in the local-edge-
cloud edge computing network and computing situations,
network energy consumption can be computed as total
energy consumption = computing energy consumption +
transmission energy consumption. Computing energy con-
sumption includes the computing energy consumed by the
local user ends of IoT and by the collaboration between
MEC nodes and cloud servers. Meanwhile, transmission
energy consumption includes the wireless transmission
energy consumption between the local user ends of IoT and
MEC nodes and that between the local user ends and cloud
servers. Network latency, which includes computing latency
and transmission latency, is considered in computing net-
work energy consumption given that the network energy
consumption should be minimized under the premise of
meeting network latency requirements.



4. Multinode Collaborative Computing
Offloading Algorithm

In the local-edge-cloud edge computing network model, one
part of the computing task is implemented at the local user
ends of 10T, whereas the other parts are offloaded to the
appropriate nodes. The data of the user are segmented fol-
lowing certain rules and are offloaded simultaneously to sev-
eral nodes. Given that MEC nodes are close to the local user
ends of IoT, a short data transmission time is achieved. How-
ever, the oftload positions should be chosen reasonably based
on the user demand given the limited computing capacity of
MEC nodes.

4.1. Establishment of an Objective Function. According to
equation (3), the overall network energy consumption
includes computing and transmission energy consumption.
In the local-edge-cloud edge computing network model, cer-
tain tasks are distributed to all levels. In other words, network
energy consumption includes the computing and transmis-
sion energy consumption of the local user ends of IoT,
MEC nodes, and cloud nodes.

Implementing the computing task at the local user ends
of IoT only consumes computing energy. The energy
consumed can be formulated as

K
E = Z pkﬁoquimi. (12)
k=1

When the computing task is offloaded to edge nodes, sev-
eral MEC nodes surround the local user ends of IoT. There-
fore, the appropriate MEC nodes should be selected. Let the
selection parameter be p;, ., n={1,2,---, N}, which reflects
the selection of MEC nodes. The overall energy consumption
of the MEC node includes both computing and transmission
energy consumption and can be expressed as

N a* (Zl/ztk’"wE - 1)
CE mE + ty,————— 7/
Pk—»n¢ k,nmk,n pk—m k.n

K
Eg=)

E
k=1 n=1 PLk,n

(13)

When the computing task is partially oftfloaded to the
cloud servers, the overall energy consumption of cloud nodes
can be expressed as

S 2
o
= Cm¢ UtinaWe _
Be= Zpk—ﬂ\fﬂ‘fsck M+ Proaitina e (27 e - 1).
k=l PLk,N+1

(14)

The overall network energy consumption is then com-

puted as the total energy consumed by the local user ends
of IoT, MEC nodes, and cloud nodes:

EtotaleL+EE+EC' (15)

Given that the network model considers the computing
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and transmission of data from the local user ends of IoT, net-
work latency includes both computing and transmission
latencies. The computing latency of the local user ends of
IoT, MEC nodes, and cloud nodes should be considered
when applying a local-edge-cloud edge computing network
model. The computing latency of local user k can be
expressed as

L
Si, — Ckpkao(p‘ (16)

Fy

Unlike in the mutual transmission computing offload
model, the computing task is segmented at the local user ends
of IoT and are transmitted simultaneously to multiple nodes
for processing. Therefore, the computing latency is taken as
the maximum computing latency of MEC and cloud nodes:

Cn
s,i:max {w, n:O,l,-'-,N,N+1}. (17)

n

The overall computing latency of the network is then
formulated as

S =Sk + 5. (18)

Meanwhile, transmission latency mainly involves the
wireless transmission links from the local user ends of IoT
to the MEC nodes and the VLAN transmission network from
the local user ends of 10T to the cloud nodes. Given that the
data are segmented at the local user ends of IoT, the
appropriate nodes should be selected for the simultaneous
transmission of segmented data. When parallel data trans-
mission is applied, the overall transmission latency of the
network can be expressed as

ty=max {p;  tp,, n=0,1,--,N,N+1}.  (19)

The network latency is then computed as the sum of
computing latency and transmission latency:

The goal of this multinode collaborative computing oft-
load model is to minimize the overall network energy
consumption while meeting the time constraints. The opti-
mization system of the multinode collaborative computing
offload network is

min  E, (21)
st. Dy<T, (22)
ten >0, (23)

N
Z ﬁk,m,n = l’ <24)
n=1



Wireless Communications and Mobile Computing

M
Z ﬁk,m,n = pkan’ (25)
m=1

bl <Ey n={L2N)L (29)
C]l;pk—>0¢ < F(), (27)
ClPeon® < Fans (28)

where (22) and (23) are the limiting conditions of transmis-
sion time (with (22) indicating that the network latency is
smaller than the latency limit of user ends), (24) and (25)
denote the data allocation after the segmentation at the local
user ends (with (24) indicating that only one data unit can be
oftloaded to one MEC node and (25) indicating the number
of unit tasks that can be processed by a single MEC node),
and (26) to (28) denote the computing capacity limitations
of MEC nodes, local user ends of IoT, MEC nodes, and cloud
nodes.

To address the above conditions, the size of the comput-
ing task blocks oftfloaded to different nodes in equation (21) is
denoted by p, . The task allocation of nodes under optimal
energy consumption is evaluated by analyzing the value of
Pi_n Given that p,_ determines the number of data units,
its value can only be expressed as an integer. Therefore, the
optimization problem becomes an integer programming
problem.

4.2. Optimization Based on the BB Algorithm. The resource
allocation scheme for MEC nodes is determined by using
the BB algorithm, which searches all feasible solution spaces
for the optimization problem with constraints. During the
implementation of this algorithm, all feasible solution spaces
are continuously divided into smaller subsets, and a lower or
upper bound is calculated as a solution for each subset. With
respect to the integer programming problem, the BB algo-
rithm solves the ordinary linear programming problem
through simplex and divides the nonintegral decision vari-
ables into two proximate integers. The conditions are then
listed and added into the original problem. Meanwhile, the
constraint vector after updating is solved, from which the
upper or lower bound of the numerical value is identified.
In using the BB algorithm to solve the energy consump-
tion optimization problem, equation (21) is taken as the
objective function with p, o, P 15 Pr_ns Prone @S the
independent variable. This objective function can be viewed
as a linear programming problem that is expressed by its
independent variable. The independent variable p meets

Pk—>0+Pk—>1+”'+Pk—>N+Pk—>N+1:Mk' (29)

Equation (21) can then be expressed as

Erotal = VoPr—o T ViPro1t VN PN T VN Prons  (30)

where vy, vy, -+, Vy, V4 1S the coeflicient before p, and the
coeflicient vector of independent variables in the objective

function can be expressed by f=[v, v, -+ vy vy - The
constraint condition (1) for latency in equation (21) is then
transformed as

0 1 N 1
Dy =Dipy o+ Dipy g+ 4Dy oy + DY oy < T

(31)

where DY, D}, ---, DY, DY'*! is the coefficient before p in the
constraint condition equation (22). Constraints (5) to (7) in
equation (21) can then be transformed into

A10Pk—0 t M1Pror T FONPrN t TiNe1Proni1 S Fro
A20Pk—0 + D1 Proy T FonPrN + DNt Pront1 S Fos

A30Pk 0 + A31Pk1 AN PrN + Bana1 PNt S i
(32)

These equations transform the constraints in equation
(21) into a standard form of the independent variable p. Let

[D; Dy D D]
A 91 AN AIN+1
A=ay ay AN Gyna |0 (33)
azp 43 AN A3N+1
11 1]

where A refers to the constraint matrix formed by this con-
straint equation set. Letb=[T F, F, Fy, M|,
where b refers to the right vector of this constraint equation
set. The value ranges of independent variable p can be
expressed by constraints (6) to (8) of the objective function,
which are denoted by Ib and ub.

The basic process of the BB algorithm is shown in
Table 1.

Since the BB algorithm searches the solution space in a
breadth-first way, the original problem is divided into multi-
ple branches to search for the optimal solution at the same
time, eliminating a large number of nodes that have no
chance to become the best value.

A local-edge-cloud edge computing network has K UE
and N MEC nodes, the data of each UE is divided into M task
blocks, and it is necessary to determine the allocation strategy
of the UE task blocks and the offloading node of the parti-
tioned data. The time complexity of the UE task block alloca-
tion process is determined to be O(K2M). Since multitask
blocks are transmitted at the same time, there is no need for
sorting by the new allocation strategy, and the optimal solu-
tion can be directly searched for the data offloading node.
The computational complexity of this process is O(K(N + 2)
3M-1)and the sum of the two is the overall computational
complexity of the BB algorithm O(K(2M + (N +2)3M-1)),



TaBLE 1: Basic process of the BB algorithm.

BB algorithm

Input: coeflicient vector f of the objective function, inequality
constraint matrix A, right vector of inequality constraint b, upper
and lower bounds of independent variables [b and ub

Output: minimize network energy consumption (E,,) and task
allocation to different nodes (p;_, > Ps_1> """ Peosns Pron+1)

(1) Set the optimal solution p = @, and the optimal upper bound of
the function is F = +o00.

(2) Calculate E,, for the initial task allocation strategy. Whether
the test coefficient under this allocation strategy is nonpositive is
determined by simplex.

(3) If the test coefficient is nonpositive, then the independent
variable is the optimal value (p*); otherwise, no optimal value is
obtained, and E,,, = +0o0.

(4) The value of the independent variablep is adjusted by simplex
to make all test coefficients nonpositive and meet E; ; < F. All
components of p* are integers. Therefore, E;;,, and p* are the
outputs of the objective function.

(5) Let E;; ,; < F. Some components of p* are not integers, and the
noninteger components of option p* are denoted by p;. A
dichotomous approach is applied to divide the original lower
constraint into two incompatible constraints.

(6) The optimal solutions to the newly formed constraints are
solved by simplex. The above steps are repeated until the output x
value is an integer.

5. Simulation Results

The multinode computing oftloading algorithm proposed in
Section 3 is compared with the traditional single cloud
offload and multinode mutual transmission computing off-
loading algorithms. These algorithms are compared under
different data sizes with overall network energy consumption
as the measurement standard. For the multinode collabora-
tive offload model, three MEC nodes are set, and p,, p;, p,,
p5» p, represent the number of user data units at the local
user ends of IoT, the three MEC nodes, and the cloud nodes,
respectively. The three MEC nodes correspond to different
CPU parameters, and their distances from the local user ends
of IoT are denoted by d,, d,, d, respectively, assuming that
the network transmission bandwidth meets user demand.
The data processing situation at one local user end of IoT is
initially analyzed to compare the network energy consump-
tion of the models.

The assumption is that the network bandwidth is large
enough to meet user needs; regardless of the limitation of
transmission bandwidth, the effect of data transmission rate
on network energy consumption is considered. Following
tyi=Lg,/rg;, the data transmission rates in the three cases
are shown in Table 2.

The basic parameters used in the simulation are listed in
Table 3.

5.1. Energy Consumption. The computing data size is set to
M, ~ (1000, 2500) to analyze the network energy consump-

Wireless Communications and Mobile Computing

tion of the three computing offload models. Figure 2 presents
the results.

Figure 2 shows that the network energy consumption of
the multinode collaborative computing offload model is
lower than that of the other two models. Specifically, when
the oftload data size at the local user ends of IoT is smaller
than 1500 kbit, the network energy consumption of the mul-
tinode collaborative computing offload model, which
involves parallel data transmission, is equal to that of the
multinode mutual transmission computing offload model.
Otherwise, the network energy consumption of the multi-
node collaborative computing offload model is lower than
that of the multinode mutual transmission computing off-
load model. The network optimization effect of the proposed
model is similar to that of the multinode mutual transmis-
sion computing offload model when the oftfload data size is
small. However, the proposed model shows some advantages
in network latency that can be attributed to its parallel trans-
mission of computing tasks. Meanwhile, when the oftload
data size of the network is large, the proposed model signifi-
cantly outperforms the other two models in terms of network
energy consumption and network latency.

The allocations of oftload data size among nodes within
the range of 1000 kbit to 5000kbit are shown in Figure 3.
The number of nodes for resource allocation gradually
increases along with the computing offload data size. When
the data size at the local user ends of IoT is not too large,
the data can be processed between the local end users and
MEC servers and do not need to be offloaded to cloud nodes
for execution. A higher number of tasks for processing corre-
spond to higher node number requirements. The proposed
algorithm outperforms the other two models when the task
data size at the local user ends of IoT is larger and is thereby
conducive to optimizing the network.

When the network bandwidth is changed, the effects of
information transmission rate on network energy consump-
tion should be considered.

Figure 4 shows that the lowest network energy consump-
tion is achieved under case 3, whereas the lowest and highest
transmission rates are observed under cases 1 and 3, respec-
tively. The overall network energy consumption is negatively
correlated with network transmission rate. Given that all com-
puting tasks are transmitted simultaneously in the proposed
multinode collaborative computing offload model, a higher
transmission rate leads to a larger data size for simultaneous
transmission and a higher offload quantity at the local user
ends of IoT. The simulation results reveal that the total data
sizes under cases 1 to 3 are 5000, 7500, and 17500 kbit, respec-
tively. In sum, the overall data size that the network can pro-
cess increases along with the network transmission rate. At
the same computing data size, the network energy consump-
tion decreases along with an increasing transmission rate.

When the data size for processing at the local user ends of
IoT is very large, the overall data transmission rate in the net-
work should be increased. Specifically, when the task data
size in the computing network ranges from 10000 kbit to
50000 kbit, the data transmission rate should be increased
to 2 Gbit/s. The task allocation among nodes is shown in
Figure 5.
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TaABLE 2: Transmission rates under the three conditions.

Transmission rate of MEC, 1,

Transmission rate of MEC, 7,

Transmission rate of MEC,rz; Transmission rate of MCC r,

(Mbit/s) (Mbit/s) (Mbit/s) (Mbit/s)
10‘“6 40 80 20 10
2Case 80 200 40 20
?())ase 200 400 100 40

TaBLE 3: Simulation parameter settings.

Parameter Symbols Value
Data volume of user K R, 500 kbit+¢pM,,
Data unloading unit ¢ 1 kbit
Computing capacities of local user ends Fy 1.26 GHz
Computing capacities of MEC nodes F, 16 GHz
Computing capacities of cloud nodes Fyi 64 GHz
Number of CPU turns required by the local user to calculate 1 bit of data Ck 500 turn/bit
Number of CPU turns required by theMEC, node to calculate 1 bit of data Cri 200 turn/bit
Number of CPU turns required by theMEC, node to calculate 1 bit of data Cf,z 300 turn/bit
Number of CPU turns required by theMEC; node to calculate 1 bit of data C£3 100 turn/bit
Number of CPU turns required by the cloud node to calculate 1 bit of data cy 50 turn/bit
CPU energy consumption of the local user per turn mE 10W
CPU energy consumption of the MEC, node per turn mf)l 30w
CPU energy consumption of the MEC, node per turn me, 150 W
CPU consumption of the MEC; node per turn ms 200W
CPU consumption of the cloud node per turn my 1000 W
Latency constraint of the local user T 100 ms
Distance between the local user and MEC, node d 120m
Distance between the local user and MEC, node d, 100 m
Distance between the local user and MEC; node d, 150 m

The data transmission rate in the network increases when
the data size at the local user ends of IoT is very large.
Figure 5 shows that the size of data offloaded to node p, sig-
nificantly increases along with the size of data at the local
user ends given the low CPU energy consumption recorded
at p,. When the computing task is very large, the CPU energy
consumption becomes a main influencing factor for network
energy consumption. The total data size offloaded to the
cloud nodes continuously increases along with offload data
size, thereby highlighting the superiority of the edge-cloud
cooperation mechanism under a large data size.

6. Conclusions

To realize green communication in smart homes, a multi-
node collaborative computing offload model is proposed in

this paper. In this model, the local user ends of IoT seg-
ment the computing task following certain rules. After-
ward, the segmented data are reasonably distributed and
simultaneously transmitted to multiple nodes for imple-
mentation. The traditional single-cloud computing oftload
model and multinode mutual transmission computing off-
load model are analyzed on this basis. By treating the
overall network energy consumption as the optimization
goal and latency as the optimization condition, the alloca-
tion of resources among MEC nodes is determined by
using a BB algorithm. The proposed model is also com-
pared with the two aforementioned traditional models.
Under a large offload task size, the proposed multinode
collaborative computing offload model achieves the lowest
network energy consumption and the best latency charac-
teristics among all models. The CPU parameters of the
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Ficure 3: Task allocation among nodes in the multinode
collaborative computing offload model.

MEC nodes greatly influence the network energy con-
sumption. Under a large data size, the multi-MEC node
and edge-cloud collaborative model show improved net-
work characteristics. Meanwhile, both network bandwidth
and information transmission rate can influence the data
offload performance of the network to some extent. In a
multinode collaborative computing offload model, a paral-
lel transmission of segmented data tasks is applied to pro-
cess large computing tasks at a low overall network energy
consumption and high data transmission rate.
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