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The Internet of Things (IoT) plays an important role to connect people, data, processes, and things. From linked supply chains to
big data produced by a large number of IoT devices to industrial control systems where cybersecurity has become a critical
problem in IoT-powered systems. Denial of Service (DoS), distributed denial of service (DDoS), and ping of death attacks are
significant threats to flying networks. This paper presents an intrusion detection system (IDS) based on attack probability
using the Markov chain to detect flooding attacks. While the paper includes buffer queue length by using queuing theory
concept to evaluate the network safety. Also, the network scenario will change due to the dynamic nature of flying vehicles.
Simulation describes the queue length when the ground station is under attack. The proposed IDS utilizes the optimal
threshold to make a tradeoff between false positive and false negative states with Markov binomial and Markov chain
distribution stochastic models. However, at each time slot, the results demonstrate maintaining queue length in normal mode
with less packet loss and high attack detection.

1. Introduction

Flying ad hoc networks have changed human life where wire-
less communication is utilized as a backbone technology. Fly-
ing networks have remote nodes that can switch along with
all three directions [1]. The term “flying ad hoc network” rep-
resents a complex pattern of mobility with constantly chang-
ing physical structures [2].

Secure communication channels must be designed to
improve connectivity within the network. Dealing with false
data injection attacks, an intruder can take data during
remote surgery, which can lead to the death of a patient.
Also, in defense operations, aerial vehicles are used to trigger
false data attacks in the surrounding environment, which
causes very serious destruction [3]. However, the probability
of Poisson distribution is used for the detection of ping of
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death attacks that secure data packets [4]. Several security
attacks are recorded from 1982 till now in different indus-
tries. In 2014, a special type of attack occurred, which was
later on called Trojan, where the main target was petroleum
pipeline networks [5].

Detecting cybercrimes over the internet can be identi-
fied using an intrusion detection system by using different
techniques and tools [6]. However, a swarm of drones can
protect an entire IoT network [7]. Detection of security
attacks is a major problem; this research study formulates
the scenario on quadcopter using open-source software [8].
Therefore, a tree-based strategy can easily portray the moves
of intruders/attackers; also, for risk evaluation, a game-
theory scheme is used [9]. Every technology is just made to
facilitate mankind; for this purpose, aerial vehicles can be
used to safeguard women [10].

The proposed scheme is focused on reducing queue data
packets in flying networks which is a tough task to tackle.
The aim of this paper is to explore the IDS model and how
it can be improved using a Markov chain approach. Using
flying networks, the IDS architecture has been developed
to reduce data packets in the queue at different stages.
Figure 1 explains the concept of an intruder within an IoT
network to demonstrate a practical scenario. The main con-
tributions of this study include some important points,
which are given below.

(1) For the identification of security threats, an intrusion
detection system is modeled

(2) Denial-off-service, distributed denial of service, and
ping of death attacks are simulated in flying vehicles

(3) Markov chain distribution is used to enhance secu-
rity countermeasures

The rest of the article is organized as follows. In Sec-
tion 1, brief literature relevant to the problem is studied.
The proposed scheme is elaborated in Section 3, followed
by simulation results and theoretical analysis in Section 4.
The future research directions and paper’s conclusion are
given in Section 5.

2. Literature Survey

Every new technology is first used by military, later on, it
becomes commercialized. However, in US, due to flying
vehicles, some accidents take place, like if a drone comes
in the way of airplane while landing. Apart from that,
many other issues occur due to the technical fault in
quadcopters or small UAV’s. As communication plays an
important role but major issue in day-to-day life is to
secure transmission links [11]. The demand of aerial vehicles
is increasing on daily basis. In normal flying systems, there is
the concept of pilot but drone is basically unmanned which
makes them unsafe or unprotected [12]. The two popular
areas like machine learning and software-define-networks
can provide a pathway to address the challenges related to
security in terms of internet of everything [13, 14].

Wireless vision (Wi-Vi) sensors are put in service for
self-controlled flying vehicles [15]. The indoor scenario is
very much mature using the wireless network; therefore,
channel state information can give accurate data about loca-
tion coordinates [16]. A novel framework is introduced,
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Figure 1: Intruder/attacker within IoT network.
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which has flying vehicle-enabled IoT using a 5G communi-
cation network. Human safety is the prime focus of every
technology. In this context, if the flying drone having sensi-
tive information is hijacked or attacked, it may result a big
threat to the environment. Flying thing-based architecture
is initiated which gives a solution mechanism for security
and privacy to secure U2U communication [17]. Heuristic
computational drone-based projects must be having prag-
matic results in civil and military fields [18]. While working
on false alarm threat, intrusion detection system can be
utilized [4]. Furthermore, the classifications of DoS/D-DoS
security threats are shown in Figure 2.

3. Intelligent Detection System
(Proposed Scheme)

The proposed study is having physical topology with thirty
drones (N = 30) and one ground station. Two major sce-
narios are mentioned either “no attack” or “with attack.”
Assuming that our internetwork is secure and there is no
intruder inside the system. For this purpose, aerial vehicles
send data packets having an average length which is cited
as λl. Apart from that, aerial network modeling can be
concluded for generating information of arrival data net
which lined up in the entry to pinpoint land station.
Figure 3 shows the physical structure of IDS in land sta-
tion where malicious data packets can be removed easily.

The evolution of queue length is calculated using the fol-
lowing equation:

Q t + 1ð Þ =Q tð Þ + λ tð Þ − μ tð Þ, ð1Þ

where QðtÞ > 0, QðtÞ is queue length, λðtÞ is 
arrival rate, μðtÞ is out rate or departed data rate.

The above metric values can be either constant or ran-
dom. Furthermore, the randomness can be generated using
Poisson distribution. The four probabilistic options are prac-
tically demonstrated in Figure 4 as mentioned.

Dos /DDos
Attacks

Bandwidth 
consumption

Attack

Resource 
consumption 

Attack

Amplification
Attack Protocal Attack Malformed 

packet attack
Protocol exploit

attack

NTP attack UDP flood 
attack Land attack TCP SYN attack

DNS attack ICMP flood 
attack

IP Packet option 
field attack

TCP Push + ACK 
attack

CLDAP attack Fraggle attack Ping of death 
attack

SIP flood attack

Smurf attack
UDP

fragmentation 
attack

Slow HTTP
attack

Teardrop attack
HTTP flood

attack

Figure 2: Classification of DoS/D-DoS security threats.
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For t = 100 sec, the Poisson random variable with
queued length is followed in Figure 5.

Inside the flying networks, once in a while, there might
be no unwanted nodes to attack on the dynamic networks.
But in the proposed network simulation, the input rate and
flying nodes (N) are shown in Figure 6, which shows a high
rise while flipping λl. By achieving the optimal results in
between input and output queue rates which is presented
in Figure 7. In the simulated work, by utilizing throughput,
metric value can be effective in terms of outcome.

μavg =
Nλl
2 : ð2Þ

3.1. Markov Chain Distribution. Markov chain is a funda-
mental part of stochastic processes that use memory distri-
bution in discrete-time steps that recall discrete-time
Markov chain (DTMC). Suppose X = fXt : t = 0, 1, 2,⋯,
Tg be the state of Markov chain stochastic process at time
t with finite state spaces S = f1, 2g, where “1” represents
“no attack level” which means normal, and “2” stands for
the attack level.

P = Xt = St ∣ Xt−1 = St−1,⋯, X0 = S0ð Þ = P Xt = St ∣ Xt−1 = St−1ð Þ:
ð3Þ
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Equation (3) shows the formulation of Markov chain
where for distribution Xt just having dependency on Xt−1.
Finding the probability of being in state “1” or “2” at time t.
In DoS, the attacker injects illegal packets to the network
security systems by spoofing one node and attempts to
increase the numbers of packets by utilizing the ratio 1 + γ
pa (γ is a positive constant). Apart from that modeling prob-
ability is pa being changed in the first scenario where Markov
chain with following transition matrix where α and β, respec-
tively, is pa0 , and 1 is proposed in the matrix.

Pð Þij = pij
� �

=
1 − α α

1 − β β

" #
=

pa0 1 − pa0
0 1

" #
: ð4Þ
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Figure 7: Impact λl on the queue length with μavg.
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chain.
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Attack probability of being in state “2” at time “t” is
proofed mathematically as

P Xt =mð Þ = P Xt =m,:⋯ , X0 = nð Þ
= 〠

m,k,n∈S
P Xt =m ∣ Xt−1 = k,:⋯ , X0 =mð Þ × P Xt−1 = kð Þ

= 〠
m,k,h,n∈S

P Xt =m Xt−1 = kjð Þ × P Xt−1 = k Xt−2jð

= h,:⋯ , X0 = nÞ × P Xt−2 = hð Þ = 〠
m,k,h,g,n∈S

P X0 = nð Þ

× png ×⋯ × phk × pkm = π0ð Þj Pð Þtij
� �

j=2
:

ð5Þ

Whereas,

π0ð Þi = P X0 = nð Þð Þi = P Attacker choose state n= ′1′ to start
� �

=
π01

π02

2
4

3
5 =

1

0

" #
:

ð6Þ

However, the attack probability pa at each time slot will
change in sequence using random variables according to
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DTMC in blocks, and attack probability is shown in below
Figure 8.

3.2. Markov Binomial Distribution. Binomial distribution is
memory less scheme with having probability pa, where
attack at each time slot is stationary which can be symbol-
ized as pa0 . By simulating Markov binomial distribution,
α = β = pa0 are shown in below matrix from

Pð Þij = pij
� �

=
1 − pa0 pa0
1 − pa0 pa0

" #
: ð7Þ

Figure 8 elaborates attack probability changes with the
passage of time, and the results are discussed using
Figure 9 in which two states are discussed. Where state
“1” is used for no attack, and state “2” represents attack.

4. Simulation Results

4.1. Without IDS. In simulation results, the attacker is
attempting to use various flooding attacks such as DoS,
DDoS, and PoD. Due to the aforementioned attacks, the
ground BS is heavily buffered in a queue. The length of the
queue for various attacks in order to impact the effect of
attack probability on queue length for Markov chain and
Markov binomial distribution, respectively, is shown in
Figures 10 and 11. Markov chain distribution pa attack is
changing with the stream of time; due to that, queue length
will escalate. Where using binomial distribution pa attack
probability must be constant; because of this reason, queue
length will become very less in comparison with Markov
chain distribution.

4.2. With IDS. Optimization of connection links will reshape
the entire planet; therefore, safety of this society needs
countermeasures to make the information-age secure. For
the security of modeled smart IoT network having drones
to stabilize path-flying things, detection system is launched
to detect some cyber threats. Due to high network perfor-
mance, the detection system attempts to trade-off between
false positive and false negative probability. This concept
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assists researchers to have interconnectivity having maxi-
mum missed detection probability along with minimum
false alarm prospects. The proposed IDS based on certain
level mTh try to prevent gateway queue lengths from rapidly
increasing and maintaining them at the predictable level.
Figure 12 shows the optimized certain level value per time
for Markov chain and Markov binomial distributions.

The PoD with Markov chain using queue length is
shown in Figure 13; while for Markov binomial distribution
using security, attacks are discussed using Figure 14. Respec-
tively, in Figures 15 and 16, the same techniques are utilized
for DoS attack. However, similar schemes are incorporated

for D-DoS threat in Figures 17 and 18. Throughput study
of security attacks using Markov distribution and Markov
binomial are having great impact on the data analysis which
is shown in Figures 19 and 20.

5. Conclusion

Aerial ad hoc networks use to perform variety of tasks which
include monitoring and collection of data from IoT net-
works. In flying networks, our main focus is to protect
ground station from security attacks. While communication
comprises drone-2-drone and land-station-2-aerial-vehicles
which use IEEE 802.11 wireless technology to improve trans-
mission routes. Intrusion detection system is the optimal way
to deal with cyber threats. The proposed intrusion detection
monitors incoming packets and filters them using Markov
distribution. Markov chain stochastic process assists to find
the gateway approach for flying vehicles. Intelligent intrusion
detection controls flying networks to filter queue length data
packets. The possibility of missed detection and false alarm is
easily minimized. While buffer queue length will be main-
tained to normal level as demonstrated in the simulations.
However, in future, machine learning techniques can be used
to improve the aerial network security.
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