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In recent years, the awareness of sports departments at all levels of society to promote sports through science and has been
increasing, and the scientific decision-making and management of sports have been improved to a great extent. With the
application of scientific decision-making combined with a real-time sports data monitoring network, the opponent’s advance
information can be effectively observed during the game and reasonable decisions can be made to deal with the opponent’s
offense. Therefore, high-level athletes appear to be more relaxed and calm in the game. It first requires the application of
advanced information collection methods to obtain sports data quickly, in real time and at low cost, and extract information
about athletes’ scientific management decision-making from massive data and then make scientific management decisions for
sports training. The modern sports method is highly open, and big data mining also profoundly affects the relevant decision-
making of sports training. How to design appropriate decision support tools to grasp the key points of the problem in sports
information data and make reasonable and correct decisions is a problem that is closely watched by macro decision-makers
and coaches at all levels. This article mainly introduces the training decision support method derived from data mining and
intends to provide some technical directions for making scientific decisions in sports training. This paper proposes related
algorithms of a training decision support method derived from data mining, including training effectiveness prediction model
and decision tree algorithm, for the design of the training decision support method derived from data mining. Experimental
data shows that the average error between the prediction of the effectiveness of the training method and the actual situation of
the training decision support method in this paper is 0.913%, which is helpful for the management or coach to make decisions.

1. Introduction

The wireless sensor network is a comprehensive network
information system for information collection, data process-
ing, and data transmission in a designated area. It is an
important foundation for the realization of the Internet of
Things, and it is also a hotspot of multidisciplinary research
that has attracted much attention in the world. Nodes in
sensor networks are often small in size, have limited energy
carried by themselves, and are vulnerable to attacks. There-
fore, when designing routing protocols, how to effectively
balance the energy consumption of nodes to prolong the
survival time of the network and effectively identify mali-
cious nodes is one of the main research directions of current
wireless sensor networks [1, 2]. Coupled with the widespread

application of computer hardware and basic data such as
data collection equipment and storage media, human data
collection capabilities have been significantly improved.
With the advancement of science, various sectors of society
have stored a large number of different production informa-
tion and management volumes, and scientific research and
data storage worldwide are growing rapidly. Data mining
has very broad application prospects, including data statis-
tics and analysis, synthesis and reflection on specific data,
and guidance which solve practical problems and try to find
the relationship between events.

On the basis of mastering the relevant theoretical knowl-
edge of data elements, understanding the status quo of the
standardization of sports information and sports informa-
tion data elements, clarifying the importance of data
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elements in the standardization of sports information, and
drawing on the experience in the development of data ele-
ment standards in other industries, sports person-related
information database data are collected and organized and
the design of the standard framework system for sports per-
son information data elements is completed. The decision
support method is an information method with a computer
as a tool. It uses the theories and method of decision science
and related industries to help decision-makers solve prob-
lems in the following form: human-computer interaction.
The decision support method is a scientific tool that pro-
vides decision-makers with a working environment that
combines knowledge, initiative, creativity, and information
processing. Through man-machine dialogue, we explore
the decision-making method and make assessments, predic-
tions, and choices. Sports is related to the health of the peo-
ple and is an important part of the construction of social
spiritual civilization and material civilization. Data mining
pushes the research and development of the sports training
decision support method to a higher level, thereby helping
coaches and athletes to maintain their advantages in the
competition. Data mining is recognized as the best solution
for information utilization due to its powerful analysis and
processing capabilities and has become an important techni-
cal means for the establishment of the modern training deci-
sion support method. It is recognized as the best solution for
information use due to its powerful analysis and processing
capabilities and has become an important technical tool for
establishing a modern sports training decision support
method [3].

With the development of science and technology, wire-
less sensing technology has been extensively developed. At
home and abroad, meticulous research has been carried
out in this field and certain results have been achieved.
Joseph et al. proposed that WSN has become one of the most
exciting fields in computer science research. WSN is a set of
sensors integrated with the physical environment. These
sensors are small and can sense and process physical phe-
nomena. The main purpose of deploying WSN-based appli-
cations is to use sensor-perceived data to improve real-time
decision-making. The main limitation of WSN is the charac-
teristics of sensor nodes and the nature of sensor data gener-
ated by the network. Due to these limitations, traditional
data mining techniques are not suitable for WSN. Because
the data resources generated by wireless sensor networks
are highly limited, large in quantity, and fast-changing, it is
very challenging to design suitable data mining techniques
for wireless sensor networks. Although Joseph et al. pro-
posed that WSN has conducted different studies on data
mining, there are still many research challenges in his
research that have not been solved [4]. Lu et al. pointed
out that sports forecasting is one of the areas that have
attracted more and more attention recently and requires
good forecasting accuracy. Among them, the coach needs a
model to evaluate his own players, analyze the opponent
team, and formulate winning strategies. The generation of
sports comprehensive statistical data enables DM technology
to be applied to extract potential prediction information.
They proposed a predictive model, including data prepro-

cessing, feature extraction, attribute selection, and the appli-
cation of DM algorithms as learning strategies. To verify this
model, they explained a case study on predicting the out-
come of an IPL competition. The constructed model is based
on the team’s past performance, player performance indica-
tors, opponent team information, and external factors, so
relevant features are designed to express the same. Although
their experimental factors are well considered, there are
often other unpredictable factors in real life, so their experi-
mental research is not universal [5]. Zhang’s research found
that with the continuous development of mass sports, more
and more people take physical exercises, which improves the
overall physical fitness of the society. On the contrary, col-
lege students rarely spend time on physical exercises when
they are under great academic pressure. This leads to poor
physical exercise ability of college students and a decline in
overall physical fitness, which seriously hinders the future
development of society. At present, college students mainly
carry out physical training from two aspects: physical educa-
tion and extracurricular sports, both of which show the
characteristics of disorder. Because sports training requires
long-term continuous improvement, the existing sports
training models cannot meet the needs of college students
to improve their physical fitness. Therefore, based on the
association rule algorithm, the traditional sports training
decision-making model should be adjusted accordingly to
improve the sports training mode of college students and
improve their overall physical fitness. To this end, Zhang
first studied the association rule algorithm and then estab-
lished a decision support method to formulate a reasonable
sports training program for college students. This method
has less experimental data and is not practical [6]. In terms
of time, these studies have important guiding significance
for the current research on wireless sensor network technol-
ogy; in terms of spatial structure, the research of various
integrated sensors composing applications and data mining
of the sensor node structure has been expanded. However,
these studies also have limitations, such as incomplete data
provision and certain restrictions on the research structure,
and the methods adopted are not very applicable.

With the continuous in-depth research and extensive
practical application of the wireless sensor network, mobile
sensor networks have received more and more attention
from us, especially the sensor networks used to collect some
moving target parameter information [7]. The sensor nodes
deployed on it need to follow the target’s move and change,
forming a partially connected wireless network with
dynamic topology changes. The innovations of this paper
are as follows: (1) proposed the use of an agent to design
the human-computer interaction interface of the decision
support method and (2) proposed the design of the auxiliary
analysis module of the training decision support method.

2. Related Algorithms of Training Decision
Support Method Based on Data Mining

2.1. Training Effectiveness Prediction Model. Decision-mak-
ing is a process in which people analyze and integrate infor-
mation in order to achieve certain goals and then formulate
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systematic, theoretical, and collective action plans and
implement them accurately. The selection and judgment of
each technical action of the athletes in the game and the pro-
cessing of information by the brain when the coach adjusts
the game tactics according to the situation on the field play
a decisive role. Due to the ever-changing game, even if there
is less information available, decision-making people still
need to make immediate decisions in a short period of time.
In education and training, through the use of data mining
technology, we can discover the relationship between differ-
ent training subjects, the impact of different training types
on athletes, and the impact of different strategies on the
competition. Normally, the prediction of the effectiveness
of a sports training method refers to the estimation of the
performance index of a related sports training method based
on historical data, and then the estimated results can show
the impact of the training method on the improvement of
athletes’ skills and help sports decision-makers and coaches
formulate training plans to improve training efficiency as
soon as possible [8]. After scientific data processing, data
processing and collection can follow the principles of sys-
temicity, scientificity, and scalability, and it has great practi-
cability. Usually, prediction is to analyze and process
historical data in a certain way and then make an estimate
of the future development of things. Generally speaking,
there are two types of commonly used forecasts. One is to
analyze a variety of factors that affect the changes in things
and then to analyze these factors and the combination of fac-
tors to predict the future development trend; the other is to
estimate the future development trend based on existing fac-
tors [9, 10]. Physical education is a relatively special teaching
subject. Compared with other subjects, physical education
has very high freedom and practical requirements for
teachers and students in the teaching process and can better
promote the learning of students. In physical education, the
use of information-based education teaching methods can
promote the improvement of physical education teaching
results.

2.1.1. Forecast Model. The commonly used prediction
models include polyline, negative exponential, and nonlinear
decay prediction models. These predictive models have one
thing in common, that is, using curve fitting samples to
model time-varying data and using iterative technology to
process data. This process is a dynamic expansion method.
Further review of literature and experiments concluded that
in practical applications, the broken-line model has obvious
errors in long-term prediction and is not suitable for long-
term prediction; the negative exponential prediction model
is relatively simple and easy to understand, but it is not uni-
versal and is a nonlinear decay equation. It is more suitable
for the specific situation of the effectiveness of the training
method. The prerequisite for judging the practicability of
these prediction models is that the predicted data, the time
spent in the prediction, and the reliability of the data pro-
cessing results are all within a certain range, so that the data
obtained can be guaranteed. Because the change of the effec-
tiveness of the training method is nonlinear, the actual
parameters of the model have more reasonable meanings,

and the model can be adjusted according to the changes of
the training indicators, so as to better the changes in the
effectiveness of training method which are continuously
fitted and adjusted until a certain threshold is reached. At
this time, the degree of fitting is the best, and the model
has a better effect in actual use [11, 12].

2.1.2. Evaluation Index. When evaluating the prediction
results of the effectiveness of the training method, some eval-
uation indicators of the prediction model can be used to
evaluate the pros and cons of the model [13].

(1) RMSE is

RMSE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
〠
n

t=1
X + X̂
� �2s

: ð1Þ

(2) SSE is

SSE = 〠
n

t=1
X − X̂
� �2

: ð2Þ

(3) MAPE is

MAPE = 1
n
〠
n

t=1

X + X̂
X

����
���� × 1: ð3Þ

(4) R-squared error is

R2 = 1 + SSE
∑n

t=1 X + �X
� �2 : ð4Þ

Both ID3 and C4.5 are multitree X in terms of discrete
features, which are split according to all the feature values
of the feature. Then, it is obvious that the feature Xi in any
branch n after the split has only a unique value, so the fea-
ture is consumed.

A good prediction model, its root mean square error,
square sum error, and average absolute percentage should
be relatively small, and the R-squared error should be closer
to 1, which means that the predicted value matches the
actual value to a higher degree [14, 15].

2.2. Decision Tree Algorithm. The decision tree is a widely
used method, which not only can be used to study the mas-
sive data in the educational environment but also can predict
the future with the help of the results of the analysis [16].
The decision-making problem is expressed concretely
through the decision tree. In the process, many algorithms
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are used: ID3 algorithm, C4.5 algorithm, CART algorithm,
and SLIQ algorithm. These algorithms have different charac-
teristics and scope of application. In the classic decision tree
algorithm (ID3, C4.5, and CART), there is no such problem
as “can the feature continue to be used.” What should be
considered is whether the feature can be divided again under
the current branch (or whether it can still be used). There is
a usable value, and the meaning that it cannot be divided
again means that in the current branch, the feature has only
a unique value. The characteristics such as the type and the
size of the data volume select an appropriate algorithm to
process the data [17]. As we all know, the ID3 algorithm is
mainly for discrete variables. If the variable is continuous,
the C4.5 algorithm is used to discretize the continuous vari-
able. If the current node is j, then the training data set for j
will be h. It contains m different class labels Ci ði = 1, 2,⋯,
mÞ. If Ci,h is the tuple set of class label Ci in h, and jhj and
jCi,hj are the numbers in the tuple, then h will be divided into
n subsets fh1, h2,⋯, hng [18, 19].

2.2.1. ID3 Algorithm. The ID3 algorithm has to reconstruct
the decision tree according to different training sets many
times when constructing the incremental decision tree, and
it takes expensive calculations to complete the construction
of the incremental decision tree. In this process, the process
of upgrading an attribute to replace the old classification
attribute will lead to an increase in the running time and cost
of the sensor node. Its core concept is to apply the greedy
algorithm to find the required training sample set from the
top layer from the top to the bottom. In this process, the
information gain is used as an important indicator of mea-
surement, and the data is calculated to collect the informa-
tion gain of each condition attribute, then select the

maximum value of the information gain from this series of
values [20].

The information gain in a partition attribute of N is
called the difference between the entropy required before
the partition and the entropy required after the N partition
[21]. There are the following relationships:

InfoGain Nð Þ = Info hð Þ − InfoN hð Þ,

Info hð Þ = −〠
m

i=1
pi log2 pið Þ,

pi = P t ∈ Ci∣∀t ∈ hð Þ,

InfoN Dð Þ = 〠
n

j=1

hj
�� ��
hj j × Info hj

� �
:

ð5Þ

The entropy is reduced due to the knowledge of the value
of the attribute N . The entropy is reduced to

Gain Nð Þ = Info Dð Þ − InfoN Dð Þ: ð6Þ

Classification is actually to extract information from the
method to reduce the degree of confusion of the method, so
that the method develops in a more regular, more orderly,
and more organized direction [22]. The more chaotic the
method, the greater the entropy is. Obviously, the splitting
scheme that maximizes the reduction in entropy is the opti-
mal splitting scheme [23].

2.2.2. C4.5 Algorithm. From an objective point of view, the
C4.5 algorithm is an optimization of the ID3 algorithm. In
addition to increasing the processing of continuous features
and vacancies, it can also prune the structured decision tree.

Table 1: Part of the technical process of the method in this article.

Related algorithms of sports training decision support method based on data mining

2.1 Training effectiveness prediction model 2.2 Decision tree algorithm

1 Predictive model
1 ID3 algorithm

2 C4.5 algorithm

2 Evaluation index
3 CART algorithm

4 SLIQ algorithm

Remotely monitor
PC

Data

Control center

Network
information

exchange

Network launch
platform

Network
flutter

Certificate
server

PC

Figure 1: The network flutter.
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Therefore, the C4.5 algorithm can not only extend the pro-
cessing of continuous features but also process discrete fea-
tures [24].

The C4.5 algorithm uses the information gain rate as the
reference basis for selecting test characteristics. The infor-
mation gain metric often uses more distinctive feature inter-
vals, and uses the gain rate as a measure [25]. The split
information is

SplitInfoN = −〠
n

j=1

hj
�� ��
hj j × log2

hj
�� ��
hj j

 !
: ð7Þ

The gain rate is defined as

GainRatio Nð Þ = InfoGain Nð Þ
SplitInfo Nð Þ : ð8Þ

2.2.3. CART Algorithm. The CART algorithm can better
select the noncategorical attributes that reduce the disorder
of the data. When building a decision tree, it is inseparable
to select noncategory attributes. The selection is based on
how well it divides records under different prediction situa-
tions and then forms a very complex tree and completes the
pruning operation through the results of the model check,
such as cross-validation and test-set validation, thereby
obtaining the optimal decision tree [26, 27].

The Gini index is [28]

Gini hð Þ = 1 − 〠
m

i=1
p2i ,

pi = p t ∈ Ci∣∀t ∈ hð Þ:
ð9Þ

The Gini index is defined as

GiniN hð Þ = h1j j
hj j Gini h1ð Þ + h2j j

hj j Gini h2ð Þ: ð10Þ

The reduced magazines are

ΔGini Nð Þ = Gini hð Þ −GiniN hð Þ: ð11Þ

2.2.4. SLIQ Algorithm. The ID3 algorithm, C4.5 algorithm,
and CART algorithm are suitable for training sample sets
that have less data and can be completely stored on the disk.
However, when the training sample set is too large and can-
not be completely stored on the disk, the SLIQ algorithm can
be used [29]. The SLIQ algorithm also uses the Gini coeffi-
cient as a measurement index to classify attributes. In addi-
tion to processing numerical attributes, it can also process
categorical attributes [30]. In the process of data preprocess-
ing, SLIQ can presort all the numerical attributes, and its
purpose is to maximize the cost of calculating the branch
scheme [31].

The specific process of the algorithm research in this
paper is shown in Table 1.

2.3. Wireless Sensor Network. Currently, wireless networks
have developed rapidly. According to the network structure,
they can be divided into two types: wireless networks with
infrastructure and wireless networks without infrastructure.
Among them, wireless networks without infrastructure
include mobile ad hoc networks (MANET) and wireless sen-
sor networks (WSN). A wireless sensor network is a compre-
hensive discipline involving microelectronic systems,
network communication, and embedded computing. It is
an important foundation for the realization of the Internet
of Things and is one of the most concerned technologies at
the moment [32].

With the advancement of science, the degree of integra-
tion and miniaturization of sensor nodes is getting higher
and higher, so that sensor nodes can be deployed in special
or dangerous environments that are inaccessible to humans.
However, there is no mature renewable energy for the
energy of sensor nodes. As a result, the size of the sensor
node is reduced while the power it carries is also restricted,
and it is often difficult for the deployed sensor nodes to be

Table 2: Some steps of the experiment in this article.

Design of sports training decision support
method based on data mining

3.1
Selection of software development tools for sports

training decision support method

1
Tools that support

interpreter generation

2
Tools to support data

generation

3 General tools

3.2
Modular design of sports training decision support

method

1
Human-computer
interaction module

2 Model library design

3 Data set design

4 Data mining design

5 Auxiliary analysis module

Table 3: Comparison of evaluation indicators of various prediction
models.

Evaluation
index

Polyline
type

Negative
exponential type

Nonlinear decay
type

RMSE 0.845 0.782 0.932

R2 1.017 0.996 0.947

MAPE 1.126 1.204 0.965

SSE 0.752 0.891 0.639
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supplied with secondary energy. Therefore, how to extend
the network survival time is a necessary consideration. In
the design, not only must the efficient use of node energy
be considered but also the energy balance of the entire net-
work must be considered to avoid the problem of “hot
nodes” in the network. The network flutter is shown in
Figure 1.

The remaining energy of the node is defined in a nor-
malized form, as follows:

EI =
EC

ET
, ð12Þ

where EC represents the current remaining energy value
of the node. Assume that the initial encounter probability ξ
of all nodes is 0:

ξ = 1 − αð ÞξK : ð13Þ

The transmission probability indicates the probability of
each node successfully sending information to the base sta-
tion. The calculation formula is as follows:

TI = 1 − χð ÞE + ϕE, ð14Þ

where χ is a constant between [0,1]. The importance of
information indicates the reliability of information transmis-
sion.

S = T
1 − 1 − Tð Þ 1 + Tð Þχ: ð15Þ

The calculation of the waiting time of the election needs
to integrate the remaining energy of the node and the envi-
ronmental trust value of the node to balance the energy
problem and realize the security clustering.

TD = α × 1 − E1
100

� �
+ 1 − εð Þ × 1 + Eð Þ

� 	
R: ð16Þ

R is the waiting time base.

3. Design of Sports Training Decision Support
Method Based on Data Mining

3.1. Selection of Software Development Tools for Sports
Training Decision Support Method

3.1.1. Tools That Support Interpreter Generation. The topol-
ogy of the mobile sensor network changes dynamically,
and the node cannot guarantee that the information sent
will eventually be received by the base station [33]. There-
fore, the node must put the copy of the information gen-
erated by itself back into the queue after forwarding the
information to other sensor nodes (nonbase station).
These tools can sometimes be directly used in a specific
decision support method or decision support method gen-
erator and become an important tool as an entity of a spe-
cific decision support method or decision support method,
such as different high-level languages (COBOL, PASCAL,
API, etc.), can be used to develop various elements of a
decision support method. In addition, there are window
software, database management software, and statistical
analysis software packages.

3.1.2. Tools to Support Data Generation. There are data edit-
ing software, database maintenance software, dialogue edit-
ing software, etc. There are more advanced comprehensive,
multifunctional software toolkits, such as Lotus l-2-3,
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Figure 2: Comparison of evaluation indicators of various prediction models.

Table 4: Forecast accuracy.

Forecast result
Training set
accuracy

Test set
accuracy

Accuracy of all
samples

Prediction
model

87.42% 89.35% 90.73%

Decision tree
algorithm

90.16% 92.46% 93.14%
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Knowledge Man, and the fourth-generation language MAP-
PER, which can be used to develop the application method
for decision support method faster.

3.1.3. General Tools

(1) Operating Method. The operating method is the support-
ing environment for any application software to run nor-
mally. Choosing a better operating method environment is
crucial to the development of decision support method. Cur-
rently, commonly used operating methods are MSDOS,
DRDOS, Unix, Xenix, Windows, and Linux.

(2) Programming Language. Programming language is an
indispensable tool for developing application software. The
design of different components of the decision support
method requires a programming language with specific
functions. At present, the commonly used programming
languages used to develop the decision support method
can be divided into the following two categories: one is
problem-oriented languages with strong computing power,
rich graphics functions, and good traceability effects. It is
used to develop the decision support method with a large
number of numerical calculations, human-computer inter-
action, and graphics imaging; the other is a symbolic pro-
cessing language, which is designed for artificial
intelligence. They all have search and matching functions,
as well as other common functions in the development of
intelligent decision support methods.

(3) Tools to Support Data. Examples are data processing soft-
ware, file processing software, data extraction method, and
database management method. The difference lies in some
related database management method, intelligent database
management method, etc., which can better meet the data
management needs of the decision support method. Some
database management methods are autonomous process
language methods, which provide effective support for the
integration and integrated management of data and models.

(4) Support-Integrated Tools. Examples are integrated soft-
ware MSCMT, communication software, interface soft-
ware, conversion software, and integrated tool software
CTS. CTS is a tool software developed on the IBM PC
and compatible computers or a generation tool and work-
ing environment that supports the development and oper-
ation of the user application software method. It can
effectively complete the software method and module inte-
gration, menu configuration, operation control, and main-
tenance management. Tools that support integration and
application function modules developed by users or
directly applied together constitute a complete application
method.

3.2. Modular Design of Sports Training Decision
Support Method

3.2.1. Human-Computer Interaction Module. In this method,
the role of the human-computer interaction module is to
exchange information between method users (administra-
tors and decision-makers). The human-computer interac-
tion module of this method is responsible for receiving
relevant information input by users in the method and at
the same time providing the results of internal calculations
in the method to users in need. There are two different types
of users in this method, namely, manager users and
decision-maker users. Since the responsibilities and tasks of
the operator and the decision user are completely different,
the man-machine interface is a functional interactive unit.
The method is divided into an operator user interface and
a decision user interface.
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Figure 3: Forecast accuracy.

Table 5: Running time.

Test items
General response time (unit: second)

Concurrent number:
300

Concurrent number:
400

Data acquisition 3.27 3.84

Data mining 3.65 4.12

Data filtering 3.74 4.26

Data update 3.18 3.85

Cloud data
sharing

3.46 4.07
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We put the agent on the human-computer interaction
interface, accept the planner's task arrangement, and then
pass it to the functional agent, requiring the planner to input
necessary physical and test information; after the plan is for-
mulated, it will be communicated to the planner, and it will
make a scientific explanation according to the needs of users,
so there must be a corresponding explanation mechanism
inside the interface agent. The interface agent is composed
of the knowledge base, model library, communication unit,
inference engine, and so on. The knowledge base stores
knowledge about decision-makers’ preferences, organization
interface method, and interface function integration. The
model library stores the basic objects of the man-machine
interface, and the user model is continuously adjusted and
stored in the model library based on specific user habits
and knowledge fields. The internal components of the inter-
face agent interact with each other through the inference
engine. The main work of the inference engine is to update
the knowledge base and model library in combination with
the knowledge base, model library, user history records,
etc., to make the man-machine interface more scientifically
reasonable and user-friendly and finally achieve the goal of
realizing an intelligent user interface.

3.2.2. Model Library Design. The establishment of the model
library is for the decision support method to better manage
and use the internal models of the method. During the opera-
tion of the decision support method software model, some
models may be called multiple times. In order to improve
the versatility of these models, the models used in the decision
support method can be stored in the model library according

to key modules. The basic modules in these model libraries
are not directly related to each other, but when the method
needs to call these units, the method stored in the method
library can be used to combine these so-calledmodules, so that
requirements can be considered through calculations.

3.2.3. Data Set Design. The data set module is composed of
three subunits: data list, data input, and parameter setting.
It mainly solves the early data processing problems of the
decision support method and provides target data sources
for data extraction. This method first collects and analyzes
previous data and then receives more complex data through
specific techniques. Here, the adjustment of relevant param-
eters is the most important and critical and determines the
accuracy of the final decision-making basis.

In order for the data set to run normally in method man-
agement, first export, transform, and clean the data or the
data from the outside. The purpose is to integrate these dif-
ferent types of data into one form. These data can be stored
in a specific data set or directly entered into the database
management method for processing. When inputting data
into the management method for processing, the method
should also refer to the previously defined data set module
for processing. The last is to create a data set that supports
decision-making and directly analyzes the data source.

3.2.4. Data Mining Design. Data mining includes two mod-
ules, data processing and rule management, and is the core
and core method design unit of the entire decision support
method. It mainly completes the two functions of data optimi-
zation and data prediction and analysis, so as to realize data
prediction, especially the storage, sorting, and organization
of athletes’ physical conditions and then use the relevant data-
base to complete the design of the auxiliary receiving function.

The application of data mining in this article is mainly to
achieve the scientific development of sports decision-
making. The purpose of this application of scientific infor-
mation decision-making is to conduct data analysis through
actual problems and the connections between various
aspects.
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Figure 4: Running time.

Table 6: Algorithm performance evaluation.

Evaluating indicator ID3 C4.5 CART SLIQ

Accuracy 86.17% 97.06% 90.13% 83.24%

Precision rate 74.32% 87.51% 84.05% 79.63%

Recall rate 68.41% 74.69% 77.62% 75.58%

F value 61.26% 71.21% 72.35% 70.09%
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3.2.5. Auxiliary Analysis Module. The module consists of
two auxiliary units: data comparison and auxiliary
decision-making. Its purpose is to provide timely, accurate,
and various forms of information for high-level decision-
makers or trainers to meet the needs of decision-making.
Once the decision-makers have obtained this information,
they can first analyze the information and then vaguely
match it with the knowledge base. If a highly matched
knowledge can be found, the corresponding knowledge is
used to make a decision; if only a partial match is possible,
the matched part of the knowledge is used as a condition,
and the reasoning mechanism and the rules in the knowl-
edge base are used to continue matching until the decision
can be made or no knowledge is available so far. If there is
no knowledge available, explain it accordingly. The rules
and knowledge in the knowledge base are continuously
added and updated as the problem is processed.

To sum up, this paper experimentally proposes a train-
ing decision support method based on data mining; the pro-
cess is shown in Table 2.

4. Experimental Results and Analysis

4.1. Experiment Analysis

(1) Four evaluation indicators such as RMSE, R -square
error, MAPE, and SSE to evaluate the accuracy of
the model: the prediction models are divided into
polyline type, negative exponential type, and nonlin-
ear decay type. The evaluation index values of the
prediction results of each model are shown in
Table 3 and Figure 2

It is known that the RMSE, MAPE, and SSE should be as
small as possible, and the R-squared error should be close to
1. It can be seen from the chart that the value of the negative
exponential type is smaller than the value of the polyline
type, and the value of the polyline type is smaller than the
value corresponding to the nonlinear decay type, so the pre-
diction effect error of the negative exponential prediction
model is smaller. The R-squared error value is closer to 1
than the corresponding value of the broken line type and
the nonlinear decay type, so the negative exponential predic-
tion model has a better prediction effect on the effectiveness
of the sports training method, and its prediction result
matches the actual value to a higher degree.

(2) According to the prediction model and decision tree
algorithm in this article, a special node is used to eval-
uate the accuracy of the model: the prediction accu-
racy of the sample training set and test set are
shown in Table 4 and Figure 3

The final result shows that the training results of the
three models are similar, the prediction rate is also very high,
and the training set is not overfitted.

(3) Use data mining, MySQL database, decision tree
algorithm, and other key technologies for system
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Figure 5: Algorithm performance evaluation.

Figure 6: System test run interface.

Table 7: Test results.

Test item
The promotion of athletes’ skills

System prediction Actual

Training 1 12.86% 13.57%

Training 2 14.21% 15.16%

Training 3 13.42% 12.34%
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creation: in order to strengthen the operating per-
formance of the system, the system performance
needs to be tested in this test. If an abnormality
is found, the abnormal data can be recorded. After
the test is over, the developer can improve the
abnormal data to ensure stability of system operat-
ing data. This performance test is mainly to detect
the average response time of the system and the
maximum number of concurrent users. Through
the basic operation of the system, it is observed
whether the system can respond normally in differ-
ent stages or under different conditions. This per-
formance test performed operations on data
collection, data mining, data filtering, data updat-
ing, data sharing and other functions, and the spe-
cific conditions were drawn into charts, as shown
in Table 5 and Figure 4

The wireless sensor network is to deploy a large num-
ber of sensor nodes in the detected area, so that the
nodes form a wireless network in a self-organizing and
multihop manner. The chart shows the performance test
situation for this time, in which the process and results
of the performance test are recorded in detail. This per-
formance test performed operations on data collection,
data mining, data filtering, data update, data sharing,
and other functions. Under the concurrency of different
stages, the average response time of the algorithm system
did not exceed 4.5 seconds, and all the concurrencies of
the test project in different stages did not exceed 4.5 sec-
onds, which ensured the user’s sense of operating experi-
ence of the system.

(4) The athlete training and physical fitness data in the
system are divided into training set and test set: in
the integrated development environment of
PyCharm3.3, four decision tree algorithms of ID3,

C4.5, CART, and SLIQ are used to use the data. Set
up different decision-making method and then use
the same test set data to evaluate the performance
of the decision-making method. According to the
four evaluation indicators of accuracy, precision,
recall, and F-value, the optimal algorithm suitable
for this research is selected. The specific situation is
shown in Table 6 and Figure 5

Based on the characteristics of the two algorithms and
the performance evaluation of the prediction results, it can
be seen that for this study that the C4.5 decision tree algo-
rithm is more suitable and the prediction results are more
reliable. Therefore, this paper will use the C4.5 decision tree
algorithm to research and apply the training decision sup-
port system based on data mining.

4.2. System Test Analysis. Test the system. The purpose of
hypothetical testing is to provide the ultimate customer with
an objective evaluation with a certain degree of confidence.
Then, the test must directly target the modules that are often
used in practical applications. Therefore, the training deci-
sion support system is used to predict the effectiveness of
the training method, and the system test operation interface
is shown in Figure 6.

This interface mainly connects the various data nodes
and centralizes the areas responsible for each node, such as
athletes, coaches, and training decision-making methods,
to the input terminal, which is the page that the user
observes. These data are classified and stored under the
background operation.

(1) Introduce three mature sports training methods
from outside to make predictions and compare the
system prediction results with the actual results to
test the system performance. The prediction results
are shown in Table 7 and Figure 7
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Three mature training exercise methods are used to
carry out simulation experiments, the data obtained are pre-
dicted according to the decision tree algorithm, and the
wireless sensor network technology is used for data process-
ing. It can be seen from the chart data that the difference
between the system test result and the actual result is small,
with an average error of 0.913%, which basically fits the
actual situation. The system can complete the decision sup-
port system to provide data basis. The system’s results of
data prediction and analysis are generally more reasonable
and effective and can provide decision support for related
research. In terms of performance, the system adopts the
least square method and linear regression analysis method
combined with data mining, and the analysis under certain
data conditions is more accurate and tends to be stable.
The various tests of this research method are shown in
Figure 8.

According to the test results in Figure 8, the longest
response time of this algorithm is 0.277, the longest storage
time is 0.44, the maximum time of the signal sent is 0.87,
and the receiving time matches it.

4.3. Result and Discussion. The index prediction model anal-
ysis technology is a data-driven syntactic analysis technol-
ogy. It uses a standard supervised machine learning
method. Therefore, the decision-based dependency syntax
analyzer is dependent on labeled data, that is, when there
is sufficient labeled data, and when it matches with the data
field to be labeled, the performance of the analyzer is the
best; otherwise, the performance of the analyzer will
decrease. By improving the traditional algorithm, trans-
planting the algorithm to the cloud computing platform,
with the help of the parallel processing capability of cloud
technology, the problem of massive data mining will also
be solved.

5. Conclusions

Compared with traditional networks, the characteristics of
WSN have many new features, which not only require the
network to have higher transmission efficiency but also have
higher requirements for the reliability of the network. Since

WSN is generally in a harsher deployment environment, it
will cause greater interference to the wireless link. Among
the typical problems are high noise in the channel, loss of
the transmission path, multipath, and shadow effects of the
wireless path. These problems will not only reduce the trans-
mission quality of the network but also reduce the reliability
of communication. And because of the limited power of the
nodes, WSN places high requirements on the efficiency of
network transmission energy consumption. The sports
training decision support system is a new type of informa-
tion system formed by introducing information into the
decision support system. It uses information as a means
and applies computer science and related scientific theories
and method to address semistructured and unstructured
sports training decision-making issues. It provides back-
ground materials, assists in clarifying problems, modifies
and improves models, lists possible solutions, and conducts
comparative analysis and other methods to provide help
for managers and coaches to make correct decisions. This
paper proposes the application of data mining to training
decision-making, establishes a sports training decision sup-
port system based on data mining, and designs the agent
human-computer interaction interface to make the human-
computer interface more scientific, reasonable, and human-
ized and finally achieve intelligent users’ purpose of the
interface. Realizing the dynamic voltage regulation (DVS)
of the sensor node in the actual physical platform is expected
to further achieve the energy consumption control of the
node.
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