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The “flipped classroom” teaching paradigm not only follows the cognitive rules of the learners, but it also subverts and reverses the standard classroom teaching process. Problem-oriented, teacher-led, student-centered, and mixed teaching approaches are the key teaching methods in the flipped classroom teaching model, which focuses on students’ procedural knowledge acquisition and critical thinking training. There are a lot of studies on the specific practice path of the “flipped classroom” teaching style right now, but there are not many on the learning involvement of college English students in this approach. According to studies, the level of student participation in classroom learning is the most important factor limiting the efficiency of teaching. The lack of research in this subject greatly limits the flipped classroom teaching model’s ability to improve college English classroom teaching quality. The degree of engagement between teachers and students, the enthusiasm of students in class, and the competence of teachers to educate are all reflected in student conduct in the classroom. Understanding and evaluating the behaviors and activities of students in the classroom are helpful in determining the state of students in the classroom, as well as improving the flipped classroom teaching technique and quality. As a result, the convolutional neural network is used to recognize student behavior in the classroom. The loss function of VGG-16 has been enhanced, the distance inside the class has been lowered, the distance between classes has been increased, and the recognition accuracy has improved. Accurate recognition of classroom behavior is beneficial in developing methods to improve teaching quality.

1. Introduction
The flipped classroom teaching model [1–3] has grown into a magnificent landscape of education and teaching reform [4] as a new teaching model [5–7]. Classroom teaching content in traditional classrooms relies on one-way teaching and transmission of book knowledge. The time for students to acquire internalized knowledge in the classroom is very restricted due to classroom teaching time constraints, and the influence of classroom teaching on the development of students’ critical thinking capacity is not ideal. The flipped classroom is learner-centered and problem-oriented, and the classroom flipping of declarative and procedural knowledge allows teachers to devote more time in the classroom to students answering questions and deepening their knowledge understanding. Simultaneously, students bring problems from preclass research into the classroom [8–10], resulting in more focused and successful classroom discussions. In traditional classrooms, students’ learning is also easy to change from passively listening to lectures or transcribing teachers’ classroom teaching notes. Constructiveness (based on learner experience), structurality (knowledge structure development), criticality (critical assessment of knowledge and viewpoints), comprehension (memory learning that leads to understanding), and reflectiveness are all factors that contribute to efficiency (continuously in the learning process). The phenomena of collective quiet among students in classroom teaching have been overcome by in-depth learning defined by reflection and monitoring.

English acquisition [11, 12], in the final analysis, is to achieve better communication between people. Silence in the process of classroom English acquisition will inevitably lead to obstacles to English learning. At present, university classroom teaching can be roughly divided into “five levels,” namely, silence, answer, dialogue, critical, and debate. Teaching practice shows that the use of the flipped classroom...
teaching model in college English classroom teaching can well promote the improvement of foreign language learners’ various language skills, greatly improve the quality of college English classroom teaching in colleges and universities, and help deepen the reform of college English education and teaching. The flipped classroom teaching model takes students as the center of classroom teaching, allows students to participate in the process of teaching activities, and greatly improves students’ participation and enthusiasm for course learning [13]. In order to explore the impact of flipped learning on English learners’ second-language speaking, second-language listening, and participation and participation in curriculum materials and activities outside the classroom, some scholars divided 67 English university freshmen into three groups: structured flipped learning group, semi-structured flipped learning group, and the traditional learning group; the research results show that flipped learning helps to improve the oral and listening skills of English learners and enables them to participate more in extracurricular activities. It can be seen that the flipped classroom teaching model can indeed successfully bring the traditional Chinese college English classroom out of the “silent” quagmire and make the classroom teaching model move towards the realm of “dialogue,” “questioning,” and “debating.”

However, the current foreign scholars’ research on the flipped classroom teaching model mainly focuses on theoretical research such as teaching model construction, teaching practice exploration and application [14], teaching implementation methods [15, 16], comparison studies with traditional classroom teaching models, and empirical research on the effects of teaching practice after the model is applied. However, most of the academic research on the application of the flipped classroom teaching model of college English focuses on the teacher teaching mode, student learning mode, teacher teaching ability (teaching design, team building, and information literacy), and course assessment methods of the flipped classroom teaching model. However, there are relatively few studies on the degree of student participation in classroom learning behind the phenomenon of classroom activity in the literature. The monitoring and promotion of students’ participation [17] in classroom learning belong to the category of teaching quality monitoring. A high degree of student participation in classroom learning is an indispensable prerequisite for any teaching model to ensure its teaching quality. If there is only an increase in the “temperature” of the atmosphere in the classroom, but no deep participation of students in the true sense of learning, then the implementation of the flipped classroom teaching model will greatly lose its true meaning of education.

Since student conduct in the classroom reflects the level of interaction between teachers and students [18, 19], students’ interest in class, and teachers’ competence to educate, understand, and evaluating the actions and activities of students in the classroom are beneficial to understanding the status of students in class, as well as improving flipped classroom teaching methods and improving the quality of flipped classroom teaching. As a result, convolutional neural networks [20–23] can be used to recognize student behavior in classes [24, 25].

The main contributions of this paper are as follows:

1. This paper proposes a teaching quality promotion model for college English flipped classroom based on the assistance of convolutional neural network, which can improve the teaching method of flipped classroom and improve the quality of flipped classroom teaching.

2. Aiming at the characteristics of similar faces, the loss function of VGG-16 is improved to reduce the intra-class distance and increase the inter-class distance. The improved VGG-16 network improves the accuracy of emotion recognition in classroom students.

2. Background

At present, the research on class behavior recognition is mainly reflected in the behavior state of students in class, such as raising hands, standing up, and sleeping. There are also some studies that reflect students’ abnormal behavior in the examination room. These studies can also be classified as classroom behavior recognition because they are behavior recognition in a classroom setting. The standing recognition algorithm based on the region of interest uses the characteristic that the standing behavior occurs in the upper half of the image, crops the upper half of the image into the region of interest, and realizes standing recognition under different backgrounds through different threshold segmentation algorithms [26, 27]. The student behavior recognition algorithm based on the ResNet network [28] first trains on the ImageNet data set, then uses transfer learning to apply the ResNet network to student behavior recognition, and realizes the recognition of student behaviors such as looking left and right, raising hands, standing, and sleeping. Based on Faster R-CNN to identify the behavior state of students in the classroom, the YOLOV3 algorithm is used to extract the behavior sequence of the students, and finally, the behavior of students is classified through the ResNet network to realize the recognition of the behavior state of the students in the classroom. Based on the gradient histogram and the equivalent local binary mode histogram, the students’ head-and-shoulders characteristics are merged, and the support vector machine is used to train the classifier to achieve target detection on the experimental data set. An algorithm based on sparse reconstruction is also proposed. Based on the 3D convolutional neural network, the time dimension is added to the two-dimensional convolutional neural network, which can better learn the time domain features. Simonyan and Zisserman [29] proposed a dual-stream CNN algorithm for human behavior recognition. This algorithm trains two CNN classifiers, one CNN mainly extracts optical flow features, and the other CNN extracts RGB image information, and finally the two classifiers fusion of features. Feichtenhofer et al. [30] proposed a new spatiotemporal structure based on the dual-stream architecture, which has a new convolutional fusion layer and a spatial fusion layer, which can better extract human behavior characteristics. The detection and analysis of student behavior in the classroom scene can rapidly and efficiently identify the student’s learning status and the teacher’s teaching quality.
allowing for focused teaching technique changes and increased student learning efficiency. In general, students’ behaviors in class include the following: paying attention in class, raising hands, standing up, napping, and using cell phones. Neural networks can be used to monitor and analyze student behavior [31, 32].

3. Methodology

3.1. Flipped Classroom Theory. The essence of the flipped classroom is to return the dominance of learning to the students, lead the students’ subjective teaching methods, and have the energy to create education for the future. And “flipped classroom as a teaching concept and teaching model is affecting and changing traditional classroom teaching.” It uses Internet technology and information technology to break through the boundaries of traditional classrooms, expand the time and space of classroom teaching, and optimize. The learning process of students enhances students’ learning ability, realizes the deep integration of artificial intelligence and curriculum teaching, and promotes students’ deep learning. At the same time, the flipped classroom model, as a part of the education reform movement, will completely subvert the traditional printing-based classroom teaching structure and teaching process and trigger a series of changes in the role of teachers, curriculum models, and management models.

Autonomous learning theory, cooperative learning theory, and mastering learning theory are three common theories in flipped classrooms.

Unlike the typical accepted learning approach, autonomous learning places a greater emphasis on pupils’ ability to study independently. Students achieve their learning goals through independent analysis, investigation, practice, and invention as the main body of learning. Autonomous learning theory is founded on the principle of inquiry learning, which involves presenting students with a situation in which they must do their own research, solve problems, and gain expertise in the topic. Students in the classroom are given additional opportunity to “experience and interact” with knowledge as part of discovery learning. Traditional education and teaching approaches emphasize passive acceptance as a learning mode. Autonomous learning needs instructors to prioritize school instruction and complement it with required, scientific, and reasonable family and social education, so that children can learn to seek information, live, and survive through autonomous learning and have the ability to adapt to modern society. Encourage pupils to have a more and deeper understanding of knowledge in order to build the required abilities and basic attributes to continuously support their own development.

Cooperative learning is aimed at organizing classroom activities to promote academic and social learning experiences. Cooperative learning is not just about dividing students into small groups, but has been described as “building positive interdependence.” In cooperative learning, students must work together in small groups and work together to achieve learning goals. Unlike individual learning, which can be competitive in nature, cooperative learning students can leverage each other’s resources and skills, seek information from each other, evaluate each other’s ideas, monitor each other’s work, and so on. In addition, the role of the teacher has also changed, from teaching knowledge to facilitating students’ learning and from teaching to guiding. Compared with students in individual or competitive learning environments, students in cooperative learning environments achieved more and better reasoning, higher self-esteem and, for example, more social support when a group of classmates completed many learning tasks together.

According to the mastery of learning theory, education should be centered on the amount of time it takes for different students to acquire the same information and achieve the same level of mastery. To put it another way, all pupils can attain the same degree of knowledge as long as they have adequate time. The difference in a student’s learning ability is only connected to the amount of time it takes him to master the knowledge, not whether or not he can master the topic. Traditional teaching focuses on the disparities in students’ skills, and students’ learning time and teaching techniques are essentially the same. Learning theory mastery contrasts sharply with typical teaching methods. Education is no longer just to allow a small group of students to fully learn what the school teaches, but to care about the development of each student and provide all students with the necessary knowledge and skills. In mastering learning, the responsibility of learning has changed. The failure of the students is more due to the factors of guidance, not necessarily the lack of ability of the learners. Therefore, in a mastered learning environment, the challenge becomes to provide students with enough time and appropriate teaching strategies so that all students can reach the same level of learning.

3.2. Improved VGG-16 Network. According to the size of the convolution kernel and the depth of the network, the VGG network model is divided into six network structures, including A, A-LRN, B, C, D, and E. VGG-16 is a class D network structure. VGG-16 consists of 13 convolution layers and 3 full connection layers. Each convolution layer contains the pooling layer and activation function, and the size of the convolution kernel is $3 \times 3$. The network diagram of VGG-16 is shown in Figure 1. The size of the fixed input image of each VGG-16 model is $224 \times 224 \times 3$. The first and second layers are $64 \times 3 \times 3$ convolution kernels with a step size of 1, and the maximum pooling operation is adopted. The third layer and the fourth layer are $128 \times 3 \times 3$ convolution kernels, which also adopt the maximum pooling operation. The size of the convolution kernel in the fifth, sixth, and seventh layers is 33, and the number of convolution kernels is 256. The remaining six convolutional layers have 512 convolution cores, and the maximum pooling operation is performed every three layers. Finally, a comprehensive connection layer with three levels is introduced. The first two layers of the entire connection layer include 4096 neurons, whereas the last layer contains 1000 neurons. Finally, the predicted value is determined using the softmax function’s categorization.

VGG-16 was a simple and easy-to-train deep network structure at the time, and it produced good results in image recognition. VGG-16 is separated into various blocks, as
indicated in Figure 1. There are numerous convolutional layers and a pooling layer in each block. The convolutional layer’s number of channels remains constant in the same block. After reaching 512, the number of convolution kernels doubles, doubling the number of channels, and the total number of channels remains unaltered. Despite the fact that many other network topologies have since been presented, VGG-16 remains a popular convolutional neural network model.

The classic VGG-16 network contains three fully connected layers, which leads to too many VGG-16 network parameters and slower training speed. This paper uses a face recognition algorithm based on the improved VGG-16 network to achieve the purpose of student face recognition in the classroom scene. By improving the classic VGG-16 network structure, it is more suitable for face recognition scenes; for face recognition scenes, the loss function is improved. In the task of student face recognition, the student’s face is usually centered in the center of the image, and I hope that traits like eyes are learnt in various areas across the image. As a result, the last layer of VGG-16, as well as the third-to-last convolutional layer, is changed to a local convolutional layer in this article, allowing various parts of the image to learn completely separate features. At the same time, the VGG-16 network’s fully connected layer is lowered by two layers, and the last layer’s pooling layer is enhanced to an average pooling layer. 13 convolutional layers, 5 pooling layers, and 1 fully connected layer make up the upgraded VGG-16 network.

3.3. Improved Loss Function. I propose using center loss to build a mixed loss function that will increase the model’s discriminative ability as well as its generalization capacity. Softmax loss can categorize images, and the central loss function can increase the distance between classes while decreasing the distance inside the class, as well as improve the model’s accuracy. The center loss function’s calculation equation is as follows:

\[ L_C = \frac{1}{2} \sum_{i=1}^{m} \left| \|x_i - C_{y_i}\|^2 \right. \]

And the calculation equation of the softmax loss function is as follows:

\[ L_S = -\sum_{i=1}^{m} \log \frac{\exp (w_{y_i}^T x_i + b_{y_i})}{\sum_{j=1}^{n} \exp (w_j^T x_i + b_j)}. \]

The calculation equation of the improved mixed loss function is as follows:

\[ L = L_S + \lambda L_C, \]

where \( \lambda \) is the weight of the central loss function.

3.4. Classroom Student Behavior Recognition. The teaching quality promotion strategy of the English flipped classroom proposed by us is divided into two parts. First, I use the improved VGG-16 for student face recognition and behavior recognition. Second, I evaluate the recognition results and give each student developed teaching strategies and plans.

3.4.1. Classroom Student Behavior Recognition. The improved VGG-16 network structure for student face and behavior recognition is shown in Figure 2.

As shown in Figure 2, what I propose is a convolutional neural network architecture with twin parallel branches. The upper branch is mainly used for student facial emotion recognition, and the lower branch is mainly used for subject behavior recognition. And through the optimized softmax loss and center loss, respectively, the proposed algorithm has a higher accuracy rate.

3.4.2. Teaching Quality Promotion Strategy. Figure 3 shows the teaching quality promotion strategy I proposed in flipped classroom. First of all, I evaluate the students’ face recognition and behavior recognition, respectively. The evaluation is based on the score of the control group.
4. Experiments

4.1. Environment Configuration. The experimental hardware environment in this paper is dual-channel Xeon E5 2678 V3 processor, the main CPU is 2.5 GHz, a total of 12 * 2 cores, the memory is 16 G, and the graphics card is NVIDIA RTX2060 Super (8 G video memory). The software environment of this experiment is Ubuntu 18.04 LTS operating system, the programming language is Python, the deep learning framework is TensorFlow and Caffe, and the GPU acceleration is carried out using CUDA10.0+ CUDNN7.6.4. The hyperparameter settings are shown in Table 1, and we divide the data set into a training set and a test set, 70% and 30%, respectively, and the batch size is 100.

4.2. Data Sets. The data set used to train face recognition models in this study was Labeled Faces in the Wild (LFW). Face identification in an uncontrolled context is studied using the LFW data set, which is a face photo database. More than 13,000 facial photographs were collected from the Internet, with each face annotated with the name of the person in the shot, and 1,680 people in the sample had at least two different photos. The LFW data set is utilized to train a convolutional neural network in this paper, with some students from self-recorded films added to the data set for training.

4.3. Evaluation Methods. The quality of the teaching quality promotion strategy of college English flipped classroom depends on the accuracy of face and behavior recognition. Therefore, I use the evaluation method of classification problem to evaluate the algorithm of this article. In the classification problem, the commonly used indicators include accuracy rate, recall rate, and accuracy rate. Accuracy is the ratio of the number of samples that are predicted to be positive to all samples that are predicted to be positive. The calculation equation is as follows:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

Table 1: Hyperparameter settings.

<table>
<thead>
<tr>
<th>Type</th>
<th>Hyperparameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>OptimizerA</td>
<td>Adam</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.0001</td>
</tr>
<tr>
<td>beta_1</td>
<td>0.99</td>
</tr>
<tr>
<td>beta_2</td>
<td>0.99</td>
</tr>
<tr>
<td>Epsilon</td>
<td>3e-8</td>
</tr>
<tr>
<td>Decay</td>
<td>3e-8</td>
</tr>
</tbody>
</table>

In addition, the data set of students’ classroom behavior comes from our collection in 3 months.
Precision = \frac{TP}{TP + FP}, \quad (4)

Recall = \frac{TP}{TP + FN}, \quad (5)

\text{ACC} = \frac{TP + TN}{TP + FN + FP + TN}. \quad (6)

4.4. Experimental Results. The classroom face recognition effect based on the improved VGG-16 network is shown in Figure 4. It can be seen from the figure that, except for the occlusion phenomenon of individual students, the faces of other students can be detected. In addition, it can be found that the improved VGG-16 network can also identify the information of the students in the back row, but the matching degree of the students in the back row is still flawed. The faces of individual students can be detected, but they cannot be matched. In the figure, there is a student whose face is occluded, and the algorithm has not recognized it. This is related to the lack of features provided by the student’s face.

Table 2 shows the test results of the improved VGG-16 network face recognition method on the LFW data set. Compared with the classical VGG-16 network model, the accuracy of the improved VGG-16 network model in classroom face recognition is improved by 2.6%. In the study of classroom behavior recognition, student face recognition is mainly used to verify student information. For the verification of standing up students’ information, the accuracy rate of face recognition reaches 96.81, fully meeting the expected requirements.

In summary, the face recognition algorithm based on the improved VGG-16 has achieved the expected effect. According to the experimental results, it can be concluded that facial features can be used as a method of confirming student identity information when performing classroom behavior recognition.

4.5. Ablation Experiments. In order to verify the effectiveness of softmax loss and center loss in the proposed method, an ablation experiment is set up in this section; SL stands for softmax loss, CL stands for center loss, T stands for upper branch, B stands for lower branch, and the results of the ablation experiments are shown in Table 3.

It can be seen from Table 3 that when the upper branch and the lower branch use softmax loss and center loss at the same time, the best performance is achieved. Therefore, this proves that the proposed method is scientific and effective.

4.6. Ablation Study for VGG. In this paper, a VGG ablation experiment was carried out. Considering the complexity and cost of the model, we chose VGG16 and VGG19 for the ablation experiment. The experimental results are shown in Table 4.
It can be clearly seen from Table 4 that the upper and lower branches use VGG16 to obtain the best performance, which proves that the proposed method is effective. In addition, we found that the upper branch uses VGG19 and the lower branch uses VGG16 to obtain suboptimal performance.

5. Conclusion

The degree of student participation in classroom learning is the main factor that restricts the effectiveness of teaching. The lack of research in this subject greatly limits the extent of student participation in classroom learning. The degree of student participation in the classroom, as well as improving the flipped classroom teaching technique and quality. As a result, the experimental results show that the proposed method achieves an accuracy of 96.81% and achieves a competitive performance.

In the following research, we will focus on the processing and identification of real-time data.
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