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The effective organization and utilization of military equipment data is an important cornerstone for constructing knowledge
system. Building a knowledge graph in the field of military equipment can effectively describe the relationship between entity
and entity attribute information. Therefore, relevant personnel can obtain information quickly and accurately. Attribute
extraction is an important part of building the knowledge graph. Given the lack of annotated data in the field of military
equipment, we propose a new data annotation method, which adopts the idea of distant supervision to automatically build the
attribute extraction dataset. We convert the attribute extraction task into a sequence annotation task. At the same time, we
propose a RoBERTa-BiLSTM-CRF-SEL-based attribute extraction method. Firstly, a list of attribute name synonyms is
constructed, then a corpus of military equipment attributes is obtained through automatic annotation of semistructured data in
Baidu Encyclopedia. RoBERTa is used to obtain the vector encoding of the text. Then, input it into the entity boundary
prediction layer to label the entity head and tail, and input the BiLSTM-CRF layer to predict the attribute label. The
experimental results show that the proposed method can effectively perform attribute extraction in the military equipment
domain. The F1 value of the model reaches 77% on the constructed attribute extraction dataset, which outperforms the current
state-of-art model.

1. Introduction

With the continuous development of Internet technology,
data from all walks of life is growing rapidly. Organizing
these data through knowledge graph technology can effec-
tively improve data utilization efficiency. In the military
field, the construction of knowledge graph is not only
conducive for the military commanders to quickly and
deeply understand certain military equipment but also can
be combined with knowledge map and intelligent system
for rapid intelligent decision-making assistance [1].

Attribute extraction is an important step in knowledge
graph construction, which refers to extracting the attribute
name and attribute value of entities from text data. Facing
a large amount of text data in the military field, extracting
attribute data automatically is one of the keys to study the
construction of a military knowledge graph. The traditional

attribute extraction methods are divided into rule-based
methods and machine learning-based methods. Zhai and
Qiu [2] proposed a rule-based knowledge meta-attribute
extraction method based on phrase structure trees. The
rule-based method needs to set rules manually according
to the data characteristics, so the migration of the method
is poor. Jakob and Gurevych [3] fused multiple features
and used conditional random fields [4] to extract attributes.
However, machine learning methods require a large amount
of labelled data and manual features. In recent years, deep
learning methods have also been gradually applied to attri-
bute extraction. Toh and Su [5] used a bidirectional recur-
rent neural network BRNN combined with a conditional
random field for attribute value extraction. Cheng et al. [6]
used a bidirectional long short-term memory network
BiLSTM combined with a gated dynamic attention mecha-
nism for attribute extraction. However, attribute extraction
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based on deep learning methods also requires a large
amount of annotated data. In the field of weaponry, there
is a lack of corresponding annotated datasets. Manual anno-
tation is not only time-consuming but also the level of the
annotator will largely affect the quality of the annotated
corpus [7]. Through investigation, we found that Baidu
Encyclopedia currently contains a large number of weapon
and equipment entries. There are a large number of semi-
structured and unstructured data in the encyclopedia pages,
which contain rich information of entity attributes. We pro-
pose a new way of attribute data annotation based on the
characteristics of the encyclopedia pages. We annotate the
unstructured text data by distant supervision based on the
InfoBox data of the encyclopedia pages. At the same time,
we convert the attribute extraction task into a sequence
annotation task and use the RoBERTa-BiLSTM-CRF-SEL
method for attribute data extraction.

In summary, the contribution points of this paper can be
divided into the following three points.

(1) A new way of data annotation is proposed for the
characteristics of encyclopedia data. In the annota-
tion process, the subjective is fixed according to the
name of the encyclopedia page, and then, its attri-
butes and attribute values are annotated

(2) Based on Baidu Encyclopedia data, the military
domain attribute extraction dataset is automatically
constructed by using the idea of distant supervision

(3) RoBERTa-BiLSTM-CRF-SEL is designed for auto-
matic attribute extraction in the field of weapons.
The method obtains entity boundary features
through the entity boundary prediction layer. The
loss of boundary prediction layer and the loss of
attribute prediction layer are weighted and summed
as the loss value of the model. In this way, the model
entity recognition effect is improved. On the military
equipment attribute extraction dataset, the F1 of the
proposed method reaches 0.77, which is better than
other existing methods

2. Related Work

Attribute extraction methods can be mainly classified into
rule-based methods, machine learning-based methods, and
deep learning-based methods. The rule-based approach
needs to formulate rules manually for specific situations.
This method is simple and usually oriented to specific
domains. Although the method has a high accuracy rate,
it has a small scope of application and is difficult to
migrate to other domains. The method based on machine
learning is more flexible, but it needs the support of arti-
ficial features and large-scale datasets. The method based
on deep learning can automatically mine hidden features
between texts through a neural network model, but it also
requires large amounts of labelled data for model training
and optimization.

In the early studies of attribute extraction, scholars
mainly formulated a series of rules to extract attributes. Hu

and Liu [8] extracted commodity attributes from customer
reviews by frequent itemset feature extraction. Li et al. [9]
presented an automatic method to obtain encyclopedia char-
acter attributes, and the speech tagging of each attribute
value was used to locate the encyclopedia free text. The rules
were discovered by statistical method, and the character
attribute information was obtained from encyclopedia text
according to rules matching. Yu et al. [10] proposed an
approach of extracting maritime information and converting
unstructured text into structural data. Ding et al. [11]
formed nine types of description rules for attribute extrac-
tion by manually constructing rules. They analyzed the
quantitative relationship and emotional information of attri-
bute description and finally designed and implemented the
academic concept attribute extraction system. Qiao et al.
[12] suggested a rule-based character information extraction
algorithm. Based on the rules, they researched and devel-
oped a character information extraction system and finally
realized the automatic extraction of semistructured charac-
ter attribute information. Kang et al. [1] offered an unsuper-
vised attribute triplet extraction method for the military
equipment domain. According to the distribution law of
attribute triples in sentences, this method adopts an attribute
indicator extraction algorithm based on frequent pattern
mining and completes the extraction of attribute triples by
setting extraction rules and filtering rules.

In a machine learning-based attribute extraction
method, Zhang et al. [13] introduced word-level features in
the CRF model and used domain dictionary knowledge as
an aid for product attribute extraction. Xu et al. [14] intro-
duced shallow syntactic information and heuristic location
information and input them to CRF as features, which effec-
tively improved the attribute extraction performance of the
model. Gurumdimma et al. [15] presented the approach to
extracting these events based on the dependency parse tree
relations of the text and its part of speech (POS). The pro-
posed method uses a machine-learning algorithm to predict
events from a text. Cheng et al. [16] broke through the
current method of a statistical operation mainly in the scope
of sentences in the attribute attribution judgment. They
proposed a method of character attribute extraction that is
classified from text to sentence with the guidance of text
knowledge. Kambhatla [17] employed maximum entropy
models to combine diverse lexical, syntactic, and semantic
features derived from the text. References [18–20] suggested
a weakly supervised automatic extraction method that uses
very little human participation to solve the problem of lack
of training corpus. Zhang et al. [21] offered a novel compos-
ite kernel for relation extraction. The composite kernel
consists of two individual kernels: an entity kernel that
allows for entity-related features and a convolution parse
tree kernel that models syntactic information of relation
examples. Liu et al. [22] put a perceptron learning algorithm
that fuses global and local features for attribute value extrac-
tion of unstructured text. The combination of features
makes the model obtain better feature representation ability.
Li et al. [23] constructed three kinds of semantic information
through word attributes, word dependencies, and word
embeddings of words. The three semantic information are
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combined with the conditional random field model to realize
the extraction of commodity attributes.

In recent years, attribute extraction methods based on
deep learning have gradually become mainstream. Wang
et al. [24] regarded attribute extraction as a text sequence
labelling task. Input the word sequences and lexical
sequences into a GRU network, and then, use CRF for
sequence label prediction. Xu et al. [25] considered that
there is a gap between the meaning of a word expression
in general and specialized domains. Therefore, they input
both word embeddings from the generic domain and word
embeddings from the specialized domain into a convolu-
tional neural network model. The model is used to decide
which expression is more preferred to achieve the attribute
extraction. For the low performance of slot filling method
applied in Chinese entity-attribute extraction at present,
He et al. [26] presented a distant supervision relation extrac-
tion method based on bidirectional long short-term memory
neural network. Wei et al. [27] proposed an attribute
extraction-oriented class-convolutional interactive attention
mechanism. The target sentence was first input into a
bidirectional recurrent neural network to obtain the implicit
expression of each word and then underwent class-
convolution interactive attention. The force mechanism
performed representation learning. To solve the problem
that traditional information extraction methods have poor
extraction results due to the existence of long and difficult
sentences and the diversity of natural language expressions,
Wu et al. [28] introduced text simplification as the prepro-
cessing process of extraction. Among them, text reduction
is modeled as a sequence-to-sequence (seq2seq) translation
process and is implemented with the seq2seq-RNN model
in the field of machine translation. Huang et al. [29] pro-
posed a different method, which uses an independent graph
based on a neural network as the input and is accompanied
by two attention mechanisms to better capture indicative
information. Cheng et al. [30] used the advantages of the
CRF model to deal with the sequence labelling problem
and realized the automatic extraction of journal keywords
by integrating the part-of-speech information and the CRF
model into the BiLSTM network. Luo et al. [31] proposed
a new bidirectional dependency grammar tree to extract
the dependency structure features of a given sentence and
then combined the extracted grammar features with the
semantic features extracted using BiLSTM and finally used
CRF for attribute word annotation. Feng et al. [32] intro-
duced an entity attribute value extraction method based on
machine reading comprehension model and crowdsourcing
verification due to the high noise characteristics of Internet
corpus. The attribute extraction task is transformed into a
reading comprehension task. Luo et al. [33] introduced a
MLBiNet (multilayer bidirectional network) that integrates
cross-sentence semantics and associated event information,
thereby enhancing the discrimination of events mentioned
within. Xi et al. [34] presented bidirectional entity level
decoder (BERD) to gradually generate argument role
sequences for each entity.

To address the problem of lack of annotation data in the
military equipment domain, the attribute extraction dataset

in the military equipment domain is automatically
constructed based on distant supervision. The attribute
annotation sequence is decoded by RoBERTa model com-
bined with BiLSTM-CRF model, and the entity boundary
prediction layer is also added to improve the effect of entity
recognition in this paper.

3. Attribute Extraction Methods Based on
RoBERTa and Entity Boundary Prediction

The model proposed in this paper is mainly composed of
text coding layer, entity boundary prediction layer, and
BiLSTM-CRF attribute prediction layer. We first encode
the input text through RoBERTa [35] to obtain its hidden
layer state vector. Then, input them into the entity boundary
prediction layer and the BiLSTM-CRF attribute prediction
layer, respectively. At the entity boundary prediction layer,
the 0/1 coding method is used to label the entity head and
tail, respectively, and then, the start_loss and end_loss of
the two sequence labels are calculated. In the BiLSTM-CRF
attribute prediction layer, we take the output result of the
entity boundary prediction layer as a feature and splice it
with the text vector. Input the splicing results into BiLSTM-
CRF to predict the text attribute tag. Next, calculate its loss
value att loss. Finally, in the model optimization, we consider
the three-loss values together, weigh the summation, and
achieve the overall optimization of the model by backpropa-
gation. The model structure diagram is shown in Figure 1.

3.1. Text Encoding Layer. BERT is a pretrained language
model proposed by Google in 2018. BERT uses the bidirec-
tional transformer structure as the main framework of the
algorithm, which can capture the bidirectional relations in
utterances more thoroughly. BERT uses a self-supervised
approach to train the model based on a massive corpus,
which can learn a good feature representation for words.
Therefore, BERT has achieved good results in several down-
stream tasks such as text classification and sequence annota-
tion. RoBERTa model is an improved version based on the
BERT model. Compared with BERT, RoBERTa has
improved both the training data and training methods and
pretrained the model more adequately.

In terms of training data, RoBERTa uses 160G training
text, while BERT only uses 16G training text. RoBERTa also
uses a new dataset CCNEWS and confirms that using more
data for pretraining can further improve the performance of
downstream tasks. At the same time, RoBERTa has
increased the batch size. BERT uses 256 batch size.
RoBERTa uses a larger batch size in the training process.
Researchers have tried batch sizes ranging from 256 to
8000. Liu et al. found through experiments that the perfor-
mance of certain downstream tasks can be slightly improved
after removing the NSP (next sentence prediction, NSP) loss.
Therefore, in the training method, RoBERTa deleted the
NSP task. In addition, unlike the static masking mechanism
of BERT, RoBERTa uses a dynamic masking mechanism to
randomly generate a new mask pattern every time. BERT
relies on random masks and predicted tokens. The original
BERT implementation performs a mask during data
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preprocessing to obtain a static mask. RoBERTa uses a
dynamic mask. When a sequence is entered into the model,
a new mask pattern will be generated. In this way, in the pro-
cess of continuous input of a large amount of data, the
model will gradually adapt to different masking strategies
and learn different language representations. Byte-pair
encoding (BPE) is a mixture of character-level and word-
level representations and supports the processing of many
common words in the natural language corpus. The original
BERT implementation uses character-level BPE vocabulary
with a size of 30K, which is learned after preprocessing the
input using heuristic word segmentation rules. Facebook
researchers did not adopt this approach but considered
using a larger byte-level BPE vocabulary to train BERT,
which contains 50K subword units without any additional
preprocessing or word segmentation on the input. Com-
pared with BERT, RoBERTa makes small improvements in
each part of the model training, and the combination of
the improvements in each part makes the model effect effec-
tively improved.

We use HIT’s open-source Chinese RoBERTa to encode
the input text and obtain its implicit layer state vector.

3.2. Entity Boundary Prediction Layer. In the constructed
military equipment attribute extraction dataset, the entity

names are generally longer, such as “65-type 82mm recoil-
less gun” and “105mm 6 × 6 wheeled armored assault gun.”
To avoid the problem of fuzzy entity boundary recognition
in the process of attribute extraction, the entity boundary
prediction layer is added for entity boundary recognition.
In the entity boundary prediction layer, the implied layer
state vector output from RoBERTa is input to the fully con-
nected layer to generate two 0/1 annotation sequences. One
of the annotation sequences is for the entity head, in which 1
represents the entity head, and 0 represents the nonentity
head. The other annotation sequence is for entity tails, where
1 represents entity tails, and 0 represents nonentity tails.

After obtaining the two sequence labels, we compare
them with the correct labels. Calculate the loss value of entity
head sequence recognition and entity tail sequence recogni-
tion. Meanwhile, to further obtain the boundary information
of entities, we take the entity head sequence and entity tail
sequence as features and splice them with the hidden layer
state vector output by Roberta. Then, input it to the
BiLSTM-CRF layer for attribute prediction.

3.3. BiLSTM-CRF Attribute Prediction Layer. In the attribute
prediction layer, we use a classical sequence labelling struc-
ture BiLSTM-CRF for the identification of attribute value
labels. The long short-term memory network LSTM [36] is

Implicit layer state vector

RoBERTa code

On November 11-1989, the USS Abraham Lincoln was officially commissioned at Naval Station Norfolk and integrated into the American Atlantic Fleet. 

Implicit layer state vector

LSTM LSTMLSTM LSTM LSTMLSTM

LSTMLSTM LSTMLSTMLSTM LSTM

CRF CRF CRFCRF CRF CRF

Entity header sequence

Entity tail sequence

USS Abraham Lincoln, service, November 11-1989 USS Abraham Lincoln, nation, American

1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

Figure 1: Structure diagram of attribute extraction model.
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a temporal recurrent neural network, which can better
capture the longer distance dependencies in the text. The
LSTM model structure is shown in Figure 2.

There are three inputs to the LSTM, which are the
hidden layer state vector ht−1 at the previous moment, the
cell state Ct−1 at the previous moment, and the input xt at
the current moment. Inside the LSTM, the retention and
forgetting of information are decided by three gating mech-
anisms. The first is the forgetting gate, which is used to
decide what information to forget from the cell state. The
forgetting gate is used to read ht−1 and xt and outputs data
between 0 and 1 to decide which information in Ct−1 to keep
and which to discard, where 1 means fully retained, and 0
means all discarded. The input gate is used to decide which
new information is added to the cell state, and the output
gate decides which data in the cell state will be output. The
calculation formulas of the LSTM model are shown in

f t = σ Wf ht−1, xt½ � + bf
� �

, ð1Þ

it = σ Wi ht−1, xt½ � + bið Þ, ð2Þ
ot = σ Wo ht−1, xt½ � + boð Þ, ð3Þ
~Ct = tanh WC ht−1, xt½ � + bCð Þ, ð4Þ

Ct = f t · Ct−1 + it · ~Ct , ð5Þ
ht = ot ∗ tanh Ctð Þ: ð6Þ

LSTM can only encode information in one direction. To
effectively use the context information, we uses a bidirec-
tional LSTM structure for encoding.

By calculating the hidden layer vector output of the
LSTM in both positive and negative directions and splicing
them together, the hidden layer state vector of BiLSTM is
finally obtained. The formulas are shown in

ht
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ht−1
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,wt

� �
, ð7Þ
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=LSTM ���
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 �
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!
, ht
 � �

: ð9Þ

The conditional random field is a conditional probabil-
ity distribution model of output Y = ðY1, Y2,⋯⋯ YnÞ
given a set of input variables X = ðX1, X2,⋯⋯ XnÞ. CRF
is a serialization annotation algorithm, which can consider
the dependencies between tags to obtain the globally opti-
mal tag sequence.

For a set of label prediction sequence Y , its scoring
formula is shown in

score x, yð Þ = 〠
n

i=0
Ayi ,yi+1 + 〠

n

i=1
Pi,yi : ð10Þ

Among them, P is an n ×m dimensional matrix, m
represents the number of labels to be predicted, and Pi,j

represents the possibility that input i is the label j. A is the
transition matrix, and Ai,j represents the probability of tran-
sition from label i to label j.

Therefore, for all possible prediction sequence sets Yx of
the input sequence X, the conditional probability is as shown

P y ∣ xð Þ = escore x,yð Þ

∑~y∈Yx
escore x,~yð Þ : ð11Þ

In training, we optimize the model by maximizing the
log-likelihood probability of the correct output label in
Equation (12). For prediction, we select the sequence with
the highest score as the best prediction sequence, which is
calculated as shown in Equation (12).

y∗ = arg max
~y∈Yx

score x, ~yð Þ: ð12Þ

Take sentences in the dataset as an example, such as “On
November 11-1989, the USS Abraham Lincoln was officially
commissioned at Naval Station Norfolk and integrated into
the American Atlantic Fleet,” “November 11-1989” would
be marked as “B-FY,” “USS” would be marked as “B-ST,”
“Abraham” would be marked as “I-ST,” “Lincoln” would
be marked as “I-ST,” and “American” would be marked as
“B-GJ” (please refer to Chapter 4 for label meaning).

3.4. Loss Value Calculation. In terms of loss value calcula-
tion, we take the weighted sum of entity boundary loss value
and attribute identification loss value as the final loss value.
The loss value is used to optimize the overall parameters of
the model (as shown in Figure 3).

The loss value calculation formula is shown in Equation
(13), where lossstart and lossend represent the loss values of
entity head recognition and entity tail recognition, respec-
tively, and lossattribute represents the loss value generated by
the attribute sequence labelling. α, β, γ ∈ ½0, 1� are hyperpara-
meters that control the weighted summation of the three-
loss values.

loss = αlossstart + βlossend + γlossattribute: ð13Þ

4. Experimental Results and Analysis

4.1. Acquisition of Military Equipment Attribute Data

4.1.1. Data Acquisition. The experimental data came from
the Baidu Encyclopedia website (https://baike.baidu.com/),
and the data acquisition process is shown in Figure 4. We
cannot directly obtain military-related terms from Baidu
Encyclopedia, because the website does not classify and
index terms. The military channel of http://globe.com/ has
a summary display of various types of weapons and equip-
ment. We get the names of various military equipment from
the military channel of the World Wide Web. Then, we
expand the rules, splice them with the links of encyclopedia
entries, and finally, get the URL links of the required military
equipment-related entries. After obtaining the links of mili-
tary equipment entries in Baidu Encyclopedia, we analyzed
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the encyclopedia entry pages and found that the entries
mainly consist of entry names, information boxes contain-
ing attribute data, and a large amount of unstructured text.
We used a crawler to collect the InfoBox data and text data
in the Baidu Encyclopedia entry of weapons and equip-
ment and finally collected 1757 encyclopedia data of
military equipment.

4.1.2. Data Annotation. Data annotation by manual is not
only time-consuming and laborious but also different anno-
tators may have different annotation rules for the same piece
of data. Therefore, automatic annotation of data has become
the focus of current research. Encyclopedia word data

consists of two main parts, which are attribute data in the
information frame and unstructured text description data.
Taking the “Nimitz aircraft carrier” as an example, the entry
information box of the aircraft carrier contains basic attri-
butes such as “English Name,” “Nation,” “pretype/level,”
and “subtype/level,”. The text data is an introduction to the
basic information of the “Nimitz aircraft carrier.” Observing
its text data, it can be seen that it contains textual expres-
sions of the “English Name,” “Nation,” and other attribute
values of the “Nimitz aircraft carrier.”

For this data feature, the data annotation in this paper is
based on the distant supervision hypothesis [33]. The distant
supervision hypothesis means that when there is a

× +

𝜎 𝜎 ×
𝜎

tanh

tanh

×

Ct–1

ht–1

xt

ht

Ot

CV

Figure 2: LSTM structure diagram.

Entity header sequence annotation layer Entity tail sequence annotation layer

CRF CRF CRFCRF CRF CRF

Aircraft carrier USS Abraham Lincoln,
Commissioned, November 11-1989

Aircraft carrier USS Abraham
Lincoln, Country, USA

Property annotation layer 

Lossstart

Lossstart = 𝛼lossstart + 𝛽lossend + 𝛾lossattribute

Lossend

Lossattribute

……

Loss value calculation

1 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0... ... 0 00 0 0 0 0 0 0 0 0 1 0 0 0 0 0... ...

Figure 3: Calculation of loss value.
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relationship between two entities, then all sentences contain-
ing the pair of entities are considered to express this rela-
tionship to some extent. Distant supervision is to provide
labels for data with the help of external knowledge bases,
to save the trouble of manual labelling [37]. Attributes can
also be considered as a type of relationship, so the distant
supervision assumption is applied to the annotation of attri-
bute data. Taking the Nimitz aircraft carrier as an example,
the information box in Figure 5 shows that the relationship
between “Nimitz aircraft carrier” and the attribute “United
States” is a “Nation” attribute. Then, based on the distant
supervision assumption, all sentences containing “Nimitz
aircraft carrier” and “United States” can be labelled with
the “Nation” attribute, for example, the sentences “Nimitz
Aircraft Carrier (CVN-68) is the first ship of the Nimitz-
class aircraft carriers of the United States Navy” and “The
Nimitz aircraft carrier started construction in June 1968. It
was launched in May 1972 and delivered to the United States
Navy in May 1975”. Both of these sentences contain the
words “Nimitz aircraft carrier “ and “United States,” and
the triad (Nimitz aircraft carrier, nation, United States) can
be considered to exist in these two sentences when labelling
the data. Suppose a dataset D = fs1, s2,⋯, sng, where si rep-
resents sentence and is unstructured text. Train a model F
such that Fðsi ; θÞ = ½ðeti , etj, etkÞ�, where θ represents model
parameters, and eti , etj, etk represent the Tth entity and its cor-
responding relationship. The idea of the distant supervision
algorithm is to use knowledge base to align plain text for
annotation and then perform supervised training.

However, Baidu Encyclopedia website is an open knowl-
edge platform, and the editors of entries are not fixed. There-
fore, there is a lack of standardization and unity in the
naming of attributes, which leads to a variety of expressions
of the same attribute. Since the data in the military field has a
certain degree of confidentiality, the field itself has data spar-
sity. Different attribute expressions can lead to a variety of

data labels. If the labels are too scattered, the annotation data
of each type of attribute will be small, which is difficult to
obtain a good attribute extraction effect. To merge multiple
attribute labels’ expressions, we count the distribution of
attribute names to select high-frequency words as attribute
names. The attribute expressions present in the military
equipment data of the encyclopedia website were merged
by manual means, and a synonym table of military equip-
ment attribute names was constructed. We merged and nor-
malized the attribute expressions in the encyclopedia data
through the synonym table. The synonym table of military
equipment attribute names is shown in Table 1.

Normalize the attributes in the information box through
the attribute name synonym table in Table 1 to obtain the
attribute triplet set. Combined with the introduction text of
triple set and military equipment entries, data annotation
is carried out through distant supervision. As shown in
Figure 5, the text content in the encyclopedia web pages is
expanded and described with the title of the entry as the cen-
ter. The attribute triad is also composed with the title of the
entry as the head entity. Based on the characteristics of this
encyclopedia attribute data, a text sentence usually contains
a primary entity and multiple attribute values corresponding
to the entity. This chapter proposes a new data labelling
method. Unlike the previous annotation form, we first anno-
tate subjective according to the entry title and then annotate
the attribute values corresponding to the primary entity
separately (as shown in Table 2).

The relationship extraction dataset constructed by the
distant supervision method often has noisy data (as shown
in Table 3). For the relational triad [Obama, born in, United
States], “Obama” and “United States” is a relationship of
birth, and the distant supervision method is used for
“Obama is the 44th president of the United States.” The
error occurs when the annotation is performed. For the

Rule expansion,
URL splicing 

Baidu
encyclopedia

weaponry
links 

Web parsing
data acquisition

Weaponry
encyclopedia data 

Infobox
properties

data 

Globe military weapons
equipment name
J-16 fighter aircraft
FC-1  ̏Dragon˝/JF-17
 ̏Thunderbolt˝ multi-role
attack aircraft

 ̏North Sea˝ (558) missile
frigate

Su-27 fighter

Liaoning ship
......

Text
description

data 

Figure 4: Flow chart of attribute data collection.
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triple [Obama, President, United States], the relationship
between “Obama” and “United States” is “President,” and
the annotation of “Obama was born in the United States”
based on the distant supervision method will result in an
annotation error. Since the relationship triad is composed
of [entity, relationship, entity] and there may be multiple
relationships between entities and entities, the distant super-
vision method often causes mislabelling problems when
constructing relationship extraction datasets.

The attribute triad is composed of [entity, attribute, attri-
bute value]. For military equipment data, the attribute values
are usually some numerical information with unit agency
names. Therefore, there is less possibility of distant supervi-
sion mislabelling problem when labelling the data for the
entity and attribute values in military equipment data. For
example, for the triad (Nimitz aircraft carrier, total load
displacement, 101196 tons), the attribute value “101196 tons”
is not a common entity, and it is challenging to generate other
attribute relationships with the “Nimitz aircraft carrier.” The
automatic annotation of the attribute data in the field of mili-
tary equipment by the distant supervision method does not
generate many mislabelling problems, and the correctness of
the dataset can be guaranteed to a certain extent.

4.2. Dataset and Evaluation Index Description

(1) Description of dataset

We use the attribute extraction dataset constructed by
the distant supervision method to verify method’s effective-

ness. 4291 attribute extraction corpus was constructed
through the distant supervision method and the filtering of
rules, including 3432 items in the training set, 429 items in
the validation set, and 430 items in the test set. The details
are shown in Table 4.

The Military Weaponry Dataset is a text corpus of
weapons and equipment extracted from the military channel
of the World Wide Web. Combined with the relevant
knowledge of the encyclopedia website, the attribute extrac-
tion dataset is constructed using distant supervision and
annotation. In the labeling process, we first determine the
type of attribute contained in the sentence and then label
the corresponding head entity and tail entity for each attri-
bute [38]. The specific annotation example of the dataset is
shown in Table 5. Among them, O stands for irrelevant
words, B stands for the beginning of the entity, I stands for
the middle part of the entity, ST stands for the subjective,
GJ stands for the nation, QX stands for the pretype, ZL
stands for weight, WW stands for foreign name, YZ stands
for development time, FY stands for service time, TY stands
for retirement time, CX stands for subtype, SF stands for
first flight time, and DW stands for construction unit.

(2) Evaluation criteria

The experiment uses accuracy rate, recall rate, and F1
value as evaluation indicators to evaluate the effectiveness
of the method. The calculation method is shown in formula
(14) to formula (16). Among them, TPattribute represents the
number of attribute labels correctly identified in the forecast

Figure 5: Example of encyclopedia data.
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output, FPattribute represents the number of attribute labels
incorrectly identified in the forecast output, and FNattribute
represents the number of unidentified attribute labels.

P =
TPattribute

TPattribute + FPattribute
, ð14Þ

R =
TPattribute

TPattribute + FNattribute
, ð15Þ

F1 =
2 × PR
P + R

: ð16Þ

4.3. Experimental Parameter Settings. The experimental
parameter settings are shown in Table 6. The batch size is

Table 1: List of synonyms for attribute names of military equipment.

Name Synonym

Nation

Nation Nation of origin Nationality Nation of manufacture

Equipment nation Place of birth Nation of origin Nation of construction

Producing nation Development nation Manufacturing nation Country

R & D nation Design nation Origin Build nation

Affiliation nation

Foreign name

Foreign name Spanish name German name Japanese name

Latin name Russian name English alias Other translated names

Japanese alias French name English scientific name Korean name

English name Alias Nickname

Development/construction time

Development time Manufacturing time Development date Development year

Start to develop Start development time Design time Construction time

Build date Construction year Start time

Service time Year of service Service During service Service date

Decommissioning time
Retirement time End-time Retirement date Time to retire

Retirement years Retired

Pretype/level
Pretype/level Pretype Predecessor Former model

Prestage

Subtype/level Subtype/level Subtype Secondary

Launch/first flight time
Launch time Launch date Launch First flight time

First test flight First flight First flight date Maiden flight

Development/construction unit
Development unit R & D unit Development company Development organization

Developer Manufacturer Production unit Construction unit

Weight
Weight Full load drainage Full load displacement Standard displacement

Standard drainage Displacement

Table 2: Example of data annotation.

Example
one

The [458 Sebari/subjective] commenced construction in [1990/construction time], was launched on [August 27, 1991/launch
time] and commissioned on [August 4, 1992/commissioning time].

Example
two

On [11 November 1989/service time], the [USS Abraham Lincoln/Subjective] was officially commissioned at Naval Station
Norfolk as part of the [American/National] Atlantic Fleet.

Table 3: Example of distant supervision error labelling.

[Obama, born in, United States]
[Obama] was the 44th president of the [United States]. False

[Obama] was born in the [United States]. True

[Obama, president, United States]
[Obama] was the 44th president of the [United States]. True

[Obama] was born in the [United States]. False

Table 4: Description of attribute extraction dataset.

Dataset Military equipment attribute extraction dataset

Training set 3432

Validation set 429

Test set 430
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set to 8, the learning rate is set to 5e-5, the hidden layer size
of RoBERTa is set to 768 according to the pretraining model,
and the hidden layer size of LSTM is set to 128.

4.4. Description of Comparison Experiments and Analysis of
Experimental Results. In this paper, the attribute extraction
task is converted into a sequence annotation task. The
current mainstream sequence annotation method is
BiLSTM-CRF method. To obtain richer text vector informa-
tion, we adopt RoBERTa for text encoding. At the same
time, to be able to increase the entity recognition accuracy
and improve the model extraction effect, we also add an
entity boundary prediction layer. To verify the effectiveness
of the methods, we design a total of five methods as the base-
line models for attribute extraction from the perspective of
the ablation experiment [39], as shown below. At the same
time, we replace RoBERTa with BERT(base) for comparison
experiments based on the following 5 methods. The details
are shown in Tables 7 and 8.

The first experiment only uses the public pretraining
model RoBERTa to label the attribute sequence. RoBERT
uses longer time, larger batch size, and more data for train-
ing. This model has achieved good results. The F1 value of
this experiment reached 0.719. The second experiment is
RoBERTa+CRF model, which adds a conditional random
field model to label the attribute sequence based on
RoBERTa. Adding the CRF layer can add some constraints
to the final predicted label to ensure that they are valid.
These constraints can be automatically learned by the CRF
layer from the training dataset during the training process.
The third experiment uses RoBERTa+CRF+SEL model.

The entity boundary prediction layer is added on top of
RoBERTa+CRF, splice it as features with hidden layer
vector, and consider the loss value of entity boundary pre-
diction layer and attribute labelling loss value in the process
of model optimization. The accuracy of this experiment
reached 0.745, which is the highest compared to the accu-
racy of the other four experiments. The fourth is RoBERTa
+BiLSTM+CRF model, which uses RoBERTa to vectorize
the input text. The traditional BiLSTM+CRF model is used
to predict the text attribute sequence. The last model adds
features of the entity boundary prediction layer based on
RoBERTa+BiLSTM+CRF and comprehensively considers
the entity boundary prediction layer loss and the
BiLSTM-CRF attribute prediction layer loss when optimiz-
ing the model. The recall rate of this experiment reached
0.803, and the F1 value reached 0.77, which is better than
the existing model.

It can be seen from Table 7 that the model effect has
been improved to a certain extent after decoding with
CRF. This may be that CRF can restrict the predicted label
results and ensure that label “I” appears after label “B” with
a high probability, which improves the effect of entity

Table 5: Data annotation example.

T-44 tank (English: T-44 medium tank) is a medium tank developed by the Soviet Union on the basis of the T-34/85 tank in the mid-1940s.

T-44 B-ST Is O On O Mid-1940s O

Tank I-ST a O The O

( O Medium O Basis O

English O Tank O Of O

: O Developed O The O

T-44 B-WW By O T-34/85 B-QX

Medium I-WW The O Tank I-QX

Tank I-WW Soviet B-GJ In O

) O Union I-GJ The O

Table 6: Attribute extraction parameter settings.

Parameter Parameter value

Batch size 8

Learning rate 5e-5

RoBERTa hidden layer size 768

LSTM hidden layer size 128

Sentence length 256

Training rounds 20

Dropout 0.5

Table 7: Comparison experiment of attribute extraction
(RoBERTa).

Model Precision Recall F1
RoBERTa 0.662 0.786 0.719

RoBERTa+CRF 0.691 0.775 0.731

RoBERTa+CRF+SEL 0.745 0.780 0.762

RoBERTa+BiLSTM+CRF 0.721 0.751 0.735

RoBERTa+BiLSTM+CRF+SEL 0.740 0.803 0.770

Table 8: Attribute extraction comparison experiment (BERT).

Model Precision Recall F1
BERT(base) 0.640 0.731 0.682

BERT(base)+CRF 0.670 0.752 0.709

BERT(base)+CRF+SEL 0.746 0.771 0.758

BERT(base)+BiLSTM+CRF 0.687 0.751 0.718

BERT(base)+BiLSTM+CRF+SEL 0.729 0.776 0.752
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recognition to a certain extent. The F1 value of the model is
increased by 0.28 to 0.31 after adding the entity boundary
prediction layer SEL. It may be that the increase of the entity
boundary prediction layer helps to improve the effectiveness
of the entity and attribute value boundary recognition. The
overall effect has been improved. After adding BiLSTM for
encoding, the model product has a slight improvement
compared with the previous one, which may be due to the
powerful encoding ability of RoBERTa has more fully
obtained the contextual semantic information in the vector.
So, the change is smaller after adding BiLSTM.

As shown in Table 8, the results of all five comparison
experiments decrease after replacing RoBERTa with
BERT(base), which indicates that RoBERTa is more effective
in text vector representation and is more suitable for the mil-

itary equipment domain. Comparing BERT(base)+CRF+SEL
with BERT(base)+BiLSTM+CRF+SEL, it can be seen that the
effect of adding BiLSTM layer may not be greatly improved
when the semantic information obtained by contextual
encoding through BERT is richer. With the addition of
BiLSTM, the recall of the model increase slightly, but the
accuracy and F1 both decrease to some extent.

To further study the recognition effect of RoBERTa
+BiLSTM+CRF+SEL method on each different attribute,
we test the accuracy, recall, and F1 of the model on different
attributes in the military equipment attribute dataset (as
shown in Table 9). At the same time, to show the experimen-
tal results more clearly, a combined graph is drawn to show
the model extraction effect and the number of samples in the
training set. The histogram shows the accuracy, recall, and

Table 9: Comparison of extraction results of different attribute categories.

Attributes Precision Recall F1 Number of training set samples

Subjective 0.80 0.87 0.83 3004

Nation 0.90 0.95 0.92 3032

Foreign name 0.63 0.64 0.64 716

Development time/construction time 0.50 0.48 0.49 311

Service time 0.39 0.51 0.44 423

Decommissioning time 0.50 0.14 0.22 31

Pretype/level 0.38 0.36 0.37 317

Subtype/level 0.26 0.29 0.27 105

Launch time/first flight time 0.49 0.60 0.54 293

Development unit/construction unit 0.54 0.68 0.60 556

Weight 0.70 0.84 0.76 60
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Figure 6: Comparison of the combination of the extraction results of different attribute categories for attribute extraction.
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F1. The number of samples in the training set is shown by
the line graph.

As can be seen from Table 9, the F1 of the model varies
considerably for different categories. For example, for the
categories of “Subjective” and “Nation,” the F1 reach 0.83
and 0.92. For the categories of “Decommissioning Time,”
“Pretype/Level,” and “Subtype/Level,” the F1 are around
0.2 to 0.3. It can be shown in Figure 6 that the recognition
effect is better for the categories with more samples in the
training set and worse for the categories with fewer samples
in the training set. Therefore, it can be speculated that the
large difference in the recognition effect of different catego-
ries may be caused by the uneven distribution of samples
in the training set. For “Nation,” the description of “Nation”
often appears in the sentence and every weapon information
box in the encyclopedia entry. Therefore, the attribute can
obtain more training corpus and a better extraction effect.
As for “Decommissioning Time,” many pieces of equipment
may be in active service, and there is less description of
retirement. Therefore, the available corpus is far smaller
than that of other attributes, and the model recognition
effect is less satisfactory. The number of training samples
for the attribute “Weight” is smaller, but the extraction effect
is better. The reason may be that the attribute value of this
attribute is usually numerical type, with obvious characteris-
tics and easy to identify.

5. Conclusions

To address the problem of sparse data in the field of weap-
onry, a distant supervision approach is used to automatically
annotate the weaponry data on Baidu Encyclopedia. The
method reduces the working time of manual annotation
and constructs a weaponry attribute extraction dataset. Based
on the characteristics of the encyclopedia data, a data anno-
tation approach is proposed. The annotation of the subjective
is performed first, followed by the annotation of the attribute
values corresponding to the subjective. For the constructed
weapon and equipment dataset, we use the method of
RoBERTa+BiLSTM+CRF+SEL to extract attributes and
input text sentences into the pretrained attribute extraction
model for attribute recognition. The method first uses
RoBERTa to vectorize the text and then input it to the entity
boundary prediction layer to obtain entity boundary features.
This feature is spliced with the hidden layer state vector out-
put by RoBERTa and input to the BiLSTM-CRF attribute
prediction layer. Entity attribute triples are predicted through
a sequence labeling method. The F1 value of this method is
0.763, which is better than other baseline models.

The attribute extraction of weapons and equipment is
one of the important steps to construct the knowledge graph
of weapons and equipment. We only consider Baidu Ency-
clopedia data in terms of data source, which has the prob-
lems of insufficient data, less partial attribute data, and
unbalanced sample distribution. In future work, we should
consider using more sources of data for distantly supervised
annotation to expand the data scale. We should also try to
solve the problem of uneven data distribution to improve
the effect of model extraction.
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