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Based on locness corpus, this paper uses Wordsmith 6.0, SPSS 24, and other software to explore the use of temporal
connectives in Japanese writing by Chinese Japanese learners. This paper proposes a method of tense classification based
on the Japanese dependency structure. This method analyzes the results of the syntactic analysis of Japanese dependence
and combines the tense characteristics of the target language to extract tense-related information and construct a
maximum entropy tense classification model. The model can effectively identify the tense, and its classification accuracy
shows the effectiveness of the classification method. This paper proposes a temporal feature extraction algorithm oriented
to the hierarchical phrase expression model. The end-to-end speech recognition system has become the development trend
of large-scale continuous speech recognition because of its simplicity and efficiency. In this paper, the end-to-end
technology based on link timing classification is applied to Japanese speech recognition. Taking into account the
characteristics of Japanese hiragana, katakana, and Japanese kanji writing forms, through experiments on the Japanese data
set, different suggestions are explored. The final effect is better than mainstream speech recognition systems based on
hidden Markov models and two-way long and short-term memory networks. This algorithm can extract the temporal
characteristics of rules that meet certain conditions while extracting expression rules. These tense characteristics can guide
the selection of rules in the expression process, make the expression results more in line with linguistic knowledge, and
ensure the choice of relevant vocabulary and the structural ordering of the language. Through the analysis of time series
and static information, we combine the time and space dimensions of the network structure. Using connectionist temporal
classification (CTC) technology, an end-to-end speech recognition method for pronunciation error detection and diagnosis
tasks is established. This method does not require phonemic information nor does it require forced alignment. The
extended initials and finals are the error primitives, and 64 types of errors are designed. The experimental results show
that the method can effectively detect the wrong pronunciation, the detection accuracy rate is 87.07%, the false rejection
rate is 7.83%, and the error rate is 87.07%. The acceptance rate is 25.97%. This method uses network information more
comprehensively than traditional methods, and the model is more effective. After detailed experiments, this article
evaluates the prediction effect of this method and previous methods on the data set. This method improves the prediction
accuracy by about 15% and achieves the expected goal of the work in this paper.

1. Introduction

Statistical language expression is one of the challenging fron-
tier topics in the field of natural language processing, which
has a wide range of application value and important com-
mercial application prospects [1]. In recent years, statistical
language expression technology has developed rapidly, and

a series of impressive results have been achieved. However,
in practical applications, how to effectively use linguistic
knowledge in statistical language expression models to
improve the quality of expression is still a research hotspot
[2]. At present, in the statistical machine expression, the
research on tense is mainly limited to the aspect of tense rec-
ognition, and there are few studies on the expression of tense

Hindawi
Wireless Communications and Mobile Computing
Volume 2021, Article ID 3389643, 12 pages
https://doi.org/10.1155/2021/3389643

https://orcid.org/0000-0001-8244-4542
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/3389643


[3]. Temporal information is important linguistic informa-
tion, so the tense problem studied in this paper is trans-
formed into a problem of incorporating tense and other
linguistic knowledge into statistical expressions [4]. Driven
by many applications, the research on link prediction has
achieved fruitful results. At present, a method based on node
similarity is widely used, and the possibility of link genera-
tion is predicted by the size of the similarity score [5]. In
the static method, the network changes over time are
ignored. If only the network diagram under the most recent
time snapshot is used, when the network changes frequently,
the prediction effect will drop sharply [6]. With the develop-
ment of the Internet, there are more and more extensive sce-
narios where links occur repeatedly, and the evolution of
networks is becoming more and more common. Static link
prediction methods are far from being able to adapt to the
needs of the new situation. Therefore, in recent years, infor-
mation has gradually gained attention [7].

In recent years, with the rapid development of the Inter-
net at home and abroad and the integration of the world
economic market, the amount of network data information
has increased sharply, international exchanges have become
more frequent, and the language expression market is broad
[8]. Language expression, as an important way to overcome
language communication barriers, has a profound impact on
the promotion of political, economic, cultural, and military
exchanges between countries [9]. Language expression is a
powerful guarantee for active and healthy exchanges and
dialogues between the two countries. However, traditional
manual expression is inefficient and costly. For the huge
number and increasing number of expression tasks, it can
no longer meet the needs of society and the market [10].
Language expression is the automatic expression of text,
which is an important content in text processing, and most
applications in text processing need to reason and filter
according to the temporal relationship of text, such as time
extraction and automatic summarization, and tense can pro-
vide them important clues, so tense plays an indispensable
role in these applications [11]. Similarly, the correct expres-
sion of the tense in the text can convey the information of
the source language as accurately as possible, but different
languages have greater differences in the expression of tense,
which is a great challenge to the expression of the tense in
terms of language [12]. At the technical level, the existing
language expression methods are still mainly limited to the
use of rules to solve tense problems. These methods are inef-
ficient and costly. Even statistical language expression
methods cannot solve language well [13].

This article takes Japanese as the research object and
studies the expression of tense from the perspectives of
Japanese-Chinese. Japanese belongs to the cohesive language
family, and its tense is determined by the deformation of the
predicate ending, and the changes of the predicate ending
are various. There are similar endings in different simulta-
neous expressions, which leads to the low accuracy of the
tense expression of statistical expressions. In response to
the above problems, this article proposes a statistical expres-
sion method that incorporates tense characteristics. The dif-
ference between a recursive network and a feedforward

network lies in this feedback loop that constantly uses its
own output at the last moment as input. The purpose of
adding memory to the neural network is the sequence itself
contains information, and the recursive network can use this
information to complete tasks that the feedforward network
cannot complete. This sequence information is stored in the
hidden state of the recursive network and is continuously
passed to the previous layer, spanning many time steps,
affecting the processing of each new sample. Human mem-
ory will continue to cycle invisible in the body, affecting
our behavior without showing a complete appearance, and
information will also circulate in the hidden state of the
recursive network. This method uses a deep control gating
function to connect multilayer LSTM units and introduces
linear correlation between the upper and lower layers in
the recurrent neural network, which can build a deeper voice
model. At the same time, we use the training criteria of link-
ing time series classification for model training. We build an
end-to-end speech recognition system to solve the hidden
Markov model’s need to force the alignment of labels and
sequences and use CTC training criteria to realize an end-
to-end speech system, by combining with the traditional
LSTM-CTC model. The model is compared to verify the
effectiveness of the deep LSTM neural network [14, 15] in
speech recognition.

2. Related Work

Rule-based expression technology is highly dependent on
humans. It mainly relies on linguists to summarize rules
and manually compile the rules. The workload is large, and
problems such as rule conflicts are prone to occur, and it is
difficult to cope with large-scale expression tasks. The
corpus-based method pays more attention to automatically
obtaining rules from a large-scale corpus, which has the
advantages of language independence and automatic knowl-
edge acquisition, which greatly improves the efficiency of
expression. With the increase of the amount of network
information, the rule-based method has become more and
more limited, and the corpus-based method has more and
more obvious advantages, has developed rapidly, and has
achieved a series of remarkable results [16]. Allen et al.
[17] proposed an expression model based on word align-
ment, which entered the development stage of language
expression and marked the birth of modern statistical
expression methods. McCune [18] proposed the phrase
expression model, which greatly improved the expression
effect. This phrase expression model used a logarithmic lin-
ear model and its weight tuning method, which has made a
great contribution to the expression performance improve-
ment of the phrase expression model. At the same time,
due to its strong ease of use and other advantages, the phrase
expression model has begun to attract wide attention from
all walks of life. In practical applications, the online transla-
tion systems of large domestic and foreign Internet compa-
nies such as Baidu and Google all use this model as
backend support, which has certain commercial value. How-
ever, this model uses phrases as the basic processing unit,
and its ability to adjust order is limited, and the quality of
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long sentences is not good, which needs further improve-
ment. Izard et al. [19] introduced the concept of generalized
variables. A hierarchical phrase expression model was further
proposed, which used hierarchical phrase rules to achieve
expression, which made the entire expression process more
hierarchical, to a certain extent, alleviates the problem of insuf-
ficient global ordering ability in the phrase expression model,
and solved other problems of ordering. The method of the
problem has a certain guiding effect. As an expression model
based on formal grammar, this model introduces more effec-
tive information for the expression process. Similarity can be
described by many methods. According to the type of infor-
mation used, link prediction mainly includes similarity
methods based on network topology and similarity methods
based on node attributes. The network topology can be
divided into local information and global information. Asa-
hara and Matsumoto [20] also considered the number of
neighbors in common neighbors. Later, these neighbor-
based methods were also extended, not only considering
whether there is a link between neighbors but also the number
of links, that is, the addition based on the basic neighbor
method. In addition to neighbor-based methods, global infor-
mation was also often used for link prediction, such as path
information between nodes. Another way to consider global
information is the random walk model. This model can be
considered a general expression based on the neighbor
method and the path-based method, which can better reflect
the network topology information. The similarity method
based on node attributes is rarely used solely for link predic-
tion. Because on the one hand, node attributes are often used
in specific types of networks, and the processing is relatively
complicated; on the other hand, node attributes may be sub-
jective and sometimes not as reliable as the network topology.
However, node attributes and network topology, respectively,
reflect information from different aspects of the network,
and combining the two can often achieve a better effect. In
addition to node attributes and network topology, community
information has recently been shown to be helpful for link
prediction. At present, various types of information in net-
works such as local information, global information, and com-
munity information are often targeted at specific fields, and
the relatively comprehensive and comprehensive similarity
score model is not very satisfactory.

Since tenses have different and complex expressions in
different languages, it is very difficult to maintain the same
tense information from the source language to the target lan-
guage in terms of expression. In the machine expression sys-
tem based on intermediate language conversion [21], the
tense information of the source language was first converted
into language-independent abstract expressions. For exam-
ple, in the study of Chinese-Japanese tense expression,
Cheng et al. [22] proposed Lexical Conceptual Structures
(LSC) based on two levels of knowledge expression are used
to assist language expression, combining tense and lexical
semantics, and through some rule transformations in the
expression process, it can generate Japanese sentences with
correct tenses for Chinese sentences expression. However,
the above research is based on a language expression system
based on intermediate language conversion. It is a rule-based

language expression. It is not only highly subjective but also
highly dependent on language types, and it is difficult to
expand. It is also significantly different from the existing
SMT system. On this basis, others jointly build a temporal
model with the context of the target end. First, they syntac-
tically analyzed the bilingual parallel corpus and used the
syntactic analysis result to automatically extract the tempo-
ral information contained in the sentence, and then accord-
ing to the temporal continuity and text classification, a
temporal model based on the classifier was proposed. In
the SMT system, someone proposed a corpus-based method
to study Japanese and Chinese tense expression, but mainly
demonstrated that bilingual corpus contains rich tense infor-
mation, which can help solve the problem of Japanese and
Chinese tense expression. On this basis, we can consider
integrating bilingual tense information to solve the problem
of tense expression [23]. In the statistical language expression
system, on the one hand, there is less research on the expres-
sion of tense. On the other hand, the expression research on
the integration of linguistic knowledge is in its infancy. Vari-
ous methods need to be further improved. The full use of lin-
guistic knowledge in the research of machine translation has
important value and also has important guiding significance
for the research of tense in this article.

3. Japanese Language Expression and Semantic
Model Construction Based on Link
Timing Classification

3.1. Link Timing Classification. Time series has achieved
good results in describing time information. There are two
main ways to represent the network information of each
time period in history as discrete time series diagrams and
link predictions. Link timing classification (CTC) is mainly
used to deal with timing classification tasks, especially when
the alignment result between the input signal and the target
label is unknown. Link timing classification technology can
perform label prediction at any point in the entire input
sequence, which solves the problem of forced alignment in
traditional speech recognition. The criterion for neural net-
work training by linking time series classification technology
is called the CTC criterion. Figure 1 shows the hierarchical
distribution of link timing classification.

The existing information of the static method is a graph.
According to the link between nodes x and y and other
nodes, the similarity scores of x and y are calculated to pre-
dict the current unlinked node pair (x, y) will be generated in
the next time period possibility of linking.

X t½ � =
1 0 0
0 ⋯ 0
0 0 t

2
664

3
775, ð1Þ

Y xð Þ = x 1ð Þ + 2 × x 2ð Þ+⋯+t × x tð Þ: ð2Þ
One is the time series of the number of links between

nodes, which only predicts the future link situation based
on the past links between nodes, and achieves similar results
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to the static method. Combining it with the static method
can further improve the prediction effect.

C t, sð Þ = t ∈ A : s tð Þ = t ∗ t − 1ð Þ, t⟶Nf g: ð3Þ

For new links, because the time series of link times is
lost, the hybrid model is downgraded to a static similarity
method; in addition, the hybrid model multiplies the final
static method prediction value with the time series predic-
tion value, which makes it difficult to describe the network
in each time period.

z =
i × x tð Þ + x t − 1ð Þð Þ, t > i,
i × x tð Þ − x t − 1ð Þð Þ, t < i,

(
ð4Þ

H x½ � = x 1ð Þ⋯ x tð Þ½ � ×
x tð Þ
⋯

x 1ð Þ

2
664

3
775: ð5Þ

The existing information of this method is from the first
time period in history to the current time period t, a total of
t pictures. According to (x, y) historical link situation
(including the bold dashed line at time t), we establish a
unary time series model to predict the link situation in the
next time period. The probability number of links is greater
than 0 is the link probability.

p t ∣ xð Þ −
YT
t=1

H xð Þ × x tð Þ − �xð Þ = 0, ð6Þ

∂ ln p z ∣ xð Þ
∂x

× p z ∣ xð Þ ×H xð Þ = 1: ð7Þ

However, because the model is too simple and fails to
describe the relationship between the similarity score and
the number of links, the changing laws of the two are differ-
ent, and the results obtained by the mixed model are not as
good as just using the similarity score time series.

3.2. Temporal Feature Extraction. Time series is a sequence
of ordered data recorded in chronological order. We observe
the time series in order to find the law of its development
and change, and then, we select a suitable model to fit the
observations to complete the prediction of the future value
based on the model. The application of time series analysis
and forecasting methods is very rich, such as forecasting
the load of the power system and the price of a stock in
the stock market.

Figure 2 shows the flow of sentence temporal feature
extraction. The first part is the input layer, which accepts
the acoustic characteristics of the input. As a branch of
mathematical statistics, time series has its own set of analysis
and prediction methods. In the unary time series model, in
order to predict the future value, the historical value of the
series itself is the research focus. Different from the unitary
time series, in addition to its own influence, the changing
laws of some series are also related to other series. The next
is the batch normalization layer and the zero-filling layer.
The reason for adding the zero-filling layer is to ensure batch
processing with the same length; the second part is convolu-
tion, which contains 10 CNN layers, 5 maxpool layers, then
the batch normalization layer, and the dropout layer. The
function of the dropout layer is to prevent overfitting and
improve generalization ability during training; the third part
is the fully connected layer (dense layer), each neuron in the
fully connected layer is connected with all neurons in the
previous pooling layer, and the fully connected layer inte-
grates the classification features of the convolution and
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Figure 1: Hierarchical distribution of link timing classification.
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pooling layers and distinguishes them. The activation func-
tion of each neuron uses the linear rectification function.
The output value of the last layer is passed to the softmax
logistic regression for classification. Finally, the CTC output
layer is used to generate the predicted phoneme sequence.
This method also tries to compare the similarity score calcu-
lated by the entire network between nodes and the actual
occurrence between nodes. Combining the number of links,
the hybrid model normalizes the similarity score of each
time period and adds the number of links, which is used as
the input of the time series.

3.3. Phrases and Semantic Fusion. The language model of the
encoder-decoder structure [24] integration is only reflected
in the prediction of the current moment by using the predic-
tion of the previous moment during decoding. There are cer-
tain limitations and cannot make full use of linguistic
information. Therefore, in order to explicitly introduce it
in the decoding process in the language model, we further
improve the performance of speech recognition. Based on
the transformer structure, this article removes the decoder
part and combines the encoder with the link timing classifi-
cation as the end-to-end model used in this article. The main
body of the entire model is composed of several identical
coding layers stacked, and each coding layer is divided into
two parts: multihead attention [25, 26] and feed-forward
network. The main method of current speech recognition
is to train the acoustic model by combining the recurrent
neural network (RNN) and its variants with the hidden Mar-
kov model. The cyclic neural network uses the past informa-
tion to input the output of the hidden layer at the last
moment into the hidden layer at the current moment,
retaining the previous information. As a time series, the
speech signal has a strong context dependence, so the recur-

rent neural network is quickly applied to speech recognition.
Theoretically, RNN can handle arbitrarily long sequences,
but due to the disappearance of the gradient, the RNN can-
not use the information at a longer time. A residual connec-
tion is added after each part, and then, layer normalization is
performed. Figure 3 shows the three-dimensional histogram
of the residuals in the coding layer of the language model. In
addition, the model also includes a downsampling and
upsampling module, a position encoding module, and an
output layer. The output adopts the link timing classification
criterion and predicts a label for each frame of speech to
minimize the CTC loss function.

The “multihead attention” module is composed of sev-
eral identical layers stacked, and each layer is a self-
attention mechanism that uses scaled dot-product attention
(scaled dot-product attention). Self-attention is a mecha-
nism that uses the connection between different positions
of the input sequence to calculate the input representation.
Specifically, it has three inputs, queries, keys, and values,
which can be understood as the speech feature after encod-
ing. The output of query is obtained by the weighted sum-
mation of value, and the weight of each value is calculated
by the design function of query and its related key. The
“multihead” mechanism is used to combine multiple differ-
ent layers. The self-attention representation of that is calcu-
lated, and h represents the number of “heads”. Figure 4
shows the fusion of linguistic expressions and sememe char-
acters. Combining the characters in the word with spaces as
separators to form character pairs, we combine word fre-
quency and count all character pairs and their appearance
frequency. We select the pair of characters with the highest
frequency, remove the spaces in the middle, and merge
them. The resulting character sequence is used as a new
symbol to replace the original character pair.
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Figure 2: Sentence temporal feature extraction process.
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Then, we repeat the two steps of counting the frequency
of character pairs and merging the most frequent character
pairs until the number of merging reaches the specified
number. We output the merged character pairs according
to the statistical frequency from high to low, then use the
character pair list generated in the previous section. The cor-
pus that needs to be processed is segmented. When segment-
ing is performed, the same word is used as the unit, and the
characters are first segmented. Then, the character pairs are
merged in the order of the frequency of appearance in the
character pair list from high to low. Finally, it is retained that
does not appear in units in the list of character pairs and
individual characters not participating in the merging.

4. Application and Analysis of Japanese
Language Expression and Semantic Model
Based on Link Timing Classification

4.1. Link Timing Score Prediction. In the LSTM-based end-to-
end speech recognition system, we use a bidirectional long and
short-term memory network to model the timing of speech
features, and the output uses the link timing classification cri-
terion to directly predict the label sequence. In this experi-
ment, we use 3 hidden layers. They are combined with a

LSTM network with 1024 hidden nodes in each layer and
108-dimensional filterbank features for acoustic model train-
ing. The modeling unit uses ub-word units. The 3-gram lan-
guage model is combined when decoding. Figure 5 shows
the sentence level accuracy deviation box type figure. In rec-
ognition, in order to use the knowledge of Japanese linguis-
tics to further improve the recognition performance, we
combined the traditional language model when decoding
and unified the dictionary, language model, and acoustic
model to decode, and the system recognition performance
was significantly improved. On the Japanese data set, using
the algorithm recommended in this article, the recognition
performance is significantly better than the current main-
stream hybrid system based on the hidden Markov model
and the end-to-end model based on the bidirectional long
and short-term memory network. In order to reduce the
memory occupied during model training and speed up the
training, we first downsample the original speech feature
frame and, then, encode it through the linear layer. At the
same time, because the output adopts the CTC criterion, it
is necessary to predict a label for each frame of speech, so
the speech feature is performed before the output layer
One-step upsampling operation restores the length of the
speech frame to the original length. In this way, while speed-
ing up the calculation and reducing memory requirements, it
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Figure 3: Three-dimensional histogram distribution of residuals in the coding layer of the language model.
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also ensures the accuracy of the model and improves the rec-
ognition performance.

For the CTC-based end-to-end model described in this
article, in the experiment, we use 6 layers of coding, the
“multihead” attention part uses 8 “heads,” and the original

speech features are 108-dimensional filterbank features. For
downsampling, the dimension after encoding is 512 dimen-
sions, and then, the position-coding information is added as
the input of the network. The feedforward network dimen-
sion uses 1024 dimensions. Algorithm utilization for the idea
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of the greedy algorithm is an efficient data compression
algorithm. In the process of data compression, the BPE algo-
rithm searches for the byte pair that appears most frequently
in the program code on the target memory (RAM) page; the
single-byte token that appears in the specific code replaces
the byte pair. In order to compare with the traditional
HMM-based Mandarin speech recognition method, the
HMM-based Mandarin recognition is performed under the
same data set, in which the acoustic features use 39-
dimensional MFCC features (dimensional cepstral coeffi-
cient features, dimensional energy feature, and its first and
second order differences), the word error rate based on
monophones in the experimental results is 50.9%, which is
worse than the results in the text, indicating that the method
in the text is superior to the monophone based on HMM in
Mandarin speech recognition method. The method in the
text does not require the use of pronunciation dictionaries
and language models, which simplifies the implementation
process of the speech recognition system. We repeat these
two steps until all byte pairs are replaced or no byte pairs
appear with a frequency greater than 1, and finally, the com-
pressed data is output. With the dictionary containing all the
replaced byte pairs, the dictionary is used to restore the data.

4.2. Expression and Semantic Simulation. This article con-
ducts experiments on the King-ASR-450 data set. The data-
base collects 79,149 voice data in a quiet environment, which
is 121.3 hours long. The dictionary formed by the tran-
scribed text contains a total of 66027 Japanese words. All
voice data are 8KHz sampling rate, 16bit, single-channel
format. In the experiment, 76.6 k voice data (117.45 h) were
selected as the training set, 0.5 k voice data (0.77 h) were
used as the development set, and 2.0 k speech data (3.07 h)
are as the test set. This paper uses them as the experimental

platform to compare the experimental effects under different
models and explore the improved the impact of the unit on
the recognition performance. In the experiment, we built
three systems for comparison. The first is the mainstream
LSTM-HMM-based baseline system, and the second system
is the LSTM-based CTC end-to-end recognition system, and
the third is the CTC end-to-end recognition system based on
LSTM. The system is the SA-CTC end-to-end recognition
system proposed in this paper. Figure 6 shows the compari-
son of the word data recognition error rate.

In the experiment, 39 Mel-Frequency Cepstral Coeffi-
cients (MFCC characteristics) are used as the input signal
of the GMM-HMM hybrid system. In the GMM-HMM sys-
tem, the final number of bound states is 3334 through
Gaussian splitting and decision tree clustering. The model
forcibly aligns the training data to obtain frame-level labels,
which are used as training data for the subsequent neural
network. In the LSTM-HMM training, 108-dimensional fil-
terbank features are used for training, and 40 frames of
speech data are used before and after the current frame to
obtain the before and after information. The network has 3
hidden layers, the hidden layer nodes are 1024, and the
modeling unit is the bound 3334 states. Considering the
impact of resource sparseness on the experimental results,
we use a pronunciation dictionary and use phonemes as
modeling units to conduct experiments. There are 237 pho-
nemes in the data set. After blank is added, the output node
of the network is 238, and the frequency of each phoneme is
counted. The relative balance is better, and the trained
model should be more robust. The 3-gram language model
is combined when decoding.

In order to evaluate the performance of the pronuncia-
tion error detection system, the article refers to the hierar-
chical evaluation structure developed in the literature, and
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Figure 6: Line chart of comparison of term data recognition error rate.
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design evaluation indicators. There are 4 kinds of test results
in the experiment: correct acceptance (AT), correct rejection
(RT), false rejection (RF), and false acceptance (AF).
Figure 7 shows the histogram of the false acceptance rate
of sentence node detection. According to these 4 detection
results, the performance of the system is measured by the
false acceptance rate (RFA), false rejection rate (RFR), and
correct diagnosis (AD). RFA indicates that the learner’s
incorrect pronunciation is detected by the system as the cor-
rect pronunciation percentage; RFR represents the percent-
age of learners’ correct pronunciation detected by the
system as incorrect pronunciation; AD is the correct rate
of system diagnosis, that is, the system’s detection results
are consistent with the labeled results. In order to analyze

their Mandarin pronunciation errors in more detail, these
64 kinds of errors are classified and counted.

4.3. Example Application and Analysis. In this paper, the
pronunciation characteristics of Japanese and Chinese are
compared, and a corpus of students’ Mandarin pronuncia-
tion errors is designed. Figure 8 shows the linear fitting of
sentence transcription rates under different average sam-
pling frequencies. The corpus is recorded under silent office
conditions with a microphone and smartphone. Its average
sampling rate is 3,000Hz and the sampling size is 16 bits.
The sentences in the corpus (text prompts in the recording)
are everyday words and cover all syllables. People participat-
ing in the recording are young students who have serious
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Figure 7: The histogram distribution of sentence node detection error acceptance rate.
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Figure 8: Linear fitting of sentence transcription rate under different average sampling frequencies.
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accents in their pronunciation. The recorded corpus is cross-
labeled by 10 graduate students majoring in phonetics.
When there are inconsistencies, phonetics experts will be
asked to judge them. This corpus is only used for testing.

In the DNN-based acoustic model modeling process, 75-
dimensional fiherbank features are used, and the network
trained with 10000 h Japanese corpus is used as the initial
network, which effectively avoids the local optimal solution
in network training. The DNN model [27–29] includes 6
hidden layers, each layer includes 2,048 nodes, and the out-
put layer includes 6,004 nodes. In order to improve the dis-
tinguishing degree of the DNN model, the input layer adopts
the framing operation, and the input nodes are 825 (11 × 75)
nodes. In addition, the HMMs acoustic model is forced to
align the training data to obtain frame-level annotations
for DNN training [30, 31].

In order to further verify that when the training corpus is
sufficient and the modeling unit does not have sparseness,
the CTC criterion is better than the CE criterion. This article
conducts experiments on the Japanese language full database
provided by the NIST2015 Keyword Search (OpenKWS)
competition. The training set is about 40 hours, and the test
set is 1 h. Figure 9 shows the training corpus identification
variance matchstick graph of different nodes. The initial net-
work of DNN training is also for the 10000h Japanese train-
ing network. The last layer is cut off, and it is initialized to
3054 nodes randomly. The sequential connectives used by
learners and native speakers are mainly concentrated on
sequential connectives: connectives that show order and
sequence. There are 50 sequential connectives in the corpus,
accounting for 65.86% of the sequential words used by
learners; there are 30 sequential connectives, accounting
for 57.97% of the sequential words used by native speakers,
especially in the top four frequently used words. The LSTM
training network is exactly the same as the aforementioned
Japanese initial network except that the last layer becomes
3054 nodes. It can be seen that the decoding efficiency

required by the end-to-end acoustic model is higher than
that of the traditional hidden Markov-based acoustic model,
which is increased by about 50%. This is mainly because in
the HMM-based acoustic model decoding process, in addi-
tion to the dictionary and language model, the HMM model
is also packaged into a WFST network, which greatly
increases the search space for decoding. In the CTC acoustic
model, the HMM model is no longer needed. In addition, it
can be seen that when the modeling unit is a Japanese word,
although the recognition result is poor, the decoding speed is
the fastest. This is because the word is used as the modeling
unit and even a dictionary is not needed, so the WFST net-
work only contains language models. Compared with the
acoustic model whose modeling unit is tri-phone, the decod-
ing search space based on the end-to-end acoustic model is
smaller, and the decoding speed is faster.

In Japanese end-to-end tri-phone acoustic modeling, the
output layer of the LSTM network contains 3596 nodes
(3595 triphone and 1 blank). In addition to the output layer,
the initial network is similar to that. The CTC initial net-
work of the Japanese experimental part is exactly the same.
Figure 10 shows the pie chart of the recognition percentages
of the endpoints at different levels of the model. It can be
seen that the recognition performance of the recognition
system based on the end-to-end model is significantly better
than the hybrid system based on the hidden Markov model,
and the recognition accuracy is above 90%. At the same
time, the recognition based on the end-to-end model of the
SA-CTC effect is better than the end-to-end model based
on LSTM-CTC, with an accuracy rate of 91.35%.

5. Conclusion

This paper proposes a method of integrating tense charac-
teristics in statistical expressions. This method realizes the
selection and filtering of rules of different tenses without
increasing the complexity of the decoder. And there is no
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Figure 9: Match stick graph of training corpus identification variance of different nodes.
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dependence on language, only need to choose to integrate
monolingual tense features or bilingual tense features
according to the difference of language grammar. In the
end, the recognition performance of the SA-CTC-based
end-to-end model surpasses the HMM-based hybrid model
and the BiLSTM-based end-to-end model, and the recogni-
tion accuracy reaches 91.35%. This paper studies the end-
to-end technology based on the self-attention mechanism
and link timing classification and builds a complete speech
recognition system on the Japanese data set. At the same
time, according to the characteristics of Japanese large
vocabulary, the algorithm is introduced, and the subword
unit is used as Japanese recognition modeling unit. The
experimental results of Japanese-Chinese and Japanese-
Japanese expressions show that the method proposed in this
paper can not only effectively improve the tense expression
accuracy of the hierarchical phrase model but also achieve
the purpose of word sense disambiguation and improvement
of sentence structure adjustment. In response to the above
shortcomings, this paper proposes a new link prediction
method SOTS (Similarities and Occurrences Time Series)
based on the combination of node similarity and link times.
First, calculate the similarity score between the nodes in each
time period through a trending random walk and, then, use
the time series model to combine it with the actual number
of links between the nodes in each time period to predict the
occurrence of each node pair in the next time period possi-
bility of linking. Through two combined time series models,
this paper studies the relationship between the similarity
scores between nodes and the actual number of links. This
method can be used to predict new links and recurring links
in the evolving network in the future.

Data Availability

The data used to support the findings of this study are
included within the article.
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