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A New Method of Identifying Graphite Based on Neural Network
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The unique physical properties of graphite enable it to be applied in various fields of the national economy and people’s livelihood,
which has very important industrial value. Many countries have listed graphite as a key mineral. To promote the transformation of
the mining industry to informatization and intelligence, the realization of the intelligent recognition of graphite is particularly
critical. Aiming at the problems of long time and low efficiency in manually identifying graphite, an improved AlexNet
convolution neural network is proposed for graphite image recognition. First, we perform image preprocessing on the data set
by means of random cropping, horizontal flipping according to probability, and normalization processing to achieve the
purpose of data enhancement. Then we use the activation function ReLU6 to compress the dynamic range to make the
algorithm more robust, using the batch standardization algorithm for normalization to speed up the convergence speed,
modifying the size of the convolution kernel to enhance the generalization ability, and adding dropout regularization to the
fully connected layer to further prevent overfitting. Finally, in the simulation experiment, compared with the existing method,
the given method reduces the loss value and improves the average accuracy of identifying graphite.

1. Introduction

At present, graphite has become an important raw material
of new composite materials in the field of high technology
and has an important strategic position in the national econ-
omy [1, 2]. With the rapid development of science and
technology, graphite is known as “the strategic resource
supporting the development of high and new technology in
the 21st century,” which has good high temperature resis-
tance, conductivity, chemical stability, and thermal shock
resistance [3]. It is not only the key raw material in new
energy, new materials, aerospace, and other fields but also
the important raw material in traditional industries such
as refractories, electrode brushes, and pencils [4]. In the
development of high-tech industry, graphite is becoming
more and more important. Its unique physical characteris-
tics make it applicable in various fields of the national econ-
omy and people’s livelihood, which has very important
industrial value [5, 6].

The deep learning algorithm represented by convolution
neural network (CNN) has developed rapidly in the era of

big data, and has attracted much attention in the research
fields of machine learning and computer vision [7, 8]. As a
kind of deep feedforward neural network, CNN has made
a great breakthrough in the field of image recognition [9].
Compared with the traditional classification method, the
convolution network-based automatic classification method
breaks away from the tedious of human identification. At
the same time, the back propagation algorithm is used to
automatically optimize the model parameters to obtain the
optimal model under the current conditions. The concept
of deep learning was put forward by Hinton and Salakhutdi-
nov in 2006 [10]. It can describe the attributes and features
of objects more abstractly and deeply, and design the Alex-
Net network. Since then, a wave of deep learning upsurge
has been set off.

As a powerful algorithm in the field of image recognition
[8, 9], few researchers have applied CNN to the graphite
image recognition task. Compared with more advanced
models such as GoogleNet and ResNet, AlexNet has a
simpler network structure and fewer network parameters
[9]. Compared with the existing lightweight network, the
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depth is deep, the training is not very difficult, the represen-
tation ability is strong, it is more convenient to make differ-
ent improvements, it can save a lot of model training time,
and it is not easy to overfit [8]. Therefore, this paper presents
an image recognition technology based on AlexNet and
deep learning to recognize and sort graphite and nongra-
phite. In view of the characteristics of a graphite image
and the small data set, the data set is preprocessed to achieve
the purpose of data enhancement, and the activation func-
tion, normalization layer, convolution kernel, dropout layer,
and optimizer are replaced and updated. Compared with the
related algorithms, simulation results show that the pro-
posed method has low complexity and less parameters,
improves the convergence speed of the network, reduces
the loss rate, and effectively realizes the graphite image
recognition target.

2. Traditional AlexNet Network Model

2.1. Convolutional Neural Network. AlexNet is a kind of
CNN, and CNN is an artificial neural network, which has
been widely used in image recognition and other machine
learning fields [8]. Because its network structure adopts the
way of weight sharing, it is more similar to the biological
neural network. Compared with the general neural network,
it reduces the number of network weights. The biggest
advantage of CNN is to reduce the network parameters
through receptive field and shared weight, that is, parameter
reduction and weight sharing. This method makes the train-
ing faster and needs fewer samples. The basic network struc-
ture of CNN is shown in Figure 1, which is divided into four
parts: input layer (input), convolution layer (conv), full
connection layer (FC), and output layer (output).

The biggest difference between convolution neural net-
work shown in Figure 2 and other neural network models
is that convolution neural network connects convolution
layer in front of input layer of neural network, so convolu-
tion layer becomes data input layer of convolution neural
network. Convolution layer is a unique network structure
in convolution neural network, which is mainly used for
image feature extraction. The purpose of pooling layer is to
sparse the feature map and reduce the amount of data com-
putation. The full join layer plays the role of “Classifier” in
the whole convolution neural network. It maps the learned
“content” to the sample label space (synthesizes the previ-
ously extracted features).

In Figure 2, f x represents a digital filter, bx is an offset,
Sigmod is an activation function, Cx represents the charac-
teristic map of the convolution layer, Wx+1 represents the
weight of downsampling, bx+1 represents the corresponding
weight, and Sx+1 represents the lower sampling layer.

It can be seen that the C layer is used for feature extrac-
tion as convolution layer. Each neuron connects with a small
receptive field in the upper layer, and then moves the recep-
tive field to correspond the new receptive field to another
neuron in C layer. The activation function is used to make
the process displacement invariant. Here, as long as the size
of input layer and local receptive field are determined, the
size of C layer is also determined. The S layer is the lower

sampling layer, and its purpose is to change multiple pixels
of the C layer into one pixel. Because the weights on the
mapping surface are shared, that is to say, the weights of
each neuron are the same, so the parameters of the whole
network are greatly reduced and the complexity is reduced.

2.2. AlexNet Convolution Neural Network. AlexNet is the
champion network of the ISLVRC 2012 (ImageNet Large
Scale Visual Recognition) competition. The classification
accuracy has been improved from more than 70% to more
than 80%. Its network structure is shown in Figure 3.

The network consists of eight layers, including five layers
of convolution layer (conv) and three layers of full connec-
tion layer (FC). There are also three pooling layers in the
AlexNet network, and the convolution layer and pooling
layer are connected alternately.

In AlexNet network, the five-layer convolution layer uses
convolution kernel of 11 × 11, 5 × 5, 3 × 3, 3 × 3, and 3 × 3 to
extract the feature. AlexNet abandons Sigmoid or Tanh
functions, which are commonly used before, and uses ReLU
as the activation function. Since there is no interval in the
range of values obtained by the ReLU function, AlexNet pro-
poses local response normalization (LRN) to normalize the
data obtained by ReLU, suppressing small neurons and
improving the generalization ability of the model.

3. Improved AlexNet Network Model

3.1. Data Enhancement. In order to improve the generaliza-
tion ability of the model, the best way is to use a large sample
data set for training. For small sample data sets, data
enhancement can be used in deep learning to solve the prob-
lem of insufficient data [11]. Here, we use the image prepro-
cessing package transform of Python to preprocess the
images in the data set as shown in Figure 4.

Firstly, the test set is cut randomly to get the image
pixel of 224 × 224, and the image is flipped horizontally
according to the probability (setting p = 0:5). Finally, the
processed data set is normalized to achieve the purpose
of data enhancement.

3.2. Activation Function. In the AlexNet network, although
the ReLU function as the activation function effectively over-
comes the shortcomings of the Sigmod and Tanh function
gradient disappearing and slow convergence speed, the lin-
ear activation of the ReLU in the region x > 0 of the network
may cause the value after activation to be too large and affect
the stability of the model, which will reduce the training
speed of the network, and even reduce the generalization
performance of the network. In order to counteract the
linear growth of ReLU, this paper uses the ReLU6 function.

ReLU6 xð Þ =min max x, 0ð Þ, 6ð Þ ∈ 0, 6½ �: ð1Þ

Compared with the ReLU function, the model uses
ReLU6 as the nonlinear layer, which can compress the
dynamic range in a low precision calculation, and the
algorithm is more robust. The ReLU6 function is shown
in Figure 5.
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3.3. Batch Normalization Algorithm. In the traditional Alex-
Net, LRN is used to normalize the first and second layers to
enhance the generalization performance of the model. How-
ever, the actual improvement effect of LRN algorithm on the
model is limited, and the training time of the model will be

greatly increased. The batch normalization (BN) algorithm
proposed in reference [12] can reduce the data offset caused
by the activation function and effectively solve the problem
of inconsistent data distribution in the training process.
The BN algorithm achieves the goal of feature normalization
by calculating the mean and variance of small batches.

Given a batch B = fx1, x2,⋯,xmg of size n initially, then,
in order to normalize the data, the mean μB and variance σ2B
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Figure 1: Basic CNN network structure.
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Figure 2: Convolution neural network connection process.
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of each batch are recorded by using the following Equations
(2) and (3) in the training process.

μB =
1
m
〠
m

i=1
xi, ð2Þ

σ2B =
1
m
〠
m

i=1
xi − μBð Þ2: ð3Þ

In this way, the following Equation (4) can be used to
normalize the data in the actual test.

bxi = xi − μBffiffiffiffiffiffiffiffiffiffiffiffi
σ2B + ε

p , ð4Þ

where ε is a coefficient used to increase the stability of
the value.

The key of the BN algorithm is to transform and recon-
struct, and introduce stretch parameter γ and offset param-
eter β to correct as the following equation.

yi = γx̂i + β = BNγ⋅β xið Þ, ð5Þ

where γðiÞ =
ffiffiffiffiffiffiffiffiffiffiffiffiffi
D½xðiÞ�

q
and βðiÞ = E½xðiÞ�; the two parameters

are updated with the update of network weight, and the
normalized sample value is yi.

3.4. Convolution Layer. The VGG (visual geometry group)
network is a deep convolution neural network developed
by Oxford University Computer Vision Group and Google
DeepMind. The network structure uses a convolution kernel
to expand the number of channels to extract more complex
and expressive features and has strong scalability and good
generalization ability. Therefore, this paper uses the advan-

tages of VGG network as a reference and modifies all convo-
lutional cores in AlexNet to small convolutional cores 3 × 3,
which greatly reduces the number of parameters and
extracts more specific features.

3.5. Improved AlexNet Convolution Neural Network. In this
paper, the Adam optimizer is selected, and the initial learn-
ing rate is 0.0002. The cross-entropy is selected as the loss
function to avoid the problem that the learning rate gradu-
ally decreases due to the mean square error. Because a large
number of parameters are introduced into the full connec-
tion layer of the AlexNet network, dropout is added after
the full connection layer, which reduces the complex coad-
aptation of neurons and makes the model fusion more
effective. The improved AlexNet network model is shown
in Figure 6.

This paper uses the improved AlexNet network model to
complete the task of automatic classification of data sets. The
overall framework of the model is shown in Figure 7.
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4. Experimental Parameters and Data Sets

4.1. Experimental Environment and Parameter Setting. In
this paper, in the Python compiler environment, we use
the 1.5.0 version of the Python framework to complete the
experimental simulation and realize the image data prepro-
cessing through transformation. The experimental environ-
ment is Mac OS 10.14.6 operating system, processor is
1.6GHz Intel Core i5, and without GPU acceleration; run-
ning a network consumes 9000-10000 seconds on average.
The weight attenuation is set to 0.01 to prevent overfitting.
The epoch is 100, and a batch size is set to 32. All the
weight parameters are initialized to Gaussian distribution
with mean value of 0 and standard deviation of 0.01. At
the same time, the images of the training set are randomly
scrambled before input to reduce the influence of image
order on the model.

4.2. Sample Collection and Expansion. In this paper, the
image samples were collected from the existing graphite
samples in the laboratory, cleaned, and dried, and the
sample images were captured from different directions and
angles by using the iPhone rear camera; then, the video
was processed by frame, and a total of 166 sample images
were obtained. At the same time, 180 nongraphite ore
images were collected on the internet, and finally, the images
were divided into graphite and nongraphite categories; 346
color images are obtained. Figure 8 shows the sample images
of graphite and nongraphite.

In general, the more abundant the data set, the better the
training effect of the model, and its generalization ability is
enhanced. In order to solve the problem of insufficient train-
ing samples, the above data sets are expanded. The collected
images are processed by center clipping, sample rotation
(180° and 90°, respectively), flipping around a coordinate
axis and mean value blur. Finally, 1857 images are obtained.
955 (80%) of the data sets are randomly selected as the train-
ing set according to the proportion to train the network, and
902 (20%) were used as test sets to verify the performance of
the network. The training set and the test set are processed
separately. The classification of data sets is shown in Table 1.

4.3. Data Set Preprocessing. In order to reduce the imbalance
of samples and solve the overfitting phenomenon caused by
a too small data set, this paper carries out data augmentation
(DA) operation on the data set to improve the accuracy of
network classification. In the DA operation, common
methods include scale transformation, image contrast
adjustment, image clipping, affine transformation, and hori-
zontal or vertical flipping. Different enhancement methods
can be selected for different data sets. Based on the charac-
teristics of the ore image, the training set images are
randomly scrambled before input to reduce the influence
of image order on the model. Each image in the training
set is randomly cropped, the image pixels are unified,
and the image is flipped horizontally according to the
probability (setting p = 0:5). Finally, the data of each
channel is regularized with the mean value of 0.5 and
the standard deviation of 0.5, so as to achieve the purpose
of data expansion and data enhancement.

5. Experimental Results and Analysis

5.1. Evaluating Index. In this paper, the training effect of a
network is evaluated by two indexes: accuracy acc and loss
value loss. Test accuracy acc refers to the ratio of the model
output correct results in the test set, which can reflect the use
effect of a network and is a very important index. The defi-
nition formula is shown in the following equation.

acc =
ncorrect

n
, ð6Þ

where ncorrect is the number of correct network identification
in the test set and n is the number of samples in the test set.

The training process of neural network is to minimize
the loss function, and loss is the value of the loss function.

(a) Graphite (b) Nongraphite

Figure 8: Images of graphite and nongraphite samples.

Table 1: Graphite data set.

Category Graphite Nongraphite

Data set 955 902

Training set 764 722

Test set 191 180
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In fact, the loss function calculates the mean square error
(MSE) of the model on the test set.

MSE =
1
n
〠
i

y∧test − ytest
� �2

i
: ð7Þ

5.2. Experimental Result. In this paper, the improved Alex-
Net model and the traditional AlexNet model are used to
train the data set. Figure 9 shows the curves of loss and
accuracy of using the ReLU6 function and ReLU function.
The experimental results show that the loss value can be
reduced from 0.0925 to 0.0772 by using the ReLU6 function,
which is relatively small.
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Figure 11: Feature extraction graphite sample image.
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For the normalization layer, this paper compares the two
cases of using the BN algorithm and not using the BN algo-
rithm for simulation, and the results are shown in Figure 10.

The results in Figure 10 show that the BN algorithm can
effectively reduce the loss value of model testing and avoid
the risk of the model falling into overfitting. In order to
further observe the feature extraction of the convolution
layer before and after using the BN algorithm, a picture in
the data set is randomly extracted, as shown in Figure 11,
which is classified as graphite.

Then, the feature extraction diagram of the first 11 chan-
nels of Figure 11 in conv1, conv2, and conv3 is printed out
in sequence, as shown in Figure 12.
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Figure 12: Convolution layer feature extraction using BN algorithm or not.

Table 2: Comparison of loss and accuracy of using BN algorithm
or not.

Method Loss Acc

BN algorithm not used 0.0925 94.0377%

BN algorithm used 0.0750 94.8976%
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It can be seen from Figure 12 that the features extracted
by the traditional AlexNet network in the third volume layer
are fuzzy, and the learning ability is not very good. Com-
pared with the model using the BN algorithm, the feature
extraction ability is enhanced, which can ensure that the
network learns quickly and fully. The loss and acc of image
recognition before and after using the BN algorithm are
shown in Table 2.

In addition to the improvement of the activation func-
tion and normalization layer, this paper also modifies the
size of the convolution kernel, as shown in Figure 13, to
show whether to reduce the image recognition loss and acc
of the convolution kernel.

Figure 13 shows the comparison between the loss value
and the accuracy rate using the small convolution kernel
on the basis of the above improvements. It is obvious that
the use of the small volume core improves the generalization
ability of the model and reduces the loss value of the model
in the test set.

In order to evaluate the recognition performance of the
improved AlexNet network on the graphite classification
data set, the traditional AlexNet network and the AlexNet
network of Reference [9] and Reference [13] are com-
pared, and the situation of conv2 is extracted, as shown
in Figure 14.

It can be seen from Figure 14 that the features in the
second convolution layer using the improved AlexNet
network are clearer than the other two models, and more
features are extracted and learned. Finally, the comparison
curves of models’ loss and acc are obtained, which further
verifies the effectiveness of the improved AlexNet network
proposed in this paper.

Through the experiment on the test set, the traditional
AlexNet network, Reference [9], and Reference [13] are
compared, and the comparison of the loss and acc with the
method in this paper is shown in Table 3.

It can be seen from Table 3 that the improved AlexNet
network proposed in this paper is better than the other
two cases, which effectively verifies the feasibility and effec-
tiveness of the network model proposed in this paper.

6. Conclusion

In this paper, the improved AlexNet convolution network is
used to identify graphite. This process does not need to
extract the image features of graphite manually. It has a high
degree of intelligence, and the training process is relatively
simple. By optimizing the activation function, normalization
layer, and super parameters of AlexNet, the robustness of the
whole model is improved, and the overfitting problem is

avoided without increasing the computational complexity
of the model. The experimental results show that the average
accuracy of the improved algorithm is improved, the loss
value is reduced, and the model has strong generalization.
Moreover, the improved AlexNet convolution network
model is applied to graphite image recognition, which
increases the automation degree of the beneficiation process
and reduces the workload of manual sorting. But in this
paper, the data set is a small data set and the graphite sample
is a block. Increasing the types of graphite to expand the data
set and identifying most of the flowing graphite in the
market are the next research direction.
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