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In order to solve the problem that traditional analysis approaches of encrypted traffic in encryption transmission of network
application only consider the traffic classification in the complete communication process with ignoring traffic classification in
the simplified communication process, and there are a lot of duplication problems in application fingerprints during state
transition, a new classification approach of encrypted traffic is proposed. The article applies the Gaussian mixture model
(GMM) to analyze the length of the message, and the model is established to solve the problem of application fingerprint
duplication. The fingerprints with similar lengths of the same application are divided into as few clusters as possible by
constrained clustering approach, which speeds up convergence speed and improves the clustering effect. The experimental
results show that compared with the other encryption traffic classification approaches, the proposed approach has 11.7%,
19.8%, 6.86%, and 5.36% improvement in TPR, FPR, Precision, and Recall, respectively, and the classification effect of
encrypted traffic is significantly improved.

1. Introduction

Network traffic is the data transmitted in the network.
Analyzing and monitoring network traffic can allow man-
agers to clearly know the situation of data transmission in
the network [1]. In addition to providing references for
network control and services, traffic behavior analysis is
the basic premise of network security analysis. Therefore,
traffic behavior analysis is also called “network visualiza-
tion.” For the needs of transmission protection and user
privacy, the encryption ratio of data packets has increased
sharply. This change makes traffic analysis and identification
very difficult. Before further analysis of network traffic,
determining the type of traffic is the basis [2].

Traffic classification is a problem that has been studied
very early. In the early reference, most of the traffic was
roughly divided into secure shell (SSH), virtual private
network (VPN), secure socket layer (SSL), encrypted peer
to peer (P2P), voice over internet protocol (VoIP), and other
categories [3]. In fact, this level of classification does not
have much meaning for further analysis and research in

the future. Although traffic classification has been studied
very early, due to the characteristics of the traffic itself and
the use of encryption technology, traffic classification also
faces many problems. First of all, in the network environ-
ment, the message exchange between the two parties in the
traffic classification feature extraction is a continuous
process. The data generated by this process does not have
a typical feature description. Moreover, the type, length,
and IP address of the message cannot be used directly.
Traditional machine learning-based methods cannot analyze
network traffic. The second is the scale of network traffic.
The specific form of network traffic in the network is data
packets. A data packet has a limited size and the limited data
it carries. The number of data packets in the network will be
very large. Therefore, analyzing and marking network traffic
faces a huge challenge.

Encrypted traffic uses a special algorithm to change the
original data. Even if it is intercepted during transmission,
the content cannot be obtained. Before realizing data trans-
mission in secure socket layer/transport layer security
(TLS/SSL), both parties in communication need to go
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through cipher and certificate exchange and user data trans-
mission. This process is more complicated, so in the actual
process, the communication process is usually simplified to
improve communication efficiency. After experiments, the
process is divided into three categories:

(1) The first complete communication process generally
occurs when the application first applies for commu-
nication with the server. The server needs to trans-
mit ciphers and certificates. This process is the
most complete and is also the main goal of previous
reference behavior analysis

(2) The simplified communication process is used in the
session ID reuse phase. This process is suitable for
applications to connect again in a short time. The
server will reserve resources. When the application
requests data, the server will directly obtain the rele-
vant parameters from the reserved resources and will
not perform the first type of complete communica-
tion. In order to ensure the reliability of the trans-
mission, it will use a ChangeCipherSpec message to
transmit the new cipher

(3) The data transmission process is mainly based on the
application transmitting user data. Most applications
only use transmission control protocol (TCP) mes-
sage that is used to maintain the connection and
Application Data message to complete the task

The existing literatures only consider the first type of
situation in the communication process analysis stage
and take the message type as the main analysis target. A
small amount of literatures consider the relationship
between message lengths. The selection of the appropriate
analysis object affects the classification efficiency of the
classification method.

Encrypted traffic classification methods are constantly
changing, and new research results are constantly being pro-
duced. Early traffic classification mainly used protocol ports
to identify traffic, such as port 21 for file transfer protocol
(FTP) and port 80 for hypertext transfer protocol (HTTP).
However, many applications currently use the dynamic port
negotiation mechanism, which makes the port method no
longer applicable. The method based on deep packet inspec-
tion (DPI) is considered to be effective and reliable for
unencrypted traffic. However, with the widespread use of
encryption technology, the amount of encrypted traffic has
also increased significantly. Many applications are using pro-
tocol encapsulation or obfuscation techniques to circumvent
network monitoring. Therefore, DPI-based methods are no
longer applicable [4].

At this stage, the neural network is a research hotspot.
The combination of encrypted traffic classification and the
neural network has become a relatively common method.
For example, Liu et al. proposed a novel traffic classification
method named High Entropy DistinGuishEr (HEDGE) to
distinguish between compressed and encrypted traffic [5].
Ren et al. proposed a tree-structured recurrent neural net-
work (tree-RNN) to classify encrypted traffic, using the tree

structure to divide large categories into small categories [6].
Aceto et al. proposed a novel multimodal multitask deep
learning approach for traffic classification based on deep
learning [7]. However, the above methods are either compli-
cated in feature extraction or difficult in model training.

In 2014, Korczynski and Duda introduced the concept of
Markov chain fingerprint recognition for the first time, using
hidden Markov models for traffic classification and recogni-
tion [8]. They think that the message sequence of communi-
cation is a Markov random process, and the current state
depends on the previous state. They take advantage of a
sequence of message types in the SSL/TLS headers of a given
application, which appears in a single-direction flow from a
server to a client, to build the first-order Markov chain as a
statistical fingerprint for that application. Information
embedded in SSL/TLS sessions naturally forms a sequence
with time-varying message types, which is analogous to the
state transitions in the Markov chain. Therefore, it is reason-
able to apply the Markov chain to the construction of appli-
cation fingerprints. Through Markov modeling the SSL/TLS
message sequence, the whole process is divided into three
parts: enter probability, transition probability matrix, and
exit probability.

Shen et al. [9] believed that there were some shortcom-
ings in the research of Korczynski and Duda [8]. The first
is the problem of session ID reuse. The communication
between the client and the server will not reestablish the
connection within a certain period of time, and there is no
complete cipher and certificate exchange process. The sec-
ond is the problem of the Application Data message. The
existing literature only analyzes the encryption process with
ignoring the transmission of the Application Data message
in the network. From these two points, Shen et al. proposed
the classification method of encrypted traffic with second-
order Markov chains and application attribute bigrams [9].
However, there are still major limitations in their method:
(1) The types of applications are gradually increasing, most
of those carry out cipher and certificate interactions in
accordance with the protocol, and feature fingerprints have
extremely high repetitions. (2) The Certificate message
occupies only a small part of the whole message, and most
of the message length information is not considered. The
length of information of these messages is also an important
feature. (3) In the session ID multiplexing stage, the Certifi-
cate message appears rarely. Most communication is to keep
the connection through TC messages and then send a large
number of Application Data messages.

Chen et al. considered that the application had the prob-
lem of message duplication that affected the classification
effect and proposed a multiattribute-based encrypted traffic
classification system named multiattribute associated finger-
print (MAAF) [10]. Liu et al. introduced the concept of
length block sequence and proposed a method named multi-
attribute Markov probability fingerprints (MaMPFs) [11].
However, this method is still based on statistics and belongs
to the category of machine learning. It relies heavily on
feature selection and usually cannot find exact features.
Chen et al. considered the differences among encryption net-
work protocol stacks and proposed a method of encrypted
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traffic service classification combining with capsule neural
network in a multiprotocol environment by using multipro-
tocol data unit (PDU) lengths as the features, making full use
of Markov property between PDU length sequences [12].
Although the feature extraction time is improved compared
with the literature [11], it requires a lot of observation and
analysis work in the early stage. Therefore, Yao et al. intro-
duced the GMM and proposed a new traffic classification
model based on GMM and hidden Markov models
(MGHMMs) [4], which only required fewer features of
interpacket time (IPT) and packet size (PS) and calculations
to classify traffic.

In order to solve some of the above problems (a sum-
mary is presented in Table 1), this paper proposes the
method of Classification of Markov Encrypted Traffic on
Gaussian Mixture Model Constrained Clustering (MET-
GCC). First, the Markov model is established by calculating
the initial probability, the completion probability, and the
state transition matrix to take fingerprints as a feature of
traffic classification. Aiming at the problem of fingerprint
duplication and neglect of a large number of messages, an
N-gram model [13] based on message length is established.
On the basis of the considered Certificate message, the
length of other related messages is also taken as an impor-
tant feature, and the GMM [4] is used to model the packet
length. Finally, the method of constrained clustering [14] is
proposed, and constrained conditions are added to the clus-
tering parameters to divide the application fingerprints with
similar lengths in the same application into a cluster as
much as possible and calculate the distribution probability
of the application fingerprints.

The MET-GCC method digs out fine-grained features
from encrypted traffic, that is, the length of other related
messages is also an important feature. The method solves
the problem that the existing Markov network traffic classi-
fication method only analyzes the traffic classification in the
complete stage of communication establishment and ignores
the traffic classification in the simplified stage of communi-
cation maintenance, and there is a lot of duplication of
fingerprints in the network. Through the analysis of the
three types of communication processes, the message length
is used as the analysis object. The GMM and the constrained
clustering method are used to establish the message length
model to improve classification efficiency through the distri-
bution probability of fingerprints and realize the classifica-
tion of traffic in different states.

We briefly summarize our main contributions as follows:

(1) We propose a new type of encrypted traffic classifica-
tion approach—MET-GCC. By constrained cluster-
ing by Gaussian mixture model of message length,
the traffic classification of different states is realized.
Add constrained conditions to clustering and
analyze the probability distribution of packets of
different lengths in the same application to improve
accuracy. Realize the analysis of the message length
through constrained clustering, and improve the
classification efficiency by analyzing the distribution
of the length of each message

(2) MET-GCC solves not only the traditional Markov
model-based network traffic classification method
only analyzes the traffic classification in the complete
stage of communication establishment with ignoring
the traffic classification in the simplified stage of
communication maintenance but also duplication
problems in application fingerprints during state
transition. GMM and clustering methods are intro-
duced on the existing basis to realize the classifica-
tion of traffic in different states, which effectively
improves the classification effect

(3) We compared the classification performance of
MET-GCC and related algorithms MCF and SOM.
We also compared the classification performance of
MET-GCC and the latest Markov and GMM-based
MGHMM algorithm on average Precision and
Recall. The experimental results show the superiority
of the algorithm

The rest of the paper is organized as follows. Section 2
introduces the Markov process and message state transi-
tion. Section 3 introduces the derivation of the MET-GCC
algorithm in detail. Section 4 verifies the effectiveness of
MET-GCC in encrypted traffic classification through a large
number of experiments and compares it with traditional
and latest classification algorithms. Section 5 gives the
conclusion of this article.

2. Markov Process and Message State Transition

There is a certain probability of data packet conversion in
the network. This probability is related to the application.
Such a random process can be described by the Markov pro-
cess. The core principle of the Markov process is to include a
collection of multiple states. A state transition matrix can
describe the transition process. The current state is only
related to the previous state and has nothing to do with
other states. This is the Markov property. This process of
state transition is called the Markov process.

The Markov process is an extremely ideal process, which
is a high abstraction of reality, but there are two basic condi-
tions that need to be met:

(1) The state at the current time t is only related to the
previous state Xt−1, not related to the earlier state

(2) Markov contains at least three parts: state set, transi-
tion matrix, and initial state distribution

A set of states of the Markov process is X1, X2,⋯, Xt ,
and the probability of the next moment ðt + 1Þ is shown in
Equation (1):

P Xt+1 = x ∣ X1, X2,⋯Xtð Þ = P Xt+1 = x ∣ Xtð Þ = pt+1: ð1Þ

The mobile terminal contains a large number of applica-
tions and sends a large number of data packets at all times.
The acquired features are limited, and these features are
not typical features. The classification algorithm in
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traditional machine learning cannot be used to achieve clas-
sification, so the Markov process is a feasible method.

Different types of messages in the network can be
defined as the state space in the Markov model. The current
state is Xt , and the probability of the next state Xt+1 is
defined as follows:

P Xt+1 ∣ Xtð Þ = pt~ t+1ð Þ, ð2Þ

P =

p1~1 p1~2 ⋯ p1~n

p2~1 p2~2 ⋯ p2~n

⋮ ⋮ ⋱ ⋮

pm~1 pm~2 ⋮ pm~n

2666664

3777775, ð3Þ

where pi~jði, j ∈ TÞ is the transition probability.
In order to improve the calculation accuracy, the second-

order Markov model can be used:

P Xt+1 = x ∣ X1, X2,⋯,Xtð Þ = P Xt+1 = ∣Xt , Xt−1ð Þ = p t−1ð Þ~t~ t+1ð Þ,

ð4Þ

P =

p1~1~1 p1~1~2 ⋯ p1~1~n

p1~2~1 p1~2~2 ⋯ p1~2~n

⋮ ⋮ ⋱ ⋮

pm~m~1 pm~m~2 ⋯ pm~m~n

2666664

3777775: ð5Þ

The initial probability is the probability of occurrence of
an unknown sequence, so the initial probability (INIP) is
defined as shown in Equation (6):

INIP = ip1, ip2,⋯,ipm½ �: ð6Þ

INIP represents the probability of a message appearing,
and then, an exit probability (EXTP) needs to be defined,
as shown in Equation (7).

EXTP = ep1, ep2,⋯,epn½ �: ð7Þ

Assuming that a data packet sequence seqM = <msg1,
msg2,⋯, msgM > is captured, the probability that it
belongs to a certain application is calculated as shown in
Equation (8):

P <msg1, msg2,⋯,msgM >ð Þ = INIPmsg

×
Yl
i=2

p i − 1ð Þ ~ i ~ i + 1ð Þ × EXTPmsg,
ð8Þ

where INIPmsg is the probability that state msg1 is the ini-
tial state and EXTPmsg is the probability that state msgM is
the exit state. The transition from the initial state to the
exit state is the transition process of the message state.

3. MET-GCC Encrypted Traffic Classification

3.1. Utility Calculations of Application Fingerprints. Obtain-
ing the most typical cipher exchange process in the commu-
nication process can more accurately describe the
communication process. After a long period of experimental
observation, it is found that the number of each type of mes-
sage in the network is very different. The TCP three-way
handshake protocol is widely available in the network,
accounting for more than 80% of the total number of mes-
sages. Therefore, in addition to the difference in length, it
is difficult to conduct behavior analysis through the mes-
sages generated by the TCP three times handshake protocol.
Although the number of TLS-related messages is about 10%,
each time an encrypted communication process is estab-
lished, the communication between client and server
requires a complete cipher and certificate exchange process,
which has a greater impact on the analysis of communica-
tion behavior. That is, a small number of message types have
strong behavior analysis capabilities, so the ability of this
message to distinguish data streams is defined as utility,
which can be understood as the value of the message itself.
It is similar to natural language processing. There are some
very frequently used words in natural language, which are
used in almost every text, such as “you,” “me,” and “yes.”
Although these words have a high frequency of occurrence,
they are not helpful for the next step of the algorithm,

Table 1: The comparison of existing recent traffic classification algorithms.

Algorithm Advantages Disadvantages

HEDGE [5] High accuracy Difficult in feature extraction

Tree-RNN [6] Small classification Difficult in feature extraction and model training

DISTILLER [7]
Overcome performance limitations of
single-modality DL-based TC proposals

Difficult in feature extraction

SOM [9]
Enrich the state transitions in the Markov chain and construct

more distinctive application fingerprints
Ignore the state transition of network communication

and have duplicate fingerprints

MAAF [10] Can accurately classify the applications of the same developer
Poor classification to applications with different

developers but similar certificates

MaMPF [11] High accuracy in real networks Difficult in feature extraction

LS-CapsNet [12] Solve difficult in feature extraction High computation overhead

MGHMM [4] Need fewer features and computational overhead Constrained by encryption methods
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because such words are used too often. Therefore, combine
with the tf-idf algorithm [15] of evaluating the importance
of words in natural language processing to define utility.

Definition 1 (Utility). In the sequence representation s =
<pl, pm,⋯, pn > of an N-gram model, the utility of an
item pm is defined as follows:

u pmð Þ = ϕ npm , l
� �

× φ nd , n
pm
d

� �
, ð9Þ

where the number of messages pm in the sequence s is
npm , the length of s is l, and the proportion of pm in
the sequence s is φðnpm , lÞ, which is defined as follows:

ϕ npm , n
� �

=
npm
n

: ð10Þ

The total number of fingerprints isnd, n
pm
d is the fingerprint

containing message pm, and φðnd , npmd Þ is defined as follows:

φ nd , n
pm
d

� �
= ln

nd
npmd + 1

: ð11Þ

Suppose a fingerprint sequence is <11 : 01,11 :
03,11 : 02,23 : 2,11 : 02,23 : 3,23 : 5,23 : 8>, where the utility of
the message 23 : 2:

u 23 : 2ð Þ = ϕ n23:2, nð Þ × φ nd , n23:2d

� �
=
1
8
× ln

8
5
= 0:575:

ð12Þ

Definition 2 (Average utility). The average utility of the
sequence s = <pl, pm,⋯, pn > calculates the average utility of
the entire fingerprint based on the utility of the message and
is defined as follows:

au sð Þ = ∑X ∈ l,m,⋯,nð Þu pXð Þ
l pXð Þ : ð13Þ

3.2. Communication State Transition Process. The transmission
of network data is a very complicated process that has a large
amount of data, many redundancies, and few attributes. The
analysis of encrypted traffic has always been a difficult point
in research. Literature [9] analyzes the length of the Certificate
and Application Data in the message to improve the classifica-
tion effect and proposes bigram clustering to describe the rela-
tionship between them. Figure 1 shows the process of
communication state transition described by it.

Figure 1 shows that stateX represents the interaction
process before Certificate, and stateY represents other
types of messages between Certificate and Application
Data. The Application Data message only has a difference
in length. The probability distribution of this message
length is determined by its bigram clustering, and the prob-
ability of the Application Data message should also be
considered when calculating the probability. However,
according to long-term experimental observations, there

are some situations that are not considered in the reference.
Figure 2 shows the distribution of the same fingerprint
status in network traffic.

Figure 2 shows the conversion between the various states
of communication and the distribution of the same finger-
print. state α is the complete process of the above three types
of processes, which is juxtaposed with the simplified process
of state β, and state γ is the data transmission process. And
both state α and state β will convert to state γ. The Certificate
message in Figure 2 only appears in state α, and after a large
amount of data is transmitted, state α will not occur again
for a long time, so Certificate as the core of bigram clustering
is difficult to analyze stateβ and state γ. The other case is to
find the fingerprint duplication problem in various states by
calculating the average utility of the application fingerprints.
As the main object of traffic behavior analysis, state α con-
tains a large number of duplicate fingerprints, which has a
greater impact on the classification results.

According to the above problems, this article takes the
length of the message as the analysis target, further distin-
guishes the duplication case between the messages, estab-
lishes the N-gram model between the state α, stateβ, and
state γ, and then proposes a message probability distribution
model based on Gaussian mixture model constrained cluster-
ing to determine the distribution of fingerprints in each state.

3.3. Message N-Gram Model Based on Gaussian Mixture
Model Constrained Clustering. The encrypted transmission
message has no other valuable features except for the differ-
ent message length. The length becomes the main feature for
analyzing encrypted data. Because of the relative stability of
developers and standards, an application generally transmits
data in a relatively fixed format. This section analyzes the
length-based message N-gram model, which can establish a
probability distribution model for messages of different
applications and different lengths. Figure 3 is a schematic
diagram of the probability distribution model.

In Figure 3, in each state in the communication process,
the identical application fingerprint will also have multiple
situations, forming the N-gram multivariate model, and
each situation will occur with a certain probability. Suppose
that in a state, the length of a certain fingerprint contains n

State X

State Y
Application

Certificate
…

br,1

br,2

br,c

State Z

crt-1, fad-1

crt-2, fad-2

crt-c, fad-c

Figure 1: Communication status transition.
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situations, represented by a vector fpi = ðxi1, xi2,⋯,xim,⋯,xinÞ,
where xim is the length of a message in a fingerprint, so the
characteristic fingerprint of an application is an N-gram
model and a state has many kinds of N-gram fingerprints
fpα,β,γ = ðfp1, fp2,⋯,fpiÞ.

fpα,β,γ is a combination of multiple distributions whose
specific distribution types and parameters are unknown.
How to describe fpα,β,γ is the key to establishing a model.
The GMM is a linear combination of multiple normal distri-
butions. In theory, any kind of unknown distribution can be
represented by a linear combination of multiple normal
distributions. This is the GMM. Assuming that a certain
application fpi of state fpα,β,γ conforms to a normal distribu-
tion, then a Gaussian model can be used to describe fp.

p xfp ∣ θ
� �

= 〠
n

i=1
aipi xifp ∣ θi
� �

, ð14Þ

where ai is the mixed parameter a1 + a2 +⋯ + an = 1 of
each distribution and θi is the parameter ðμi, σiÞ of the

normal distribution. Equation (9) can be transformed into
the following:

pi xifp ∣ θi
� �

= f xifp ∣ μi, σi
� �

=
ffiffiffiffi
σi

pffiffiffiffiffiffi
2π

p e−1/2 xinf −μið ÞTσ−1i xinf −μið Þ:

ð15Þ

All the parameters in Equation (15) are θ = ðθ1, θ2,⋯,
θn, a1, a2,⋯,anÞ. Use maximum likelihood estimation to
find the parameter θ. Assuming that the collected sample
set is X = ðx1, x2,⋯,xnÞ,

log p X ∣ θð Þ = 〠
n

i=1
logp Xi ∣ θð Þ: ð16Þ

Assuming that the estimated parameter value of θ is bθ =
ðbθ1, bθ2,⋯,bθn, â1, â2,⋯,ânÞ, in order to find bθ , log pðX ∣ θÞ
needs to be maximized, which is given by Equation (17):

∂ log p X ∣ θð Þ
∂θ

= 0: ð17Þ

Obtaining the estimated value bθ = ðbθ1, bθ2,⋯,bθn, â1, â2,
⋯,ânÞ of θ, the probability distribution of the same fingerprint
type in the state can be obtained:

pfp Xð Þ = â1p1 x1fp ∣ bθ1� �
+ â2p2 x2fp ∣ bθ2� �

+⋯+ânpn xnfp ∣ bθn� �
+⋯:

ð18Þ

There are multiple fingerprints in the same state, and each
fingerprint is an N-gram model, and the parameters are
obtained through maximum likelihood estimation. The calcu-
lation of the parameter estimation method shown in Equation
(18) is extremely complicated, and the amount of calculation
is very large, which is difficult to obtain in the actual process
of finding the parameters. In addition, the sample fpi = ðxi1,
xi2,⋯,xim,⋯,xinÞ describes the length of the message. The same
length of messages in the same fingerprint may belong to dif-
ferent applications. The algorithm proposed in this paper
requires the probability distribution of fingerprints with mes-
sages of different lengths in a fingerprint. The clustering
method divides the fingerprints with small differences into a
cluster, which is used to calculate the probability distribution
of the N-gram model.

The main role of clustering is to separate unlabelled data
into discrete sets [16]. The traditional clustering method
[17] is to randomly divide several samples into several
groups, calculate the distance between each sample and the
center of the class by iterative method, and redivide each
class. Taking into account the characteristics of network data
itself, an IP address will have multiple different fingerprint
types, so the fingerprint itself can be divided into different
clusters according to the IP address when collecting data.
By adding restriction conditions in the parameter calcula-
tion, the fingerprints of the same application can be divided
into one cluster as much as possible to speed up the

State α 

State β 

State γ 

Figure 2: Fingerprint distribution.

State α

State 𝛽

State γ

fp 3fp 1
fp 2

{IP}

Figure 3: Schematic diagram of probability distribution model.
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convergence speed and obtain a more accurate state transi-
tion matrix. In addition, the number of IP addresses is much
larger than the number of classifications, and the obtained
data packets are divided into Y = ðy1, y2, y3,⋯,ynÞ equiva-
lence sets through clustering.

Assuming that constrained condition (Φc) is given to the
sample X = ðx1, x2, x3,⋯,xnÞ in the process of finding the
parameters, there is a class of division Y = ðy1, y2, y3,⋯,ynÞ,ðxi ∈ yiÞ. The sample X can be divided into X = ðx1, x2, x3,
⋯,xnÞ, where Xi = ðxi1, xi2, xi3,⋯,xinÞ is a subset of X, and
the constrained condition is Φc = fY ∣ ðyi1 = yi2 = yi3 =⋯ =
yinÞg. Therefore, the expected function ðθ, θyÞ of the param-
eters ðθ, θyÞ is as follows:

F θ, θy
� �

=〠
y

logp X, Y ∣ y ∈Φc, θð ÞP y ∣ X, y ∈Φc, θy
� �

, ð19Þ

where θy is the parameter which is added Φc.

Equation (19) is the expected function of the parameter
ðθ, θyÞ, and then, the maximum likelihood is used to esti-
mate the parameter ðθ, θyÞ. After expanding Equation (19),
Equation (20) can be obtained:

F θ, θy
� �

= 〠
M

s=1
〠
K

l=1
P l ∣ Xs, y ∈Φc, θy
� �

� Ns log al + 〠
Ns

n=1
logpl x

s
n ∣ θy

� � !
−〠

M

s=1
log〠

K

l=1
alð ÞNs

!
,

ð20Þ

where Pðl ∣ Xs, y ∈Φc, θyÞ is the posterior probability of Xs.
Then, it can calculate sequentially the estimated value of

the parameter ðμi, σiÞ of the Gaussian model:

According to ðbμ l, bσ lÞ, the probability can be calculated:

P l ∣ Xl, y ∈ φc, θy
� �

=
σyl
�� ��NS/2eF

∑K
j=1 σ

y
l

�� ��NS/2eF
, ð23Þ

F = 〠
NS

n=1
−
1
2

xsn − μyl
� �

σyl
� �−1 xsn − μyl

� �� 	
ayl
� �Nl : ð24Þ

Equation (19) requires a very large amount of calcula-

tion, where ðxsn − μyl Þðσy
l Þ

−1ðxsn − μyl Þ is the Mahalanobis dis-
tance [18], the more commonly used Euclidean distance [19]
is selected instead, and the cluster with the smallest distance
must be selected during the clustering process. Therefore,
Equation (23) is simplified to the following:

P l ∣ Xs, y ∈Φc, θy
� �

=
1, if l = arg min 〠

Ns

n=1
l

xsn − μyl


 

2,

0, otherwise:

8>>><>>>:
ð25Þ

According to Equation (24), the probability distribution
of the identical fingerprint can be easily calculated:

Pfp =

p1,1 ⋯ p1,J

⋮ ⋱ ⋮

pK ,1 ⋯ pK ,J

2664
3775, ð26Þ

where PK ,J = kXJk/kX1k + kX2k +⋯ + kXKk is the proba-
bility of each application in the identical fingerprint in
a cluster.

After the above detailed derivation, we propose the
GCC-ETC algorithm. The specific steps are as follows:

According to the algorithm shown, Equation (8) is
improved to Equation (27):

P <msg1, msg2,⋯,msgM >ð Þ = INIPmsg

×
Yl
i=2

p i−1ð Þ~i~ i+1ð Þ × EXTPmsg × Pfp:
ð27Þ

4. Experiment and Result Analysis

The dataset required for the experimental test is the network
data captured by Wireshark [20] in the actual environment.
The device for capturing the experimental data is five

bμ i =
∑M

s=1P l ∣ Xl, y ∈Φc, θy
� �

xs1+⋯+xNs
1

� �
P l ∣ð ÞXl, y ∈Φc, θy

�
N1+⋯+NMð Þ , ð21Þ

bσ i =
∑M

s=1P l ∣ Xl, y ∈Φc, θy
� �

xs1 − bμ lð Þ xs1 − μ∧lð ÞT+⋯+ xsNS
− bμ l

� �
xsNS

− μ∧l

� �T� 	
P l ∣ Xl, y ∈Φc, θy
� �

N1+⋯+NMð Þ :
ð22Þ
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smartphones equipped with Android systems in the lab, and
common software is installed on them. According to the
classification of each application market, this article installs
the 4 most commonly used types of software on smart-
phones, including video, news, communication, and life,
such as QQ, WeChat, email clients, and news clients. After
100 data capture, the average value obtained is used as the
experimental dataset which can effectively verify the cluster-
ing effect and encrypted traffic classification effect of the
algorithm proposed in this paper. The specific dataset is
shown in Table 2.

Dataset1 is the situation where the smartphone obtains
data packets when the user does not run any installed pro-
grams. The smartphone sends very few data packets when
the smartphone standstill, mainly the push of some mes-
sages and the data sent by the operating system itself. Such
data is for observing the data used by nonusers and measur-
ing the impact on the data used by users. From the overall
view of the above dataset, there are only 911 data packets
in 15 minutes, which is very small compared with the mixed
traffic collected in 15 minutes. This part of the data situation
can be ignored; Dataset2, Dataset3, Dataset4, and Dataset5
are the traffic collection situations that only run related cat-
egories of software, and Dataset6, Dataset7, and Dataset8 are
mixed traffic, which is the traffic collected by running all
applications. The time is 5min, 10min, and 15min.

The experiment verifies the effect of the MET-GCC algo-
rithm proposed above, which is divided into two parts. The
first part analyzes the clustering effect of constrained cluster-
ing on the length of the data packet. This article adopts the
traffic classification based on the Markov process. When
calculating the category to which a segment of the data
stream belongs, if the calculated probability of each category
is similar, the classification effect will be poor, and the oppo-
site is better. Now analyzing how to measure the clustering
effect of constrained clustering according to length, the
experiment considers the two extreme situations. The first
extreme situation is the most ideal situation, and all packets
of an application are similar in length so that all messages
will be clustered in the same cluster during clustering. In this
way, getting a message again of the same length can quickly
determine its category. The second extreme situation is the
worst situation. The message length of an application is rel-
atively scattered. Messages of various lengths will be grouped
into different clusters during clustering so that the probabil-

ities of various categories are similar in the calculation. It is
difficult to make a judgment. Therefore, from the analysis
of these two extreme situations, the evaluation standard is
that the same application message should be in one cluster
as much as possible, and only one application should be
included in one cluster. Of course, this is the most ideal sit-
uation, and it cannot exist in practice, so the experiment
defines this evaluation criterion as clustering coefficient
(CL-CO) [21], as shown in Equation (28).

CL‐CO = 1
k

〠
i

Y
k

Ni

Ni
k

+〠
k

Y
i

Ni

Ni
k

 !
, ð28Þ

where ∑i
Q

kN
i/Ni

k represents the distribution of the same
application in a cluster and ∑k

Q
iN

i/Ni
k represents the dis-

tribution of the message length of each application in the
same cluster.

The message length is fixed, and other settings are the
same; the CL-CO is related to the distribution of the message
length, and the CL-CO is also related to the clustering
parameter selection K . The number of clusters K is their
input parameter, and then, generate the vector of all cluster
centers as the output. In fact, however, we are unable to
determine an appropriate value of K in advance, because dif-
ferent applications have a high degree of overlap in packet
length [9]. Therefore, enumerate K from 1 to a relatively
large number (i.e., the largest K) and use the clustering
method to calculate the cluster center vector for each specific

Input: Apply fingerprint.
Step1. Set ffp1, fp2,⋯,fpngffp1, fp2,⋯,fpng ;Φc ; K to the equivalent set X1, X2,⋯, XK according to the restriction Φc set by the IP
address of the data packet;
Step2. Calculate the average value μ1, μ2,⋯, μK of X1, X2,⋯, XK ;

Step3. Calculate each sample in X1, X2,⋯, XK according to l = arg min ∑Ns

n=1
l

kxsn − μyl k
2
, and generate a new partition X1, X2,⋯, XK ;

Step4. Recalculate the mean μ1, μ2,⋯, μK;
Step5. Repeat step 3 until the sample mean change does not exceed the threshold;
Step6. Recalculate Pfp.
Output: Division of application fingerprints X1, X2,⋯, XK .

Algorithm 1

Table 2: Dataset.

Name Nature category
Time
(min)

Number of data
packets

Dataset1
Background

traffic
15 911

Dataset2 Video 15 335725

Dataset3 News 15 405436

Dataset4 Communication 15 231516

Dataset5 Life 15 241128

Dataset6 Mixed traffic 5 66429

Dataset7 Mixed traffic 10 120447

Dataset8 Mixed traffic 15 181975
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K . In order to compare all candidate values of K, the aggrega-
tion accuracy metric criterion CL-CO is used, and the optimal
K value is determined by the value of CL-CO. The mixed traf-
fic Dataset8 is used as the dataset for this analysis because the
dataset has a large number of data packets and a long collec-
tion time. The distribution of network data packets is relatively
stable, and the specific results are shown in Figure 4.

In the most ideal and worst conditions, the CL-CO is infi-
nitely close to 0. Different collected network traffic determines
the optimal K value. Therefore, the choice of K value is related
to the classification effect. When the value ofK is about 33, the
CL-CO reaches the best. If the experiment continues to
increase the K value, the CL-CO will slowly decrease.

The next experiment analyzes the effect of encrypted
traffic classification. It is compared with the MCF algorithm
of literature [8] and the SOM algorithm of literature [9].
These two methods are based on the traffic classification
method proposed by the Markov model. The difference is
that the MCF algorithm only considers the communication
establishment phase. SOM is an improvement on the MCF
algorithm. On this basis, the impact of different lengths of
the Certificate message on the classification effect is consid-
ered. Two commonly used values are used as the evaluation
criteria for the classification effect, as shown in Equations
(29) and (30). TPR represents the current flow is classified into
the positive sample category, and the practical positive sample
accounts for the proportion of all positive samples; FPR repre-
sents the current traffic is incorrectly classified into the posi-
tive sample category and the proportion of practical negative
samples to the total number of all negative samples.

TPR = TP
TP + FNð Þ , ð29Þ

FPR =
FP

FP + TNð Þ , ð30Þ

where TP is the true positive, which means that traffic belong-
ing to the positive sample category is classified as a positive
sample category; FN is the false negative, which means that
traffic belonging to the positive sample category is classified
as a negative sample category; FP is the false positive, which
means negative. The traffic of the sample category is classified
as a positive sample category; TN is the true negative, which

means that the traffic of the negative sample category is classi-
fied into a negative sample category.

The experiment here also uses Dataset8 as the tested
dataset and selects the relatively better coefficient K = 33
for the CL-CO. First, calculate the classification situation of
each category application, and the results are shown in the
following Table 3.

From the analysis of the classification results in Table 3, it
can be seen that the classification effect of the MCF algorithm
is not very good, because the MCF algorithm does not consider
the communication behavior in the communication mainte-
nance phase. The classification performance of the SOM
algorithm has been improved to a certain extent because the
SOM algorithm considers the Certificate type of message in
the communication maintenance phase. The MET-GCC algo-
rithm is obviously better than these two algorithms because it
also analyzes the length of other messages as an important
feature in addition to Certificate messages. From the perspec-
tive of various classification situations, the more single a
category of application traffic behavior is, the better the classifi-
cation effect is, and the effect of video traffic classification is
generally better. The reason is that it mainly sends videos,
and the size and format of the video are relatively stable, while
the news category contains data of multiple categories such as
text and video, which has a certain impact on the classification.

1
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1.4
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1.6
1.7
1.8
1.9

2

0 10 20 30 40 50 60 70
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CL
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O

Figure 4: Clustering coefficient (CL-CO).

Table 3: MCF, SOM, and MET-GCC algorithm comparison.

Application
MCF SOM MET-GCC

TPR FPR TPR FPR TPR FPR

Video 0.59 0.36 0.79 0.29 0.85 0.21

News 0.44 0.49 0.71 0.21 0.80 0.22

Communication 0.71 0.30 0.73 0.28 0.79 0.17

Life 0.55 0.32 0.76 0.33 0.90 0.29

Table 4: MGHMM and MET-GCC algorithm comparison.

Application
MGHMM MET-GCC

Precision Recall Precision Recall

Video 0.79 0.82 0.96 0.85

News 0.99 0.98 0.89 0.80

Communication 0.87 0.75 0.91 0.79

Life 0.85 0.62 0.98 0.90
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Then, compared with the latest MGHMM algorithm
based on Markov and GMM of literature [4], the HGHMM
algorithm and MET-GCC algorithm both use Markov and
GMM traffic classification methods. The difference is that
the MGHMM algorithm is based on the analysis of the
two traffic characteristics of IPT and PS, and the MET-
GCC algorithm is based on the analysis of the message
length. At the same time, add restrictions when clustering.
It also uses two common values as the evaluation criteria
for the classification effect, as shown in Equations (31) and
(32). Precision and Recall, respectively, represent among all
traffic classified as positive samples, the proportion of real
positive sample category and the current traffic is classified
into the positive sample category, and the practical positive
sample accounts for the proportion of all positive samples.

Precision = TP
TP + FPð Þ , ð31Þ

Recall =
TP

TP + FNð Þ , ð32Þ

where the meaning of TP, FP, and FN is the same as Equa-
tions (29) and (30).

Select the same dataset and aggregation coefficient to
compare the classification conditions, as shown in Table 4.

Through comparison, it is found that the proposed
MET-GCC algorithm has obvious advantages in traffic clas-
sification. The average Precision and Recall of classification
have increased by 6.86% and 5.36%, respectively. It can be
seen from Table 4 that the MGHMM algorithm has out-
standing effects in classifying communication and news traf-
fic, especially news. This is because the MGHMM algorithm
is based on the analysis of the two traffic characteristics of
IPT and PS. Communication and news traffic adopt
methods like transmission interval interference and message
filling, which have a greater impact on IPT and PS, and it is
easy to extract features and facilitate classification. However,
when a regularization method that has a small impact on
IPT and PS is used to shape the traffic content, the classifica-

tion effect of the algorithm is significantly reduced. The
MET-GCC algorithm uses the analysis of the length of the
message, and the classification will not be affected by the dif-
ference in the method. As a result, it can be seen that the
MGHMM algorithm has its advantages, but the disadvantages
are also obvious. The classification effect fluctuates greatly and
is restricted by the method. The MET-GCC algorithm has a
stable classification effect for various types of traffic, and the
average classification effect is also better than the MGHMM
algorithm. MET-GCC algorithm is significantly better.

In addition to the above analysis of the classification of
each algorithm, the following experiment analyzes the influ-
ence of the coefficient K on the classification. From the
above experiment, it can be seen that different K values have
different CL-CO, and the clustering effect is also different.
The experiment still uses Dataset8 to analyze the TPR and
FPR for different K values. The results of the analysis are
shown in Figure 5.

From Figure 5, the choice of K value in the clustering
algorithm has a greater impact on the results of the experi-
ment. Choosing an appropriate K value can increase TPR
and reduce FPR. Choosing a K value that is too small or
too large will affect the results of the classification experi-
ment. Therefore, it is necessary to select a K value that guar-
antees a large TPR and a small FPR. It can be seen from the
results that when the CL-CO is relatively high, the relative
classification effect will also be improved. When K = 40,
TPR and FPR have the best effects.

5. Conclusions

The paper proposes a new type of encrypted traffic classifica-
tion algorithm—Classification of Markov Encrypted Traffic
on Gaussian Mixture Model Constrained Clustering (MET-
GCC). Based on the Markov model, it is through constrain-
ing clustering for the GMM of the message length to realize
the traffic classification of different states. MET-GCC solves
the problem that the traditional algorithm does not consider
the state transition of network communication, and the
fingerprint is a duplicate. The experiment proves the
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Figure 5: Comparison of TPR and FPR of different K .
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effectiveness of the MET-GCC algorithm and reveals that
the MET-GCC algorithm performs better than the latest
encryption traffic classification algorithm based on Markov
and GMM. In the future work, we plan to solve the impact
of traffic complexity on the classification effect, so as to
improve the classification accuracy of the MET-GCC algo-
rithm for various types of traffic.
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