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There is currently no fair, rational, or scientific approach for evaluating college teachers’ teaching abilities. Mathematical methods
are frequently used to measure the teaching capacity of college instructors in order to make it more scientific. Traditional statistical
analysis evaluation models, fuzzy evaluation methods, grey decision methods, and the analytic hierarchy process (AHP) are only a
few examples. Because teacher assessment is a nonlinear problem, even though the preceding methods have produced some positive
results, they are vulnerable to some subjectivity. In this paper, the neural network model is incorporated into the adaptive vector
and momentum of the modified BP neural network of a gradient descent method to boost the model’s convergence speed, and
the model is thoroughly researched to evaluate university teaching quality, and the network structure is omitted to address the
complex nonlinear problem of college and university teaching quality assessment. The model’s comprehensive evaluation of
teaching activities is then bolstered by the addition of new evaluation indexes to the existing ones.

1. Introduction

With the rapid development of higher education [1–4], a
school’s reputation has become the most important crite-
rion for students when choosing a school, and a school’s
reputation is largely determined by the quality of its edu-
cation [5–7]. A school’s top priority is education quality,
because it has an impact on not only the school’s existence
and development but also the future and destiny of its stu-
dents. However, as a result of the large-scale enrollment
increase of schools and universities for several years in a
row, a number of related issues have emerged, including a
teacher shortage, a decline in the quality of students, and a
shortage of educational and teaching equipment and logistics
facilities. These issues have sparked widespread concern in
society, prompting a discussion about how to address them.
Education quality has become a contentious issue, but it
has also evolved into a comprehensive reflection of college
and university work.

Improving educational quality is always a hot topic in
higher education. The idea of “improving higher education

quality” is very practical. As a result, the internal assessment
activity places a strong emphasis on the creation of a system
for evaluating teaching quality. The teaching quality of
colleges and universities is reflected in the teaching quality
of each specialty or department, the teaching quality of each
department is reflected in the quality of each course, and the
course quality is reflected in the teaching quality of each
teacher who teaches the course [8, 9]. The quality and degree
of teachers have an impact on how a school is run. The qual-
ity and level of teachers determine the administrative direc-
tion of a school, the quality of education and instruction,
and the impact of educational reform.

Teaching is the most important aspect of schoolwork.
The effectiveness of a school’s teaching is a key determinant
of its success [10]. Teaching quality management is critical
to the school’s overall quality management. Evaluation of
teachers’ teaching quality aids school leaders and administra-
tors in determining the degree to which teaching goals have
been met, grasping the school’s teaching work comprehen-
sively and accurately, and improving teaching quality. The
topic of teaching quality evaluation [11–13] will also be
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discussed. This is a critical assignment. The cornerstone of
teaching activities in colleges and universities, as well as
the most significant connection in assuring the quality of
talent development in these institutions, is teaching quality
evaluation. As a result, assessing teaching quality is a critical
component of promoting high-quality education, changing
teaching, and improving teaching quality. It has a substantial
impact on overall educational quality. Because teaching is
both a spiritual labor and an art, there is no established
formula. Nonquantitative criteria are widely utilized in the
evaluation of teaching quality, because defining what consti-
tutes teaching is very ambiguous and difficult to measure.
The difficulty and complication of assessing quality teaching
and learning are both part of the teaching process. It is far
more difficult to evaluate the quality of a teacher’s instruction
than it is to evaluate the quality of a product. The teaching
process is made up of a variety of components, and it is a
two-way activity that involves both teachers and students.
There are many factors that influence teaching quality, and
there is still more to investigate. The development of a scien-
tific and reasonable teaching quality evaluation system [14]
that can accurately and equitably assess teaching quality is a
significant challenge.

Because it is a complex and abstract nonlinear prob-
lem, it is difficult to express the evaluation of teaching
quality at colleges and universities using a mathematical
model or analytical formula. The neural network model
[15–17] can achieve mutual mapping between any dimen-
sions and has strong nonlinear processing capabilities [18,
19]. As a result, creating a neural network model to handle
the challenge of evaluating the quality of college instruction
is an effective metric. Computer vision [20–22] in the evalu-
ation of teaching quality in colleges and universities not only
aids in improving teaching quality, promoting continuous
improvement of teaching goals, and promoting scientific
education decision-making, but it also aids in the develop-
ment of intelligent and standardized teaching management
in colleges and universities.

The following are the main innovations points of this
paper:

(1) This study presents a novel adaptive BP neural net-
work model that can adequately evaluate the teaching
quality and teaching effect of colleges and universities
in order to properly evaluate the teaching quality and
teaching effect of colleges and universities

(2) As a novel adaptive BP neural network, a model is
proposed in this study. The model contains an
adjustable learning rate and momentum term to
improve the gradient descent method of the BP neu-
ral network’s convergence speed and optimize the
network topology to ensure the model’s stability

2. Background

Teaching quality evaluation in college is a complicated topic
that encompasses variables such as teaching conditions, class
difficulty, instructor teaching and learning effect of many

aspects, such as their interaction, and the complex relation-
ship between teachers and students at the same time; factors
affecting the quality of teaching are also more; at present,
none of them has been recognized; the ideal teaching quality
evaluation system, in the context of existing research status,
focuses on three aspects: the first is the study of the evalua-
tion subject, the second is an investigation into the content
of the teaching quality assessment system, and the third is
an investigation on how to evaluate the teaching quality grad-
ing technique once each index in the system has been
determined.

Teachers’ self-evaluation, peer evaluation [23], adminis-
trative leadership evaluation, expert assessment, and student
evaluations of teachers are all examples of ways or tech-
niques to assess teaching quality. Because each evaluation
method and its outcomes serve a different purpose in the
evaluation, their evaluation functions should be distinct as
well. Each evaluation method and its results are only a part
of the overall assessment of teaching quality, but they cannot
be compared. Because of the large number of college and
university teachers, as well as the frequent evaluation of
the number of teachers, the organization’s leadership and
peer expert survey evaluation method is not only time-
consuming. Because of the interpersonal contact and lack of
familiarity with the teaching process, as well as the influence
of such aspects as actually difficult to operate, most colleges
and universities use students as the major body of teachers’
teaching quality evaluation technique. China’s colleges and
universities have used student evaluation of instructional
activities since the 1980s, which has helped to improve teach-
ing quality. Because they are the direct recipients of instruc-
tion, students have the right and ability to evaluate teachers’
teaching. Because of the variety of types, complex majors,
and uneven levels of students, different requirements for
instructors’ teaching quality evaluation exist in colleges and
universities across the country.

On the content of the teaching level evaluation system
design, it is difficult to take a course and a teacher in a learn-
ing phase, to quantify the effect of general courses as the main
index, or teaching effect as the main index, and put the eval-
uation content on the teaching process, because learning and
development is a continuous process and learning and
growth environment is diverse. From the perspective of pro-
cess management, the school teaching process is manifested
as the interaction of multiple factors and the combination
of multiple links; it is also difficult to compare different fields’
teaching, different types of courses, teaching relationships,
and teaching objects. As a result, the most basic features that
can immediately represent the teaching level and are preva-
lent are mostly taken into account when evaluating teaching
quality.

3. Methodology

3.1. Teaching Quality Evaluation System. The goal of teach-
ing quality assessment is to promote teaching reform,
improve teaching quality, reduce student burden, increase
students’ intelligence, and improve their ability to analyze
and solve problems. We should be objective, fair, and rational
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when evaluating the quality of instruction, rather than guess-
ing or mixing personal feelings, and we must achieve the
unity of ideology, science, and feasibility. Teaching quality
is frequently assessed in colleges and universities through
four channels: student evaluation, expert evaluation, peer
evaluation, and instructor self-assessment, with the final
evaluation results synthesized. However, various concerns
remain in the process of establishing, employing, and evalu-
ating the teaching quality assessment system’s evaluation
outcomes, such as evaluation theory research, evaluation
method use, evaluation method updates, and evaluation data
analysis. These issues have an immediate impact on the edu-
cational system. The importance of quality assurance and the
potential for knowledge mining.

The various indicators in the evaluation system generally
involve teaching attitudes, teaching content proficiency, and
basic teaching skills. However, the comprehensive quality of
teachers is not only reflected in the above aspects but should
also include teachers’ knowledge, teaching and research abil-
ity, teaching design ability, and teacher’s innovation ability,
but these evaluation indicators that can fully reflect the com-
prehensive quality and personality of teachers are rarely
involved in the evaluation system. As a result, the design of
an evaluation index system should be given careful thought.

The indications in the evaluation system of the differ-
ences in the influence degree of the evaluation findings
should be given distinct weights; however, many schools
and universities still use the same weighting approach to
make things easier for themselves or subjectively determined
a weight distribution table to establish the evaluation system;
using this evaluation approach to assess teaching quality not
only undermines the credibility of evaluation outcomes but
also creates barriers to further data mining. As a result, a suit-
able weight distribution is a critical step in perfecting the
evaluation system.

The data in the teaching evaluation database is contin-
uously growing as network teaching assessment becomes
more prevalent on digital campuses. Facing the “mountain
of data sets,” traditional data analysis means can only
obtain the surface information of these data, and it is dif-
ficult to dig out the deep valuable information. An essen-
tial goal of teaching evaluation is to learn how to better
use evaluation data to extract knowledge. The lack of
modern scientific and technology methodologies and an
imperfect evaluation feedback and control mechanism are
the major issues that the teaching quality evaluation sys-
tem is currently experiencing. The correctness and trust-
worthiness of evaluation outcomes will be directly affected
by the scientific establishment of assessment indexes and
the rationality of index weight distribution. As a result, devel-
oping and establishing a method for evaluating teaching
quality are a vital step in enhancing teacher quality and a
pressing requirement in colleges and universities to improve
classroom management.

Teachers’ teaching quality is evaluated in terms of
content, techniques, attitude, and teaching effect, such as
content, in order to demonstrate consistency, comprehen-
siveness, and effectiveness, and the principle of indepen-
dence, incentive, and fault tolerance; this article set

evaluation index is from 1 to 7: X1, X2, X3, X4, X5, X6, and
X7, where X1 represents the course progress, the depth
and breadth of teaching, and the reasonable degree of
learning burden; X2 represents the degree of integration
with practice and whether it can reflect modern scientific
and technological achievements; X3 represents the degree
of clarity, hierarchy, and emphasis of the lecture; X4 stands
for vivid explanation, inspiring and inducing, and attrac-
tive, exemplified by examples, combining theory with prac-
tice; X5 stands for instructing correct learning methods to
cultivate students’ analytical ability; X6 represents the degree
of careful preparation for lessons, skilled explanation,
answering questions, and correcting homework; and X7
stands for continuous improvement in teaching and educat-
ing people.

3.2. Adaptive BP Neural Network. Existing teaching quality
evaluation methods and models in colleges and universities
have flaws in processing small-scale low-dimensional data
sets, such as difficulty determining the index weights of the
analytic hierarchy process, subjectivity and randomness of
the fuzzy synthesis method, and the support vector machine’s
grid search. When using a traditional BP neural network, the
optimization approach is slow, the self-convergence is slow,
and it is easy to fall into the local minimum. An adaptive BP
neural network model is proposed in this study. Integrating
an adaptive learning rate and a momentum component to
speed up convergence, as well as tuning the network struc-
ture to ensure model stability, improves the gradient
descent methodology of the BP neural network. New evalu-
ation indicators are added to the model’s input feature vec-
tor to ensure a complete assessment of teaching activities,
and the evaluation sample data set is normalized to improve
the model’s computation performance. The evaluation sample
data set’s training and test portions are separated and entered
into the model for training and verification. To ensure that the
model presented in this chapter is useful in assessing teaching
quality at colleges and universities, performance indicators
such as MSE, prediction accuracy, and training time are used
to compare it to other approaches and models.

Given the fact that assessing teaching quality is a multi-
objective, multilevel, and sophisticated nonlinear problem
and current college teaching quality assessment methods
and models make determining weights difficult, subjectivity
and randomness are too strong, and the conventional BP
neural network has a slow convergence time, making it easy
to fall into a local minimum. The model of an adaptive BP
neural network is proposed. The basic idea behind this model
is to use an adaptive learning rate and a momentum term to
improve the convergence speed of a BP neural network’s
gradient descent method and optimize the network topology
to ensure the model’s stability. In addition, to create the
teaching quality evaluation index system of cost text, new
evaluation indexes were added to the traditional evaluation
indexes, ensuring the model’s comprehensive evaluation of
teaching activities, and the evaluation index sample data set
was normalized as the model’s input feature vector, improv-
ing the model’s calculation efficiency.
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3.2.1. Network Structure. Any nonlinear mapping of n
-dimensional to m-dimensional functions can be satisfied
by a three-layer BP neural network. As a result, this research
develops a three-layer BP neural network model for evaluat-
ing teaching quality, with one input layer, one hidden layer,
and one output layer. The size of the input sample and the
size of the output result, respectively, determine the number
of neurons in the input and output layers. Selecting neurons
in the buried layer, on the other hand, is more difficult and
not well guided by theory. This research uses an empirical
formula and multiple experiments to identify the number
of neurons in the input and output layers. Using equation
(1) and trial and error, we establish the appropriate number
of neurons.

ni =
ffiffiffiffiffiffiffiffiffiffiffiffi

n +m
p

+ a, ð1Þ

where the number of neurons in the input layer is n, the
number of neurons in the output layer is m, and a is a con-
stant between [1, 10].

3.2.2. Adaptive Learning Rate and Momentum. In a standard
BP neural network, the learning rate, also known as the learn-
ing step size, is fixed. When the learning rate is too high, the
network topology becomes unstable and oscillates. However,
if the learning rate is too low, the network’s convergence
speed will be slow, making it impossible to ensure that the
learning efficiency of the overall network structure is optimal
in real-world applications. To increase convergence speed,
the adaptive learning rate automatically adjusts the learning
rate in response to changes in network error and corrects
the weights and thresholds between the connection layers
on a regular basis. Assuming the initial learning rate is μð0Þ,
the n-th iteration of the model results in a network error
of EðnÞ. When the learning rate changes, the equation is
shown as follows:

μ nð Þ =
βμ n − 1ð Þ, E nð Þ < E n − 1ð Þ,
γμ n − 1ð Þ, E nð Þ > E n − 1ð Þ,
μ n − 1ð Þ, else,

8
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>
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>
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ð2Þ

where β = 1:05 and γ = 0:7.
Adaptively modifying the learning rate throughout the

error back propagation process can significantly improve
convergence speed. However, only the adjustment of the
gradient descent direction at the current time t is consid-
ered, and the gradient direction before the time t is not
considered, which will cause turbulence in the training
process and cause the model to become unstable and easily
fall into a local minimum. The momentum term is inserted
to rectify this inconsistency, and it alters the weight value to
give a damping effect in the error back propagation process.
The equation is shown in (3). Regarding equation (3) as a
time series with t as a variable ð0 < t <NÞ, equation (3) can
be regarded as the first-order difference equation of ΔwðnÞ,
and its calculation equation is as follows:

Δw nð Þ = αΔw n − 1ð Þ − μ
∂E nð Þ
∂w nð Þ , ð3Þ

Δw nð Þ = −μ〠
n

t=0
αn−t

∂E nð Þ
∂w nð Þ , ð4Þ

where α is the momentum term ð0 < α < 1Þ,w is the weight, μ
is the learning rate, and EðnÞ is the error. Then, the weight
adjustment equation of BP neural network is as follows:

w n + 1ð Þ =w nð Þ − μ nð Þ〠
N

t=0
αn−t

∂E nð Þ
∂w nð Þ : ð5Þ

To ensure a more thorough evaluation of the teacher’s
teaching process, 23 second-level indicators were produced
by merging two first-level indicators of preteaching prepara-
tion and the situation in the teaching process with standard
evaluation indicators in this study. Normalize the evaluation
sample data to reduce the difficulty of altering the weight and
threshold due to the large change in the input value, which
will increase the calculation efficiency of the BP neural
network.

3.3. Evaluation of University Teaching Quality Based on
the Adaptive BP Neural Network. Figure 1 shows the pro-
cessing flow chart for the adaptive BP neural network
model for teaching quality evaluation. To increase the
model’s convergence speed, the model adjusts the learning
rate based on a comparison of the current error and the
prior error and adds a momentum term to dampen the
model to prevent oscillations and assure stability. At the
same time, new input variables are introduced. To ensure
a fuller model evaluation, the input features are included.
From the normalized evaluation index sample number
set, a training data set and a test data set are constructed,
with the training data set being used to train the model.
Adjust the number of hidden layer neurons in the network
structure of the model during the training process, using the
adaptive learning rate and momentum term to improve the
gradient descent method of the BP neural network as the
training function. The rate and momentum terms are fine-
tuned, and the model was continuously trained iteratively
to modify its own weights and thresholds until the evaluation
result meets the set target accuracy or reaches the maximum
number of iterations, then exits the training and obtains this
time the best or final model. Finally, use the test data set to
demonstrate that the proposed model has good evaluation
prediction accuracy and benefits in evaluating teaching
quality.

4. Experiments and Results

4.1. Experimental Setup. In the experiment, the network
structure of the model is given as three layers, the learning
rate is set to 0.001, the maximum number of training times
is 10000, the weights and thresholds of the model are
randomly selected, and the activation function is a single
sigmoid function.
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4.2. Dataset. Obtain the evaluation data set of a course from
2003 to 2020 from the educational administration system
of a university. There are a total of 7171 sample data
points. One of them is the data used to evaluate the
teacher’s teaching process using students as the major
evaluation body; the data used to evaluate the teacher’s
teaching process using students as the primary evaluation
body is used as the evaluation model’s input value; because
it is crucial to the model’s verification, the target expected
output value is incorporated based on the evaluation of the
teaching supervision group teachers’ numerous lecture
records. The model’s target predicted output value is based
on the score. During the study, the sample data with a high
evaluation, a bad assessment, or data that was inconsistent
with the facts were removed from the data set, leaving 6,178
sample data. Sample training data is critical in neural net-
works. Normalize the input samples to ensure that the data
is within the specified range ½0, 1�, which is conducive to data
processing and improves network efficiency. The normaliza-
tion processing equation of the input sample is

X = T − Tmin
Tmax − Tmin

: ð6Þ

4.3. Experimental Results. The improved gradient descent
methodology is more effective than the standard gradient
descent strategy in finding the adaptive learning rate and
momentum term as the training function of a BP neural net-
work. Assuming that the number of neurons in the hidden
layer is 10, the growth ratio and decline ratio of the adaptive
learning rate are set as 1.2 and 0.7, respectively, and the
momentum term is set as 0.9. Input a training data set into
the model for training in order to obtain stable network
model, and then an input validation test data set, respectively,

in two different algorithms as the training function, to con-
trast the performance of the model number of iterations
and the training time, the MSE and model prediction accu-
racy comparison of the differences between predicted results
and actual results. In this experiment, the average value
obtained by running 10 times is the final result, and the result
is shown in Table 1.The results show that when the adaptive
learning rate and the gradient descent method with improved
momentum term are used as the model’s training functions,
the learning rate of the model adapts adaptively and dynam-
ically in response to changes in errors, ensuring that the
model’s convergence speed is improved during the training
process, and the error between the model and the expected
value of the target can be greatly reduced. It is also more
effective than traditional methods in predicting accuracy
and iteration times.

Figures 2 and 3 show that when the number of iterations
grows, the MSE and prediction accuracy of the teaching
evaluation model jump and fluctuate in the form of fluctu-
ations, with the MSE increasing and then decreasing, but
the ACC increasing all the while. Figure 4 shows that
although the number of iterations and training duration
of the model is not optimal when the number of neurons
in the hidden layer is 30, the difference is not significant
when compared to the number of other neurons and can

Input samples

Initialize the weight

Randomly select sample k

Calculate the hidden layer

Calculate the output layer

k = n?k = k+1

Calculation error E

Adaptive learning rate
and momentum 

Calculate hidden layer error

Calculate output layer error

E < 𝜀? epoch > M?

Input test data

Output prediction

NO

NO
YES

YES
YES

NO

Shadow BP network

Figure 1: Evaluation model of teaching quality in colleges and universities.

Table 1: Comparison of the results of the experiment.

Method MSE ACC

Genetic algorithm 48.32 0.7958

BP 46.99 0.8478

Adaptive BP (ours) 32.14 0.9120
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be tolerated; and at this time, the model of the MSE error and
prediction accuracy rate are the best, which is more condu-
cive to accurately evaluating teaching activities. As a result,
based on the overall performance measures, the number of
hidden layer neurons chosen is 30. Furthermore, this demon-
strates that the method presented in this research can accu-
rately assess the teaching quality of colleges and institutions.

4.4. Ablation Experiment. In order to further verify the effec-
tiveness of the algorithm in this paper, we conducted ablation
experiments to verify the influence of the BP network and
multilayer perceptron (MLP) on the experimental results.
The experimental results are shown in Table 2.

It can be seen from the experimental results in Table 2
that the performance of using MLP is far worse than that of
using the BP network selected in this paper. Therefore, the
MLP without optimized training is inferior to BP. Therefore,
the proposed method uses the BP network.

5. Conclusion

In this paper, a neural network model is used to solve com-
plex nonlinear problems in the assessment of college teaching
quality. It also performs an in-depth study on evaluating the
quality of college instruction. The development of a new
adaptive BP neural network model has been completed. To
increase the model’s convergence speed, optimize the net-
work structure, and assure its stability, the model incorpo-
rates the adaptive vector and momentum of the modified
gradient descent BP neural network. Then, to guarantee that
the model completely evaluates educational activities, the
new evaluation index was added to the traditional evaluation
index. We also proved the effectiveness and superiority of the
proposed model through experiments. In addition, the
research in this paper is based on extensive data research
and data cleaning in the early stage. The proposed algorithm
will be limited to real-time processing in a complex
environment.

Data Availability

The data used to support the findings of this study are
included within the article.
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Table 2: Results of ablation experiments.

Method MSE ACC

Embed MLP 49.51 0.8317

Ours 32.14 0.9120
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