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In our society, realizing intelligent positioning in indoor environments is important to build a smart city. Currently, mutual
positioning requirements in the unknown indoor environment are growing fast. However, in such environment, we can obtain
neither outdoor radio signal nor the indoor images in advance for online positioning. Therefore, how to achieve mutual
positioning becomes an interesting problem. In this paper, we propose a vision-based mutual positioning method in an
unknown indoor environment. First, two users take images of the unknown indoor environment, use semantic segmentation
network to identify the semantic targets contained in the images, and upload the generated semantic sequence to the user shared
database in real time. Then, every time two users reupload a semantic sequence due to a change of location, it is necessary to
retrieve whether another user has uploaded the same semantic sequence in the shared database. If the retrieval is successful, it
means that two users have seen the same scene. Finally, two users select a target from the two user images taken based on the
same scene to establish a three-dimensional coordinate system, respectively, calculate their own position coordinates in this
coordinate system, and realize mutual positioning through position coordinate sharing. Experiment results show that our
proposed method can successfully realize mutual positioning between two users in an unknown indoor environment, while
ensuring high positioning accuracy.

1. Introduction

1.1. Motivation. In our daily life, people often enter and exit
some completely unknown indoor places such as office build-
ings and shopping malls. When multiple users are in differ-
ent positions in an unknown indoor environment, they are
eager to know where others are relative to them. Therefore,
mutual positioning among users in an unknown environ-
ment has an important practical significance and a very
broad development prospect. However, due to the lack of
prior information of environmental layout in the unknown
indoor environment, it is difficult for people to determine
their current positions. Therefore, in the process of mutual
positioning, users need to conduct information interaction
and share the information they can currently obtain so as
to determine the position of each other.

With the rapid development of smart phones, they are
generally equipped with high-pixel image acquisition sen-
sors, which can be used to collect images of indoor scene
more conveniently and quickly. In the process of mutual
positioning, users need to take pictures of the scene they
can currently see and share them to others in real time. After
users take images of an unknown indoor environment, this
paper uses semantic segmentation network to identify the
semantic targets contained in the images and uploads the
generated semantic sequence to the shared database in real
time. Based on the semantic sequences that users upload,
we can judge whether they have seen the same scene. When
it is determined that users can see the same scene, then they
choose a target as the benchmark to establish the location
connection among them. Users solve their position coordi-
nates relative to the target, respectively, and finally realize
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mutual positioning through the sharing of coordinate
information.

1.2. Related Works.With the popularization of smart phones
and the rapid improvement of terminal processing speed,
visual positioning technology has become a research hotspot
in recent years and has been widely concerned by researchers.
At present, indoor positioning methods in indoor environ-
ment are mainly divided into four categories: indoor posi-
tioning method based on wireless signals [1–3], based on
inertial navigation [4], based on geomagnetic information
[5], and based on vision [6–8]. In these approaches, indoor
positioning method based on vision has obvious advantages
because it not only has the advantages of low deployment
cost, strong autonomy, and high positioning accuracy but
also the principle of image collection in the method is very
similar to that of human eyes observing the surrounding
environment. Therefore, this paper uses visual positioning
method to achieve mutual positioning among users. The cur-
rent mutual positioning technology is mainly researched for
outdoor scenes to realize mutual positioning and navigation
of intelligent vehicles and drones. In [9, 10], the mutual posi-
tioning technology was applied to the development of intelli-
gent transportation systems, using the Android operating
system that is provided by Google attached to the smart-
phone that can provide access to the original GNSS measure-
ment. Silantyev et al. [11] studied the method of mutual
positioning in unmanned aerial vehicle (UAV) group control
systems. Each UAV has a global navigation satellite system
(GNSS) receiver and its own radar station with active
response.

However, in the indoor environment, mutual positioning
based on unknown environment is still a relatively new field,
and there are not many reference materials. Therefore, this
paper starts from the research status of visual positioning
technology and image semantic segmentation technology
[12–14] and proposes a method for mutual positioning
between users in an unknown environment. In this paper, a
visual positioning method based on identification is adopted
to solve the user’s position coordinates in the current coordi-
nate system by taking the same object that can be seen
between users as the center of the coordinate system. Zhang
et al. [15] proposed a joint BA framework to consider other
constraints from detected road traffic signs and solved the
problem of error drift by correlating several image frames
together to optimize the camera attitude and simultaneously
extract 3D map points. In order to focus on the camera local-
ization problem using visual semantic information, a coarse
to a fine mechanism in [16] was aimed at localizing the cam-
era position. Through simulation experiment, this proposed
framework was not only useful for visual localization but also
useful for other advanced tasks of robot. In [17], aiming at
the problem of excessive or insufficient exposure of image
areas due to the rapidly changing lighting conditions during
feature detection, synchronous video stream fusion in HDR
stereo cameras can significantly improve the problem of
low matching accuracy of identification areas due to changes
in light environment and effectively improve the positioning
accuracy. The authors in [18–20] proposed a localization

method based onmonocular vision in dynamic environment,
aiming at the disturbance of dynamic objects to the estima-
tion results of visual odometer of visual SLAM system in
dynamic environment.

In order to recognize the semantic identifiers in the image
correctly, it is necessary to use the image semantic segmenta-
tion technology to process the user image. Sun et al. [21] put
forward a novel RGB and thermal data fusion network Fuse-
Seg to achieve the excellent performance of semantic seg-
mentation in urban scenes, which can be better applied to
urban scenes. The novel end-to-end network for multimode
salient target detection in [22] transforms the challenge of
RGB-T salient detection into the problem of CNN feature
fusion. This method has good segmentation effect in the
environment of cluttered background and insufficient light.
Wei et al. [23] adopted the image-level annotation method
for the training data, used the classification network to obtain
the significant area target in the image according to the pri-
mary and secondary level, improved the pixel accuracy of
the significant area, solved the situation of semantic segmen-
tation edge blur, and got a good classification effect. Liu [24]
proposed a computationally efficient lightweight image
semantic segmentation network based on multilevel feature
parallel network (LSSN), which comprehensively improves
the real-time performance of semantic segmentation algo-
rithms and accuracy.

At present, according to the different camera working
methods in the visual positioning method, the positioning
system can be divided into monocular visual positioning
[25], binocular visual positioning [26–28], and depth visual
positioning [29]. Since both monocular cameras and depth
cameras have certain limitations in current applications, this
paper uses binocular vision positioning technology to deter-
mine the user’s position coordinates. The binocular vision
positioning technology conforms to the process of human
beings perceiving the position of surrounding objects
through both eyes, and the left and right cameras represent
the left and right eyes of humans. By observing the imaging
difference of the same object between the left and right cam-
eras, we can obtain the depth information of the target.
Therefore, this paper uses binocular vision positioning
method to solve the distance between the selected target
and users, then calculate the position coordinates of users rel-
ative to the target, and finally realize the mutual positioning
between users through the coordinate information sharing
between users.

1.3. Contributions and Paper Organization. In this paper, we
investigate the problem of mutual positioning among users
in an unknown indoor environment. The major contribu-
tions of this paper are summarized as follows:

(1) We propose a method to represent images by using
semantic objects contained in corresponding images
in order to reduce the time of image matching and
the storage capacity in the database. We use R-FCN
to detect semantic targets in images. Therefore, net-
work training should be carried out on R-FCN before
positioning. Some common objects in indoor
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environment, such as doors, windows, and hydrants,
should be photographed from multiple angles so that
the final trained R-FCN network has a high target
recognition accuracy

(2) We propose an image retrieval algorithm based on
image semantic sequence to solve the problem of fast
matching among user images. When we need to
determine whether users have seen the same scene,
we need to retrieve whether the pictures taken by
users are similar. Traditional image retrieval methods
need to extract all feature points in the image and
observe the matching degree of image feature points,
which not only takes up a large storage capacity but
also takes a long time. In this paper, R-FCN is used
to identify the semantic target of user images and
finally generate a corresponding semantic sequence
of images. Users upload the corresponding semantic
sequence to the shared database after each image
shooting and judge whether they have seen the same
scene by retrieving the same or similar semantic
sequence from the database, which greatly reduces
the retrieval time

(3) We propose a binocular vision localization algorithm
based on image semantic target to solve the problem
of mutual location among users. When we are sure
that users can see the same scene, we select a semantic
target from this scene as the center to establish the
coordinate system. At this time, each user has their
own corresponding coordinate in this coordinate sys-
tem, and they establish position correlation with the
selected target. We can identify the pixel coordinates
of the selected target corners in the image by using
the semantic segmentation network. By using the dif-
ference between the left and right images of the same
corner in the binocular camera, we can solve its depth
information and then solve the 3D coordinates of the
user relative to the target. Finally, when each user has
figured out their coordinates relative to the same
position, they can realize mutual positioning by shar-
ing coordinate information

The rest of the paper is organized as follows. Section 2
formulates the problems of mutual positioning and illustrates
the system model for the proposed scheme; Section 3 gives a
detailed introduction to the algorithm proposed in this paper
based on the user mutual positioning problem; Section 4
evaluates the system performance of the proposed method
by experimental simulation; in Section 5, we present a brief
conclusion in which we summarize key contributions of
our work.

2. Problem Formulation

2.1. Problem Statement. This paper mainly studies the mutual
positioning method based on unknown environment.
Figure 1 shows the mutual positioning of two users as an
example. Initially, user 1 and user 2 are in two different posi-
tions in an unknown indoor environment. Besides, they do

not understand the indoor environment and cannot see each
other due to obstructions. Therefore, at this time, they cannot
determine each other’s position.

In order to determine the position of each other, each
user should share information about the scene he can see
whenever he walks a certain distance. According to the scene
information that users can obtain, we can judge whether they
can see the same scene and they will conduct mutual posi-
tioning in this scene when it is determined that they can see
the same scene. When performing mutual positioning, we
choose a target in this scene as the center for the establish-
ment of a three-dimensional coordinate system; then, two
users have their own corresponding position coordinates in
this coordinate system, and they can finally realize mutual
positioning through position information sharing.

2.2. System Model. Since both users are unknown to the cur-
rent indoor environment, they need to judge their current
position based on the semantic target category contained in
the scene image they can currently see. If the scenes that
two users have, respectively, seen contain the same kind
and number of semantic target, it means that they both have
seen this scene, so they can perform mutual positioning in
this scene. Therefore, every time a user shoots the current
scene, this user needs to use the R-FCN semantic segmenta-
tion network to identify the semantic targets contained in the
current scene and generate a corresponding semantic
sequence. Two users upload the generated semantic sequence
to the shared database through the shared network each time
and search in the database whether another user has also
uploaded the same semantic sequence. If the retrieval is suc-
cessful, it means that another user has also seen this scene, so
they can conduct mutual positioning in this scene. If the
retrieval fails, it means that they are currently far apart and
they need to continue walking along the current track until
the retrieval is successful.

When performing mutual positioning, it is necessary to
ensure that two users are in the same coordinate system.
Therefore, after the semantic targets in the user images are
identified, we select a target in both user images and take this
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Figure 1: Mutual positioning in an unknown environment.
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target as the center for the establishment of three-
dimensional coordinate system. At this time, both users are
in this coordinate system and realize mutual positioning by
solving and sharing position information. Therefore, the
mutual positioning method proposed in this paper mainly
includes two modules: image searching and matching mod-
ule and mutual positioning module. The flowchart is shown
in Figure 2.

As can be seen from Figure 2, during mutual positioning,
user 1 and user 2 first take pictures of the indoor environ-
ment in front of them, then they put the images into the R-
FCN semantic segmentation network which is used to iden-
tify the semantic targets contained in the user images, and
finally generate the semantic sequence corresponding to the
images.

In the image searching and matching module, user 1 and
user 2 upload the semantic sequence generated by the cur-
rently photographed picture to the shared database through
a shared network such as ad hoc network or Wi-Fi network.
Every time a user uploads a semantic sequence to a shared
database, we record the time that user uploads it and retrieve
the semantic sequence with those semantic sequences already
stored in the shared database to find whether there is a sim-
ilar semantic sequence that satisfies our requirements. If the
retrieval is successful, it means that another user has seen
the same scene, and then, we can find the corresponding
images taken by users using binocular cameras according to
the uploading time of the selected semantic sequence. There-
fore, we determine the scene to be positioned according to
the image, and then, two users can determine the position
of each other based on this scene.

In the mutual positioning module, in order to establish
the position connection between the two users, it is neces-
sary to select a target seen by both users and with abun-
dant feature points as the center for the establishment of
coordinate system in this scene. Both users need to restore
their position coordinates relative to the target according
to the images they have taken. Therefore, users first use
the semantic segmentation network to calculate the pixel
coordinates of the corner points of the selected target in
the image. Then, they use the difference between the pixel
coordinates of the corner points in the left and right
images to solve the depth information and solve the posi-
tion coordinates of the user relative to the target and the
turning angle. Finally, they realize mutual positioning by
sharing position information.

3. Proposed Method

3.1. Principle of Image Semantic Segmentation. The semantic
segmentation network used in this paper is R-FCN [30, 31],
which is a two-stage target detection model. R-FCN devel-
oped from Faster R-CNN, followed the idea of fully convolu-
tional network (FCN), and solved the contradiction between
location insensitivity of classification network and location
sensitivity of detection network. This network is composed
of the fully convolutional network (FCN), the region pro-
posal network (RPN), and the region of interest (ROI) sub-
network. FCN is used for feature extraction of input

original image to generate feature map, RPN generates
regions of interest (ROI) [32, 33] according to the
extracted features, and ROI subnet locates and classifies
target areas according to features extracted by FCN and
ROI output by RPN. R-FCN first uses FCN to convert
the original image into a corresponding feature map and
then uses RPN to filter the foreground information on
the feature map and frame the area that belongs to the
object. At present, it is only a dichotomy operation, which
can only determine whether the region belongs to fore-
ground or background, but cannot know its specific classi-
fication information. Finally, the specific classification and
location of the target are realized through the position-
sensitive score chart. The structure of R-FCN model is
shown in Figure 3.

It can be seen from Figure 3 that when a user image is
input into the R-FCN semantic segmentation network, this
network will detect the semantic information and record
the types of semantic objects contained in the user image
and finally generate a semantic sequence corresponding to
the image.

The workflow of R-FCN is shown in Figure 4; the deep
residual network performs a full convolution operation on
the original user image and obtains a corresponding W ×H
× 1024-dimensional feature map, where W and H, respec-
tively, represent the width and height of the feature map,
and they are the result of the actual input image being
reduced according to a certain ratio.

ROI subnet and RPN are the results obtained by con-
volving the feature map output by ResNet-50 again; ROI
subnet uses k × k × ðc + 1Þ convolution kernels, where k
represents the number of equal divisions of the rectangular
frame of the candidate area in the length and width direc-
tions. Generally, k = 3, that is, each ROI is divided into 9
equal parts. c represents the final number of categories;
there are a total of ðc + 1Þ categories because of some
background information. The ROI subnet convolves the
W ×H × 1024-dimensional feature map output by
ResNet-50 to generate a new W ×H × 9ðc + 1Þ-dimen-
sional feature map, which is called a position-sensitive
score map. The position-sensitive score map has ðc + 1Þ
layers; each layer corresponds to a category, and for each
layer, the ROI obtained by RPN is divided into 9 subre-
gions [34]. The meaning of the division is that the ROI
should contain all parts of category ciði = 1, 2,⋯, c + 1Þ in
each region, and when all subregions have high response
values to the corresponding parts of a target, then the clas-
sifier will judge the ROI as this category. Each part of the
target and each subregion of ROI have a one-to-one map-
ping relationship.

The ROI area extracted by RPN contains the four attri-
butes of horizontal and vertical coordinates, length, and
width, which means that different ROI areas can correspond
to different positions on the score map. In addition, each ROI
is divided into 9 subareas, each of which contains multiple
position-sensitive score values. Because too much data will
interfere with subsequent classification operations, data
needs to be compressed by pooling operations. For each
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subregion binði, jÞ, 0 ≤ i, j ≤ k − 1, the following pooling
operation is performed:

rc i, j ∣Θð Þ = 〠
x,yð Þ∈bin i,jð Þ

zi,j,c x + x0, y + y0 ∣Θð Þ
n

, ð1Þ

where rcði, j ∣ΘÞ is the pooling response of subregion
binði, jÞ to c categories, zi,j,c is the position-sensitive fraction
graph corresponding to subregion binði, jÞ, ðx0, y0Þ repre-
sents the pixel coordinates in the upper left corner of the tar-
get candidate box, x and y are the offset of the current pixel
coordinate from the upper left pixel coordinate,Θ represents
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all the learning parameters of the network, and n is the num-
ber of pixels in subregion.

After the pooling operation, the 9 subregions have
become 9 position-sensitive scores, which, respectively, rep-
resent the scores of the location corresponding to the 9 spa-
tial orientations of the category. Then, the scores of these 9
subregions can be summed to get the ROI belonging to the
category score. Finally, for the ðc + 1Þ categories, the output
of the pooling layer is summed according to the dimensions
to obtain a ðc + 1Þ-dimensional vector:

rc Θð Þ =〠
i,j
rc i, j ∣Θð Þ: ð2Þ

This vector is then substituted into the Softmax equation
to obtain the probability that the target belongs to each cate-
gory using the Softmax regression class method:

sc Θð Þ = erc Θð Þ

∑c
c′=0e

rc ′ Θð Þ : ð3Þ

After calculating all the probabilities, R-FCN classifies
each ROI according to the principle of maximum probability,
and finally, we can know the category information of each
ROI framed target. In order to determine the accuracy and
optimal number of iterations during network training, the
relevant loss function needs to be set. When the final training
output value of the loss function is less than the threshold
specified in advance, it indicates that the network training
result is better. The loss function of the R-FCN network uses
a multiobjective loss function, while considering the loss of
classification and the loss of location. Therefore, the equation
can be derived:

L s, tx,y,w,h
� �

= Lcis Sc∗0ð Þ + λ c∗>0½ �Lreg t, t ∗ð Þ, ð4Þ

where c ∗ stands for ground truth, Lcis represents the loss of
classification cross entropy, Lreg represents the loss of posi-
tion, and t ∗ represents the location of ground truth. ½c∗>0�
means that if the classification is correct, its value is 1; if the
classification is wrong, its value is 0, that is, no position loss
is performed for the wrong classification. λ represents the
super parameter, and if its value is 1, it means that the classi-
fication loss is as important as the position loss. During the
training, if the final loss function is less than the specified
threshold or the number of iterations reaches the upper limit,
the training will be stopped. At this time, all parameters in
the R-FCN model have been adjusted to appropriate values,
which can be used for target detection and classification
operations.

3.2. Fast Matching Retrieval between User Images. The pre-
condition for two users to conduct mutual positioning is to
ensure they can see the same scene, so each user should share
the scene he can see with the other at regular intervals. How-
ever, image contains a large amount of data due to its rich
information content. If user image retrieval is based on the
image database, it will not only take up a large storage capac-

ity of the database but also take a long time to match the fea-
ture points of the image. Therefore, this paper proposes an
image semantic sequence retrieval method based on shared
database. When two users conduct mutual positioning, they
first shoot the scene in front of them and then use semantic
segmentation network to identify the semantic target of the
image they shoot and generate the corresponding semantic
sequence of the current user image. The generated sequence
is uploaded to the shared database through shared network,
such as ad hoc network and Wi-Fi network. Finally, we
retrieve the semantic sequence uploaded by users and the
sequences stored in the shared database. If we find that
another user has uploaded the same semantic sequence, it
means that they have seen the same scene. Then, we conduct
mutual positioning between them based on this scene. If the
retrieval fails, it means they have not seen the same scene, so
they should continue to walk along the current track until the
retrieval is successful. The process of image information
interaction between users is shown in Figure 5.

Assuming that the trained R-FCN semantic segmenta-
tion network can recognize n types of semantic targets, for
any user image I, the following semantic sequence format
can be generated.

In Figure 6, Ci represents the name of the identified tar-
get, and Ai represents the number of times that the corre-
sponding category appears in the user image. Each category
occupies a bit in the semantic sequence, and they are
arranged in order from high to low according to the richness
of feature points contained in the target. For example, in an
indoor environment, the poster on the wall contains the most
feature points, and then, the category corresponding to the
highest bit in the semantic sequence is the poster; the door
contains the least feature points, so the category correspond-
ing to the lowest bit in semantic sequence is the door.
Therefore, although each user image contains different
semantic information, the resulting semantic sequence for-
mat is the same.

When users share the image information they can see,
both users need to put the scene images they have currently
taken into the R-FCN semantic segmentation network for
semantic target recognition at regular intervals and then
upload the semantic sequence to the shared database through
the sharing network. The shared database stores the semantic
sequences transmitted by users and records the time when
database receives the sequences. The data format stored in
the shared database is shown in Figure 7.

It can be seen from Figure 7 that the shared database will
identify the user’s ID according to the IP address of the
sender and store the received data in the data storage space
of the corresponding user. ti in the figure represents the time
when the shared database receive the semantic sequence
uploaded by the user. It should be noted that the time when
user 1 and user 2 upload the semantic sequence does not
need to be strictly consistent, and the time interval between
the upload of the semantic sequence can also be not the same.

Aj
i represents the j bit of the semantic sequence uploaded by

user 1 for the i time, which stores the number of times that
the semantic category corresponding to the bit appears in
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the image captured by user 1 at the current time. Bj
i repre-

sents the information uploaded by user 2, which has the same

meaning as Aj
i .

Whenever a user uploads a new semantic sequence, we
will retrieve it with all the semantic sequences uploaded by
another user. The criteria for determining that the user
images corresponding to two semantic sequences are taken
in the same scene during retrieval are as follows.

Assume that the corresponding semantic sequence of
user 1 image is Sem1 = ½a1, a2,⋯, an� and the corresponding
semantic sequence of user 2 image is Sem2 = ½b1, b2,⋯, bn�.
When the two semantic sequences meet,

〠
n

i=1
ai − bij j ≤D, ð5Þ

where D is the distance threshold, reflecting the similarity
degree of the two semantic sequences. It is believed that the
user images corresponding to the current two semantic
sequences are shot in the same scene, and two users can con-
duct mutual positioning in this scene. Through the experi-
ment, it can be found that the smaller the threshold D, the
higher the matching accuracy of the user’s image. In order
to consider the difference between two users when observing
the same scene from different perspectives, there may be a
problem that one user can see the target and the other user
cannot see it due to the obstruction of obstacles. Therefore,
the distance threshold D is set as 2 in this paper.

Therefore, if user 1 uploads a semantic sequence of an
image to the shared database, we find that user 2 has previ-
ously transmitted a semantic sequence that meets the
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distance threshold D requirement. At this time, we return the
time that user 2 passed in this semantic sequence to him, and
then, user 2 can find the scene image uploaded at that
moment. Then, two users can conduct mutual positioning
based on the photos taken in the scene. If the retrieval fails,
it means that they have not seen the same scene at present,
and they need to continue walking along the current path
until the retrieval is successful to start mutual positioning.

3.3. Binocular Visual Localization Based on Semantic Target.
When it is determined that users can see the same scene, they
can locate each other based on this scene. First of all, each
user will obtain the upload time of the semantic sequence
that meets the threshold requirements if the image retrieval
is successful, and they can find the corresponding left and
right photos taken by binocular camera according to the
upload time of the semantic sequence. Then, users choose a
target in the corresponding scene as the positioning baseline
according to the photos and establish their location connec-
tion with the target as the center. Finally, using the semantic
segmentation network, each user can know the pixel coordi-
nates of the corner points of the selected semantic target in
the left and right images, and they can use the binocular
ranging algorithm to solve the coordinates of the target rela-
tive to their own and the turning angle.

For the binocular vision system, it is assumed that the
coordinates of a point PðX, Y , ZÞ in the world coordinate sys-
tem in the left camera coordinate system are expressed as
ðUl,Vl,WlÞT, and the coordinates in the right camera coor-
dinate system are expressed as ðUr , Vr ,WrÞT; then, accord-
ing to the conversion relationship between the world
coordinate system and the camera coordinate system, the
coordinate mapping relationship between the left and right
camera coordinate systems can be established, and the
expression is shown as

Ur

Vr

Wr

1

2
666664

3
777775 =

R t
0T3 1

" # Ul

Vl

Wl

1

2
666664

3
777775, ð6Þ

where R is the rotation matrix between the left and right
cameras, which is a 3 × 3dimensional matrix, and t is the
translation vector between the left and right cameras, which
is a 3-dimensional vector. The two jointly constitute the
external parameters of the binocular camera, and the respec-
tive expressions of the two parameters are shown as

R =

r1 r2 r3

r4 r5 r6

r7 r8 r9

2
664

3
775,

t = tx ty tz
� �T

:

ð7Þ

At this time, we substitute the coordinate ðUr , Vr ,WrÞT
of the point P in the right camera coordinate system obtained

by Equation (6) into the projection relationship between the
right camera coordinate system and the image coordinate
system, and the following relationship can be obtained by
using the mapping relation between the coordinates in the
camera coordinate system and the pixel coordinate system:

ρr

xr

yr

1

2
664

3
775 =

f rr1 f rr2 f rr3 f rtx

f rr4 f rr5 f rr6 f rty

r7 r8 r9 tz

2
664

3
775

Wl
ul
f l

Wl
vl
f l

Wl

1

2
666666664

3
777777775
, ð8Þ

where ρr is the proportionality coefficient, ðxr , yrÞ is the coor-
dinate of point P mapped to the image coordinate system of
the right camera, and ðul, vlÞ is the coordinate of point P
mapped to the pixel coordinate system of the left camera.
We can eliminate ρr by combining the equations in the first
and third lines of Equation (8) so that the coordinate expres-
sion of the point in the left camera coordinate system can be
solved:

Ul =Wl
ul
f l
,

Vl =Wl
vl
f l
,

Wl =
f l f rtx − xrtzð Þ

xr r7ul + r8vl + r9 f lð Þ − f r r1ul + r2vl + r3 f lð Þ :

8>>>>>>><
>>>>>>>:

ð9Þ

It can be seen from Equation (9) that the semantic seg-
mentation network can identify the pixel coordinate ðul1, vl1
Þ of the upper left corner point of the selected target in the left
image and the pixel coordinate ður1, vr1Þ of the upper left cor-
ner point of the target in the right image. Then, according to
the zoom and translation relationship between the pixel
coordinate system and the image coordinate system, we can
calculate the coordinate ðxl1, yl1Þ of the upper left corner of
the target in the image coordinate system in the left image
and the coordinate ðxr1, yr1Þ of the upper left corner of the tar-
get in the image coordinate system in the right image; we put
this parameter into Equation (9) to solve the coordinate ð
U1

l , V1
l ,W1

l Þ of the upper left corner of the selected target
in the left camera coordinate system, which completes the
binocular ranging work.

Therefore, next we need to solve the turning angle
between the left camera coordinate system and the reference
coordinate system established with the selected target. Both
the reference coordinate system Or − XYZ and the left cam-
era coordinate system Ocl‐UVW meet the criteria for estab-
lishing the left-handed coordinate system, and we stipulate
that the clockwise direction is the positive direction of rota-
tion. At the same time, we ensure that the X − Y plane of
the reference coordinate system and the U −W plane of the
left camera coordinate system are parallel to the ground.

8 Wireless Communications and Mobile Computing



Therefore, according to the theory of coordinate system con-
version relations, the conversion of any point ðU , V ,WÞT in
the left camera coordinate system to a point in the reference
coordinate system can be expressed as the following form:

X

Y

Z

2
664

3
775 = Rr

U −U0

W −W0

V −V0

2
664

3
775: ð10Þ

It can be seen from Equation (10) that the abovemen-
tioned coordinate conversion can be divided into two steps.
The first step is the translation of the coordinate system.
We shift the origin of the left camera coordinate system Ocl
to the origin of the reference coordinate system Or and use
the translation vector tr = ðU0,W0, V0ÞT to represent the
translation relationship between the two. This vector is also
the position coordinate of the upper left corner of the target
in the left camera coordinate system. The second step is the
rotation of the coordinate system. We rotate plane U −W
in the left camera coordinate system by θ degrees clockwise
about axis V to plane X − Y in the reference coordinate sys-
tem. The rotation relationship between the two coordinate
systems can be represented by a rotation matrix Rr , whose
expression is shown as

Rr =

cos θ −sin θ 0

sin θ cos θ 0

0 0 1

2
664

3
775, ð11Þ

where θ is the user’s turning angle to be solved. Now, we
select the upper edge of the target to select any point Q,
whose coordinate in the reference coordinate system is ð0,
YQ, 0Þ and whose coordinate in the left camera coordinate
system is ðUQ,WQ, VQÞ. Then, according to Equation (10),
the following corresponding relation can be obtained:

0

YQ

0

2
664

3
775 = Rr

UQ −U0

WQ −W0

VQ − V0

2
664

3
775 =

cos θ −sin θ 0

sin θ cos θ 0

0 0 1

2
664

3
775

UQ −U0

WQ −W0

VQ − V0

2
664

3
775:
ð12Þ

Equation (12) contains three equations, and then, we can
obtain the following relationship by combining these three
equations simultaneously:

UQ

WQ

VQ

2
664

3
775 =

U0 + YQ sin θ

W0 + YQ cos θ

V0

2
664

3
775, ð13Þ

where ðU0,W0, V0ÞT is the coordinate of the upper left cor-
ner of the selected target in the left camera coordinate system.

The next step is to convert the Q point to the image coor-
dinate system, which is a process from the three-dimensional

coordinate system to the two-dimensional coordinate sys-
tem. This process is consistent with the pinhole imaging
model, and the depth information is lost in the conversion
process. Now, assuming that the coordinate converted to
the image coordinate system is ðxQ, yQÞ, the following rela-
tion can be solved according to the transformation relation-
ship between the camera coordinate system and the image
coordinate system:

xQ =
UQf
WQ

,

yQ =
VQf
WQ

,

8>>><
>>>:

ð14Þ

where f is the focal length of the camera, which can be solved
by the calibration of the camera’s internal parameters. By
substituting Equation (13) into Equation (14), we can obtain
the equation of coordinate ðxQ, yQÞ in the image coordinate
system:

xQ −
U0 cos θ −W0 sin θ

V0 cos θ
yQ − f tan θ = 0: ð15Þ

It can be seen from Equation (15) that the coordinate Q
ð0, YQ, 0Þ of any point on the upper edge of the selected tar-
get in the reference coordinate system has been converted to
the coordinate ðxQ, yQÞ in the image coordinate system.

Through the semantic segmentation network, we can
solve and get the pixel coordinates ðul1, vl1Þ and ðul2, vl2Þ of
the upper left and right corner points of the selected target
in the left image as well as the pixel coordinates ður1, vr1Þ
and ður2, vr2Þ of the upper left and right corner points of the
selected target in the right image. Thus, the linear equation
of the upper edge of the selected target in the pixel coordinate
system can be calculated. The coordinate transformation
relationship between pixel coordinate system and image
coordinate system is shown as

u =
x
dx

+ u0,

v =
y
dy

+ v0:

8>><
>>: ð16Þ

Therefore, we convert the linear equation of the upper
edge of the selected target in pixel coordinate system to the
image coordinate system, which can be expressed in the fol-
lowing form:

xQ + byQ + c = 0: ð17Þ

It can be seen from Equation (17) that the expression
form of the line along the upper edge of the selected target
in the image coordinate system is the same as that of Equa-
tion (15). Thus, the following relation can be obtained:

c = −f tan θ, ð18Þ
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where the focal length f is known. Therefore, the value of
user turning angle θ can be solved as

θ = arctan −
c
f

� �
: ð19Þ

Since the user’s current position is the origin Oclð0, 0, 0ÞT
in the left camera coordinate system, put it into Equation
(10) together with the turning angle θ obtained by solving
Equation (19), and the user’s current position coordinates
in the reference coordinate system can be obtained:

Xp

Yp

Zp

2
664

3
775 = −Rr

U0

W0

V0

2
664

3
775 =

−U0 cos θ +W0 sin θ

−U0 sin θ −W0 cos θ

−V0

2
664

3
775: ð20Þ

The above is the derivation of all the equations of binoc-
ular vision localization algorithm based on semantic objec-
tive proposed in this paper. In this algorithm, we firstly use
semantic segmentation network to solve the pixel coordi-
nates of each corner point of the selected semantic target in
the left and right images. Then, based on these pixel coordi-
nates, we use the coordinate system transformation relation
derived above to solve the current user’s position coordinates
and turning angle relative to the selected target in the indoor
scene. Finally, we complete the visual positioning service for
each user.

After users have solved their own position coordinates in
the coordinate system and the information of turning angle
relative to the coordinate center, the position coordinates of
other users relative to themselves can be solved through the
sharing of the position information, thus completing the
mutual positioning service among users. Taking two users
as examples, it is assumed that the current position coordi-
nate of user 1 relative to the selected target is P1ðX1, Y1, Z1Þ
and the turning angle is θ1. User 2 calculates that the current
position coordinate relative to the selected target is P2ðX2,
Y2, Z2Þ and the turning angle is θ2. The schematic diagram
is shown in Figure 8.

As can be seen from Figure 8, after two users have,
respectively, determined the position coordinates in the cur-
rent reference coordinate system and the turning angle rela-
tive to the selected target, the distance D between the two
users can be expressed as

D =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X1 − X2ð Þ2 + Y1 − Y2ð Þ2 + Z1 − Z2ð Þ2

q
: ð21Þ

Since when solving the turning angle information, we
believe that when the user is on the right side of the selected
target, its value is positive; otherwise, it is negative, so the
angle θ between the two users relative to the selected target
can be expressed as

θ = θ1 − θ2j j: ð22Þ

Therefore, according to the above equation derivation,

two users can figure out the distance and angle between them
and determine the position of each other by sharing their
own position information, thus realizing the mutual posi-
tioning service between users in an unknown indoor
environment.

4. Implementation and Performance Analysis

4.1. Experiment Setup. In order to verify the feasibility of the
method proposed in this paper, we need to select an experi-
mental scenario for testing. The experimental environment
in this paper is the corridor on the 12th floor of Building
2A of Harbin Institute of Technology Science Park. The
experiment environment is shown in Figure 9.

It can be seen from the schematic diagram that the exper-
imental scene contains multiple corners. When two users
stand on both sides of the corner, they cannot see each other
due to obstructions, but they can observe the same scene at
the same time. Therefore, this scenario conforms to the
required background conditions and is suitable for verifying
the feasibility of the method proposed in this paper.

Therefore, after the indoor positioning scene model is
established, we collect images in the scene by binocular cam-
era and use the collected images to verify the effectiveness of
the method proposed in this paper.

4.2. Experiment Results. Before positioning, it is necessary to
accurately recognize the semantic information contained in
the user’s image, so as to judge whether two users can observe
the same scene through the semantic sequence correspond-
ing to the image. This paper uses R-FCN for image semantic
segmentation, so R-FCN needs to be trained. This paper
takes pictures every 0.5 meters when collecting images in
the experimental scene. In addition, for the semantics of
doors and windows that have multiple states (open, closed),
it is necessary to take images of different states so that the
semantics can be accurately recognized. At the same time,
we also need to add some training sets with different indoor
light brightness to ensure that we will not be affected by the
light when we perform target recognition.

After the images are taken and formed into a data set,
each picture in the training data set needs to be semantically
annotated. This paper divides the semantics of the corridor

User 1 User 2
P1(X1, Y1, Z1) P2(X2, Y2, Z2)

D

𝜃

𝜃1 𝜃2

Figure 8: Schematic diagram of mutual positioning between users.
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into 10 categories, namely, door, window, heating, hydrant,
ashbin, vent, poster, exhibition board, exit light, and back-
ground categories. When all the images are marked, they
are put into the network model for training. When the net-
work training is completed, in order to verify the accuracy
of R-FCN in image semantic segmentation, it is necessary
to shoot several test images to verify the accuracy of R-FCN
target recognition. The output result of user images after R-
FCN is shown in Figure 10.

It can be seen from Figure 10 that the red box is the
semantic target identified by R-FCN, and the corresponding
blue box above indicates the category to which the semantic
target belongs and the probability of belonging to this seman-
tic category. We can see that most of the semantic targets can

1

Acquisition track
Corner

2 3

4

1 2 3 4

Figure 9: Schematic diagram of experimental scene.

(a) (b)

(c) (d)

Figure 10: Semantic target detection results in user images. (a) Corner of corridor. (b) Front half of corridor. (c) Back half of corridor. (d)
Middle part of corridor.

Table 1: The recognition accuracy of R-FCN for different targets.

Semantic
target

Correct
number

Wrong
number

Unrecognized
number

Accuracy

Door 724 7 6 98.23%

Exhibition
board

678 5 7 98.26%

Poster 375 3 4 98.17%

Window 297 4 3 97.70%

Heating 266 0 2 99.25%

Hydrant 102 2 2 96.23%

Exit light 86 0 3 96.63%

Vent 47 2 0 95.92%

Ashbin 39 0 1 97.50%
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be correctly identified, indicating that this network has good
target recognition capabilities, so we can use this network
model to identify semantic targets in user images. In order
to verify the accuracy of R-FCN recognition for each cate-
gory, this paper performs semantic recognition on a large
number of test images. The final results are shown in Table 1.

From the statistical data in Table 1, we can see that the
recognition accuracy of the 9 types of semantic targets by
R-FCN is above 95%, indicating that the trained network
model has high recognition accuracy. Therefore, this paper
can use this network model to identify semantic targets in
user images. The data sets adopted in model training in this
paper were all collected in experimental scenes. In order to
improve the application scope of the method proposed in this
paper, we will expand the types and numbers of training sets
in the future so that the trained network model can identify
common semantic targets such as doors and windows in
any experimental environment. When the semantic segmen-
tation network recognizes the semantic target in the user
image, it will also give the pixel coordinates of the upper left
corner and the lower right corner of each semantic target. In
order to verify the accuracy of the pixel value corresponding
to the semantic target output by R-FCN, we select 50 images
for verification and compare the pixel value of the corre-
sponding corner point of each semantic target output with
the real pixel value in the image. The final result is shown
in Figure 11.

In the process of determining their own position, users
need to convert the indoor scene they see at the current
moment into image information to share with other users.
In this paper, an image data retrieval method based on image
semantic sequence is proposed. Every time a user takes a
scene image, he will use the trained semantic segmentation
network to identify the semantic target contained in the
image and generate the corresponding semantic sequence,
which will be uploaded to the shared database. Through the
retrieval and matching of semantic sequences in the shared

database, we can judge whether the same scene can be seen
by other users. Compared with traditional image retrieval
methods, the method proposed in this paper not only reduces
the time of image information uploading and retrieval but
also reduces the storage capacity of the database. The perfor-
mance comparison of the two methods is shown in Table 2.

In the experimental test, in order to ensure that the per-
formance comparison of the two methods is more convinc-
ing, this paper uses the same method to upload the two
data formats; we both use the UDP transmission protocol
to transmit semantic sequences and user images through
the ad hoc network. As can be seen from Table 2, compared
with uploading user images, the method of uploading seman-
tic sequences consumes less time in data uploading and data
retrieval and occupies less storage capacity in the database,
but is slightly worse in retrieval accuracy. However, the
method proposed in this paper still meets the requirements
for accuracy of image information retrieval. Therefore, after
weighing the performance of image information uploading
and image information retrieval, it is concluded that the
image retrieval method based on semantic sequence pro-
posed in this paper is better than the image retrieval method
based on user image.

In order to verify whether the mutual positioning method
proposed in this paper has good positioning accuracy, we
conduct a positioning test in the experimental scene. We col-
lect a total of 50 pairs of user images of the same scene taken
by two users from different angles and analyze the final
results of mutual positioning based on user images. We verify
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Figure 11: The CDF curve of pixel coordinate error output by R-FCN.

Table 2: Performance comparison of the two upload methods.

Upload
method

Upload
time (ms)

Storage
capacity (B)

Retrieval
time (ms)

Precision

User image 1580 152K 6584 98%

Semantic
sequence

0.06 10 0.24 96%
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the solving accuracy of the user’s turning angle relative to the
selected target, and the simulation result is shown in
Figure 12.

It can be seen from Figure 12 that the error generated in
this paper when calculating the user’s turning angle has a
90% probability within ±9∘, and the maximum error is about
10∘. Considering that the experimental equipment also pro-
duces some small errors during measurement, the above-
mentioned error is very small and has little effect on the
positioning results. Therefore, the calculation results of the
turning angle meet the accuracy requirements. Users do not
need to fix the shooting angle. This is because the proposed

algorithm in this paper can restore the current user’s rotation
angle relative to the selected target through the user image.
The following verifies the accuracy of the algorithm proposed
in this paper to calculate the distance between users using the
semantic targets in the scene. The simulation result is shown
in Figure 13.

In the positioning test, it is necessary to ensure that the
angle between the users and the target is an obtuse angle, so
as to reflect the application value of the mutual positioning
method proposed in this paper in real scenarios. In addition,
due to the limitation of the experimental scene, this paper
sets the angle as 90∘, 120∘, and 135∘, respectively. It can be

1

0.9

0.8

0.7

0.6

0.5
CD

F
0.4

0.3

0.2

0.1

0
0 1 2 3 4 5 6

Turning angel error (degree)
7 8 9 10

Figure 12: The CDF curve of user turning angle error.
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Figure 13: The CDF curve of mutual positioning error.
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seen from Figure 13 that when the angle θ between the two
users and the target is smaller, the mutual positioning accu-
racy is higher. This is because the more similar the viewing
angles of the two users are, the better the matching effect of
the user images will be, and the higher the final mutual posi-
tioning accuracy will be. It can be seen from the figure that
the positioning error of the mutual positioning method pro-
posed in this paper can be controlled within 50 cm with 90%
probability, which has a good positioning effect.

5. Conclusions

This paper proposes a mutual positioning method between
users in an unknown indoor environment. In terms of image
information sharing between users, the image semantic
sequence retrieval algorithm based on shared database pro-
posed in this paper can greatly reduce the time of image
information uploading and matching. In addition, this algo-
rithm can also reduce the storage capacity of the database
while ensuring retrieval accuracy. In terms of positioning
between users, the binocular vision positioning algorithm
based on semantic target proposed in this paper can calculate
the user’s position coordinates and turning angle informa-
tion relative to the selected target, and mutual positioning
between users can be achieved through position sharing.
Through the analysis of simulation results on the 12th floor
of Building 2A of Harbin Institute of Technology Science
Park, we conclude that the proposed method can realize the
mutual positioning between users in unknown indoor envi-
ronment, and the positioning error can be within 1m, which
can provide users with an accurate positioning service.
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