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Recently, tremendous strides have been made in generic object detection when used to detect faces, and there are still some
remaining challenges. In this paper, a novel method is proposed named multilevel single stage network for face detection
(MSNEFD). Three breakthroughs are made in this research. Firstly, multilevel network is introduced into face detection to
improve the efficiency of anchoring faces. Secondly, enhanced feature module is adopted to allow more feature information to
be collected. Finally, two-stage weight loss function is employed to balance network of different levels. Experimental results on
the WIDER FACE and FDDB datasets confirm that MSNFD has competitive accuracy to the mainstream methods, while

keeping real-time performance.

1. Introduction

Face detection, the basis of face alignment [1, 2], face recog-
nition [3, 4], facial expression analysis [5, 6], and other
related facial problems, has always been a hot issue and
widely applied in terms of computer vision. As the major
breakthrough for face detection, Viola-Jones [7] used the
handcrafted features for cascading detection. There have
already been lots of researches devoted to exploring the
methods for extracting features effectively [8] and designing
more complex handcrafted features or higher-efficiency
cascade structure based on Viola-Jones detector.

Recently, with the development of deep learning, convo-
lutional neural networks (CNN), great advance has been
achieved and practically applied in image classification [9]
and semantic segmentation [10], which also inspired the
research of face detectors that can be classified into two
modes. One integrates CNN into traditional detection struc-
ture. For example, Cascade CNN [11] successfully applied
CNN to traditional detection methods through a simple to
complex cascade classification network. However, most of
these methods use the constructing of Gaussian pyramid
image and the sliding window to detect thus resulting in
unbalanced samples with negative samples increased and

causing RAM to be occupied severely and unable to process
images with high resolution. The other focuses on the
improvement of generic object detection based on the belief
that face is merely another specific object to be detected.
For example, Face R-CNN [12] exploited several new tech-
niques including new multitask loss function design, online
hard example mining, and multiscale training strategy to
improve Faster R-CNN [13] in multiple aspects. S3FD [14]
proposed a scale-equitable face detection framework to han-
dle different scales of faces well based on SSD [15]. ISRN [16]
presented an improved SRN face detector by combining
some useful techniques together from generic object detec-
tion and so on.

Although all of these methods improved detection accu-
racy for ordinary faces, they are difficult to handle small faces
fast and effectively. There are also some studies on small
faces. HR [17] provided an in-depth analysis of image resolu-
tion, object scale, and spatial context for the purposes of find-
ing small faces. Bai [18] proposed an algorithm to directly
generate a clear high-resolution face from a blurry small
one by adopting a generative adversarial network. Pyramid-
Box++ [19] improved each part to further boost the
performance, including Balanced-data-anchor-sampling,
Dual-PyramidAnchors, and Dense Context Module. These
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three methods are recognized as achieving state-of-the-art
performance on public dataset but suffer from time-
consuming inference. The multilevel single stage network
for face detection is inspired by the second mode.

The modern object detectors can be roughly divided into
two groups: two-stage face detectors and one-stage detectors.
Two-stage detector achieves the better performance but has
low time efficiency, for example, SSED" [20] focus on achiev-
ing comparable performance and simplifying the network
architecture for detecting multiscale faces while it spends
582 ms on detecting a picture. Conversely, one-stage detector
has faster speed. Face detection has the high demand of speed
in real applications, and therefore, one-stage methods are
chosen for the backbone. YOLO v3 [21], the version of the
YOLO, has fast detection speed, simple structure, low false
positive, and strong versatility. The idea of YOLO v3 is to
divide an image into an Sx§ grid, and each grid cell is
parameterized relative to some reference boxes through
anchors regressing the bounding box coordinates, an object-
ness score, and a class probability according to anchors.
Although SSD is also an excellent one-stage method and
uses multiscale feature map, it is worse for small objects
because semantic value for bottom layer is not high at least
not higher than YOLO v3. Recently, there are lots of
researchers focusing on detecting faces based on YOLO v3.
For example, Gurkan [22] achieved 6% improvement on
the detection rate of small sized faces, however, with the
expense of a longer inference time. Thus, a multilevel single
stage network for face detection based on YOLO v3 is
designed and gets excellent results especially for small faces
on the public datasets.

Although YOLO v3 performs well, it still causes some
problems when directly used for face detecting without any
adaptation especially for small faces. Lower features are used
to detect smaller faces for YOLO v3. However, the lower fea-
ture with less semantic information will result in difficult
detection for small faces. In addition, many factors, such as
sample-unbalanced, severely challenge face detection. The
initiative of the research is summarized as follows:

(1) Using multilevel network structure with more anchor
scales to detect smaller faces

(2) Adopting enhanced feature module to add contextual
and multiscale information to improve the ability of
detecting small faces

(3) Balancing the outputs of networks of each level with
two-stage weight loss function to optimize the net-
work training

(4) Achieving excellent results on FDDB and WIDER
FACE datasets with real-time detection speed

2. Multilevel Single Stage Network for
Face Detection

This section will explain MSNFD through following aspects:
the basic framework, enhanced feature module, and two-
stage weight loss function.
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2.1. Basic Framework. YOLO v3 is the preferred choice com-
pared to other network architectures because the backbone of
YOLO v3 is simple, and it is the faster one of the methods
which have excellent performance for small faces. The basic
framework of the method is shown in Figure 1. Some layers
which are not critical are not drawn to maintain its visual
clarity. First of all, the network is single stage, and the back-
bone network, Darknet-53, is the same as YOLO v3. Four
residual networks used are named ResNet_2, ResNet_8,
ResNet_8, and ResNet_4. The residual network is shown at
the bottom left of Figure 1. The feature maps from ResNet_2,
ResNet_8, ResNet_8, and ResNet_4 of the backbone are sepa-
rately named Ori_0, Ori_1, Ori_2, and Ori_3 after a series of
convolution and concatenating. The module “concat” in
Figure 1 indicates multiscale fusion which is the same as
YOLO v3. Up-sample small scales to the large scale, and then
let them merge into a longer tensor.

Then, the enhanced feature module is added into the
basic framework. The obtained feature maps are named
Enh_1, Enh_2, and Enh_3, as shown in Figure 1. Ori_1,
Ori_2, Ori_3, Enh_1, Enh_2, and Enh 3 constitute the
first-level detection network. The first-level network has 6
outputs. The 6 outputs are named 13 x 13,26 x 26, 52 x 52,
13 x 13 enhance, 26 x 26 enhance, and 52 x 52 enhance,
respectively. Each output is encoded as an SxSx (Bx 5+
C) tensor. The tensor contains B=3 bounding boxes and
C=1 class probability for each one of the Sx S grid. As
shown in Figure 1, the 6 outputs have three different grids:
13 x 13, 26 x 26, and 52 x 52, respectively. For each one of
the B bounding boxes, it generates coordinates and an
objectness score. Each bounding box has one preset anchor.
Different grids have bounding boxes with different sizes
(width and length) of preset anchors. Each size of anchors
is called as anchor scale. Increasing the number of preset
anchor scales improves the matching ability between faces
and anchors. That is to say, each bounding box is easier to
be regressed to generate results.

The second-level network is formed by first-level net-
work merging with low layer feature map, Ori_0. The input
image is divided into a smaller and denser 104 x 104 grid
for second-level network. The output of second-level
network is named 104 x 104. The second-level network
improves the detection capability of small faces particularly.
Firstly, the smaller each grid is, the smaller the anchor scale
is. The second-level network is attached with three smaller
anchor scales to ensure matching small faces. Furthermore,
to address the problem that the lower feature with less
semantic information will result in difficult detection for
small faces, the first-level network is integrated into the
second-level network so that second-level network enriches
semantic information greatly. In summary, it is a theoretical
analysis that the proposed structure has detection capability
particularly for small faces.

2.2. Enhanced Feature Module. The enhanced feature module
borrows the idea of dilated convolution [23]. Small faces have
little pixels at lower layer of the network. As the convolution
goes on, the features left at high layers will be too few to get
sufficient semantic information which will make it difficult
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Ficure 1: Basic framework of MSNFD. The basic framework consists of backbone network, first-level network, and second-level network.

The schematic of ResNet_n is at the lower left corner.

to detect small faces. And adding context always helps for
detecting small faces [17], and it is crucial to enlarge the
receptive field to add context. As discussed above, enhanced
feature module is proposed. The enhanced feature module is
composed of three common convolutions (dilated rate = 1)
and two dilated convolutions (dilated rate = 2), as shown in
Figure 2. This module has three branches. The rectangular
blocks are common convolutions, and the dotted blocks
are dilated convolutions. Different dilated rates are shown
at the bottom left of Figure 2. The first branch of the module
is designed to retain information of origin feature map. The
common convolution this branch only has is used to reduce
the dimension. The second branch combines a dilated con-
volution with a common convolution. The dilated convolu-
tion is shaped by a 3x3 kernel and 2 dilated rate. N
dilated rate is considered as inserting n-1 zeros between
every two values in the convolution kernel. Downsampling
is a common way to enlarge the receptive field, but it results
in reducing the feature map and loss of some important
information of small faces.

Dilated convolution can also enlarge the receptive field
and fuse contextual information effectively [23] especially
for small faces with the same number of parameters. It will
not change the size of feature map. As shown in
Figures 3(a) and 3(b), the context here means information
of the face around, such as the neck and clothes, which
benefits for detecting small faces. The third branch further
enlarges the receptive field and contains more contextual
information based on the second branch.

In addition, the enhanced feature module combines
information of receptive fields of different scales through by
three branches. That is to say, the module combines both tex-
ture and contextual information, respectively, from the com-
mon and dilated convolution. Information of features on
multiple scales will be enriched so that the enhanced feature

module can handle multiscale faces to some extent while
detecting small faces performs better.

2.3. Two-Stage Weight Loss Function. Second-level network
has different anchor scales from first-level network. Second-
level network decreases the anchor scale with lots of simple
and easily divided negative samples. Joint training for the
first-level and second-level networks is adopted. As it is, the
sample imbalance causes unbalanced training. If the loss
function between first-level and second-level network has
not been balanced to an even state, the whole training process
will slide overwhelmingly into the second-level network
because there are more samples in it than the first-level. In
that case, the first-level network gets insufficient training,
and the second-level network performs ill because the
second-level is generated from the first-level. Thus, two-
stage weight loss function is proposed. Considering the
match between the anchor and the loss function, the location
loss function remains the same as the distance equation used
in clustering. The first stage loss function is defined as
equations (1)-(3).

Lﬁrst_output (P’ p*’ t, t*) = Z

=1

Zp*Lm(t, )1,
(1)

ZLclsl(P’ p*) + —

i iou;

1
N, ds,
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* * 1 * 1
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F1GURE 2: Enhanced feature module. The enhanced feature module is composed of two common convolutions and two dilated convolutions.

F1cUre 3: Comparison of different type convolutions: (a) common convolution; (b) dilated convolution.

List output 304 Lyecond oupur Tefer to the loss function of

first-level and second-level network, p is the predicted prob-
ability of face, and p* = {0, 1} is the true probability. When
the anchor is positive, the value of p* is 1, otherwise 0. ¢
means the predicted bounding boxes and t* the ground truth.
Ly ;is the classification loss over two classes (face vs. back-
ground) of the i-th output, and i={1,2,---,6} represents
six outputs of first-level network. iou(t, t*) indicates intersec-
tion over union (IOU) between the predicted bounding box
(t) and the ground truth (¢*). The larger the IOU is, the more
accurately the method locates the face. L~ indicates location
loss which adopts the equations 1 —iou(t, t*) used in cluster-
ing. Moreover, L only has effect on positive anchors. L

and L are classification loss and location loss of second-
level network, respectively. Equation (3) shows the first-stage
loss function, where N and N4 represent the number
of anchors in the first- and second-level network, respectively.
The second-level network has more anchors, so its proportion
in the whole loss function needs to be reduced. Thus, the
imbalance of loss function between first- and second-level
networks can be eliminated via first-stage training.

After the loss function gets balanced and adjusted
through the first-stage training, the first-level network will
be fully trained. But it is still difficult to train small faces, so
the training of second-level network in the second stage
needs to be strengthened by means of increasing the
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TaBLE 1: Anchor scale of different methods.

Output MSNFD YOLO v3

13x13 (106, 140) (166, 220) (320, 400) (90, 116) (156, 198) (326, 373)
26 x 26 (33, 38) (32, 49) (38, 45) (30, 61) (45, 62) (59, 119)
52x52 (17, 23) (21, 25) (23, 30) (10, 13) (16, 30) (23, 33)

13 x 13 enhance
26 x 26 enhance
52 x 52 enhance
104 x 104

(44, 56) (56, 72) (74, 98) —
(28, 31) (25, 36) (29, 39) —
(13, 13) (13, 17) (15, 18) —

(6,7) (9, 11) (11, 14) —

proportion of the second-level network. The second-stage
loss function is defined as equation (4).

N first N, second

=— "= L 4 — S
two_stage first_output
Nﬁrst + Nsecond Nﬁrst + Nsecond

L

second_output*
(4)
3. Experiments and Analysis

3.1. Training Details. The training dataset used in the
research is the WIDER FACE [24] training set including
12,880 images, 62 daily scenes, and a total of 158,945 faces.
These faces are also available on scales of a wide range, from
tiny to giant. In order to further enhance the model of train-
ing robustness, data enhancement is used during training,
such as vertical flipping, random cropping, and random pan-
ning. The classification loss adopts focal loss to balance the
positive and negative samples, and the location loss uses
cross-entropy loss. The optimization uses stochastic gradient
descent, and the batch-size is set to 8. In the first stage of
training, 3 x 10° steps about 100 epochs are iterated with ini-
tial learning rate of 107, In the second stage, 9.7 x 10* steps
about 30 epochs are iterated with initial learning rate of 1079,
based on the first stage but finely tuned. Pretrained Darknet-
53 which obtains 55.3%mAP on COCO [25] is used to initial-
ize the parameters.

3.2. Anchor Analysis. YOLO v3 uses k-means clustering to
determine the anchor scale. It is shown in Table 1. K
-means is also used to cluster but with more cluster centers
to get more anchor scales on WIDER FACE training set in
this research. As listed in Table 1, the anchor scales range
from 6 pixels to 400 pixels and are divided into 7 types, each
for a certain output of the multilevel networks. Within the
testing framework based on anchors, the matching degree
between anchors and faces determines the quality of the
eventual result of the final training. Expanding number of
the anchor scale improves the matching degree between
anchors and faces. MSNFD does not increment B of the out-
put tensor, Sx Sx (Bx5+ C) simply but adds the output
tensors with the same B =3 as YOLO v3 because the multi-
level network has more outputs. In this research, anchor scale
ranges from YOLO v3’s 9 (3 x 3 outputs) to 21 (3 x7 out-
puts). The 21 kinds of anchor scales added newly by this
research, and the previously existing 9 kinds of anchor-
scale of YOLO v3 are, respectively, matched with the face size

35000 A
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25000

20000 ~

15000 ~

Matched anchor number

10000

5000 -

0 20 40 60 80 100

Face scale

--= YOLO v3 anchor
—— MSNEFD anchor

FiGure 4: Comparisons on number of anchor matching faces
between YOLO v3 and MSNFD.

of the training set. If IOU is greater than 0.4, the matching is
successful. The statistics of successful matching on different
scales is visualized in Figure 4. As shown in Figure 4, the mul-
tilevel network has more anchor scales, and the number of
successful matching cases is far more than in YOLO v3,
which improves the matching rate between the discrete
anchor and the continuous face. In summary, the preset
anchor is effective, which benefits the multilevel network
being fully learned.

3.3. Model Analysis. In order to prove the effectiveness of the
proposed methods, different methods are experimented on
WIDER FACE validation dataset and Multiattribute Labelled
Faces (MALF) dataset [26]. The WIDE FACE validation set
is split into three subsets: easy, medium, and hard. “Hard”
subset contains faces with much smaller scales, extreme pose,
exaggerated expressions, and large portion of occlusion [24].
“Hard” subset is regarded as a particular set of small faces.
MALF chooses the size of 60 and 90 to divide the scale range
into small, medium, and large intervals corresponding to
small, medium, and large subsets. Both datasets are very
suitable for evaluating the method. Different parts are
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TaBLE 2: Results on MALF set and WIDER FACE validation set.

Method WIDER FACE MALF

Easy (%) Medium (%) Hard (%) Time (ms) Large (%) Medium (%) Small (%)
RFAB-f-R-FCN 91.3 89.6 79.4 109 — — —
PPN 79.5 774 57.7 17 — — —
XIE 88.5 85.4 73.8 190 — — —
HR 91.9 90.8 82.3 377 — — —
\%i 41.2 33.3 13.7 20 45.8 35.7 114
YOLO v3 87.5 80.9 47.3 29 75.0 73.1 58.5
MSNFD (enhance feature module) 86.6 79.9 52.3 30 77.5 82.6 65.5
MSNFD (first-level) 91.8 87.8 54.5 31 79.5 83.5 69.3
MSNED (first-level + second-level) 91.2 87.5 67.1 33 79.7 84.1 77.8
MSNED (first-level + second-level + two-stage train) 93.5 90.7 71.1 33 82.8 88.8 80.2

gradually added to existing YOLO v3 framework to build up
MSNED. The platform’s hardware configuration involves
CPU i7-9700 and GPU NVIDIA GTX 1080ti. Calculate
average time detecting on WIDER FACE validation dataset
and the average precision (AP) on WIDER FACE set and
MALF set and the results are shown in Table 2. In this sec-
tion, REAB-f-R-FCN [27], PPN [28], XIE [29], HR [17],
and V] [7] are also used for being compared to MSNEFD.
They are the latest methods published in the past two years
or the classical methods.

3.3.1. Enhanced Feature Module. Firstly, add enhanced fea-
ture module into YOLO v3 only, the result shows that AP
increases from 58.5% to 65.5% on the small set of MALF
and from 47.3% to 52.3% on the hard set of wider face,
because the enhanced feature module can combine the con-
textual information of small faces to improve the representa-
tion ability of features. However, the detection effect drops on
the easy and medium set of WIDER FACE. It is unsatisfac-
tory to add enhanced feature module into YOLO v3 only.

3.3.2. First-Level Network. Secondly, in order to reverse the
decline of detection capability of large and medium faces,
enhanced feature module and the YOLO v3 together consti-
tute the first-level network which raises AP to 79.5%, 83.5%,
and 69.3% on MALF and 91.8%, 87.8%, and 54.5% on
WIDER FACE. Attention should be paid that the perfor-
mance of first-level network on the hard dataset is not out-
standing enough compared to only adding the enhanced
feature module with AP just raising by 3.8% from 65.5% to
69.3% and 2.2% from 52.3% to 54.5%. This is because that
YOLO v3 is not ideal enough for small face detection and
performs poorly when combined with the enhanced feature
module to form the first-level network.

3.3.3. Second-Level Network. Thirdly, in order to further
improve the ability of detecting small faces, the second-level
network is introduced. The second-level network not only
incorporates the contextual and multiscale information from
the first-level network but also contains the texture informa-
tion from low layers. Moreover, it reduces anchor scale to
match smaller faces. The above adjustments help to improve

the performance of small faces detection. As listed in Table 2,
AP on small and hard set raised to 8.5% and 12.6%, which
fully indicates that second-level network benefits small faces
detecting. In addition, it can be seen that after adding
second-level network, AP drops from 91.8% to 91.2% on easy
set. As having analysed earlier, the adding of second-level
network will cause imbalance of both samples and the loss
functions between networks of different levels. The second-
level network has more samples and will occupy the main
part of learning process, resulting in the inappropriate devia-
tion of normal distribution and the decline of classification
ability of the first-level network.

3.3.4. Two-Stage Weight Loss Function. Finally, to further
optimize the network, it is necessary to introduce two-stage
weight loss function to balance network of different levels.
The first-stage training can balance the loss between net-
works of different levels and solve the problem of perfor-
mance declining in detecting large faces after adding the
second-level network. The second-stage training intends to
further optimize the second-level network, that is, to enhance
the detection ability for small faces. As shown in Table 2,
after using the two-stage weight loss function, whether the
face is large or small and easy or hard, the overall perfor-
mance is largely improved and achieves AP, 82.8%, 88.8%,
and 80.2% and 93.5%, 90.7%, and 71.1%.

3.3.5. Comparison and Runtime Analysis. From Table 2, it is
noticed that YOLO v3 does not perform as well as PPN on
hard subset of WIDER FACE. However, MSNFD has more
excellent results than PPN and YOLO v3. It indicates that
the better performance is correlated with the method pro-
posed. The AP of MSNFD is 23.8% on hard subset and
21.7% on small subset higher than YOLO v3, though
MSNED is just 4ms slower than YOLO v3. The best three
methods with higher AP on hard subset of WIDER FACE
such as 82.3%, 79.4%, and 71.1% are HR, RFAB-f-R-FCN,
and MSNFD. HR is a well-known method designed to detect
tiny faces. HR provides much better detection performance
about 11.2% higher than MSNFD, but HR runs much slower.
HR takes 377ms to detect an image on wider face while
MSNED only needs 33 ms. In addition, the results of MSNFD
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F1GURE 5: Comparisons on WIDER FACE test set: (a) test: easy; (b) test: medium; (c) test: hard.

are rather similar to HR on easy and medium subsets.
MSNED even surpasses HR on easy subset. REAB-f-R-FCN
is designed for small-scale face published in 2020. The run
time of MSNFD is 33 ms which is nearly 3 times smaller than
RFAB-f-R-FCN. The two fastest methods are PPN which is
published in 2019 and V]J. They only need 17 ms and 20 ms.
However, their detection results are extremely disappointing
especially for small faces. PPN achieves 57.7%, and V]
achieves 13.7% on hard subsets and 11.4% on small subsets.
MSNFD runs slower than PPN and VJ a bit but has much
higher AP. Moreover, XIE is a newly proposed method in
2019 which has very closed accuracy to MSNED, but it runs

nearly 6 times slower than MSNEFD. In other words, MSNFD
can balance accuracy and speed well compared to other
methods with similar accuracy. In a word, MSNFD improves
accuracy greatly while retaining YOLO V3’s speed advantage.
Both test code and models are available online at https://
github.com/JackJinWang/Face-detection/tree/master.

4. Comparisons with Real-Time Methods

To compare MSNFD with other current popular methods
which can detect faces at close to real-time speed, tests were
taken on WIDER FACE test set and Face Detection Data
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Set and Benchmark (FDDB) [30]. Furthermore, the result is
further shown via detecting a random selection of images
with small faces from the public dataset.

4.1. Evaluate on Benchmark

4.1.1. WIDER FACE Dataset. The WIDER FACE test set has
16,097 images. It is a challenging test set. The results of com-
parison between MSNFD and real-time methods Multitask
Cascade CNN [31], CMS-RCNN [32], LDCF [33], Multiscale
Cascade CNN [24], Faceness [34], Two-stage CNN [24], and

ACF [35] are shown in Figures 5(a)-5(c), where MSNFD
achieves 93.3%, 90.3%, and 71.4%AP on easy, medium, and
hard test sets of the WIDER FACE, respectively, much better
than other methods.

4.1.2. FDDB Dataset. FDDB is also a pretty challenging face
detection dataset with 2,845 images of 5,171 faces in total in
a variety of states, such as occlusion, rare poses, low resolu-
tion, and out of focus. MSNFD is compared to the popular
and real-time methods BBFCN [36], DDFD [37], Multitask
Cascade CNN [31], FDCNN [38], LDCF [33], YOLO v3



Wireless Communications and Mobile Computing

[21], Faceness [34], V] [7], and ACF [35] on FDDB. The
ROC curves are shown in Figures 6(a) and 6(b), which the
higher the ROC is, the better the method performs. The
ROC curve of MSNFD is higher than other methods indicat-
ing that MSNFD performs much better.

4.2. Detection Examples. This section shows some selected
examples of small faces detection from WIDER FACE test
set (in Figure 7). Though, there are so small and many faces
in these images, MSNFD is able to detect accurately. These
successful results definitely prove that MSNFD is able to
work perfectly especially for small faces.

5. Conclusion

A multilevel single stage network for face detection with
more anchor scales is proposed to raise the matching rate
between anchors and faces especially small faces. The
enhanced feature module in the first-level network not only
integrates the contextual information but also strengthens
the ability to process multiscale data, enriching the overall
information of small face features. The second-level network
has smaller anchor scales. In addition, it is generated from
the first-level one and is integrated with texture features of
low layers, which enhances the process of semantic facial
information, especially for small faces. During the training,
the two-stage weight loss function is used to balance the net-
work to optimize the classification effect of different levels.
MSNED improves accuracy greatly while retaining YOLO
V3’s speed advantage. Tests on the WIDER FACE datasets
show that MSNFD achieves 93.3%, 90.3%, and 71.4% AP.
In a word, MSNFD has greater reference significance for
real-time face detection.
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