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Information-Centric Networking with caching is a very promising future network architecture. The research on its cache
deployment strategy is divided into three categories, namely, noncooperative cache, explicit collaboration cache, and implicit
collaboration cache. Noncooperative caching can cause problems such as high content repetition rate in the web cache space.
Explicit collaboration caching generally reflects the best caching effect but requires a lot of communication to satisfy the
exchange of cache node information and depends on the controller to perform the calculation. On this basis, implicit
cooperative caching can reduce the information exchange and calculation between cache nodes while maintaining a good
caching effect. Therefore, this paper proposes an on-path implicit cooperative cache deployment method based on the dynamic
LRU-K cache replacement strategy. This method evaluates the cache nodes based on their network location and state and
selects the node with the best state value on the transmission path for caching. Each request will only select one or two nodes
for caching on the request path to reduce the redundancy of the data. Simulation experiments show that the cache deployment
method based on the state and location of the cache node can improve the hit rate and reduce the average request length.

1. Introduction

Information-Centric Networking (ICN) is a promising net-
work architecture that is ideal for spreading popular infor-
mation across the network. Its important feature is the
node cache. A copy of the information is deployed to the
cache of each router node. Each request to the router node
is first searched in the content storage (CS). If there is a
request with the same name in the CS, then the router
respond with this copy directly. There is no need to fetch
information from the content source server, thus reducing
network traffic, reducing server bandwidth, and increasing
the efficiency of content distribution. Under a reasonable
cache deployment strategy and cache replacement strategy,
caching will greatly improve the throughput and perfor-
mance of ICN [1–3].

There are many cache nodes in the ICN. Excessive
deployment of cache information on a tremendous number

of nodes wastes a lot of storage space and causes data redun-
dancy, which reduces the cache hit rate. Therefore, a good
caching deployment strategy is needed to determine which
node the cache is deployed. At present, the cache deploy-
ment strategy is mainly divided into a noncooperative cache
and collaborative cache, and the collaborative cache is
divided into an explicit collaboration cache and an implicit
collaboration cache. Because in the noncooperative caching
strategy, each node does not refer to the state of other nodes
in the caching decision process and independently decides
whether to cache content. Noncooperative caching will
result in a large amount of redundant data in the network
cache space, which is of little significance to the limited
and valuable cache space [4]. Explicit collaboration caching
generally requires a large amount of communication
between the cache nodes to determine the best nodes to
cache. However, this ignores the impact of network commu-
nication and computation on the nodes. The overhead data
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communication and calculation will increase the load on the
network, which will reduce the overall performance [5–7]. In
the implicit collaboration caching, the nodes incurred less
overhead during the information exchange of the caching
decision. Therefore, among noncooperative caching, explicit
collaboration caching, and implicit collaboration caching,
implicit collaboration caching has a very high practical sig-
nificance, is not constrained by the specific circumstances
of the network, does not increase excessive network traffic,
and reduces caching redundancy [8]. For this reason, this
manuscript proposes an on-path implicit cooperative cache
deployment method based on the dynamic LRU-K cache
replacement strategy. The main contributions of this manu-
script are as follows:

(1) Through the dynamic LRU-K strategy, the state of
the cache node and the network location are com-
prehensively judged

(2) Based on the state of the cache node and the location
of the cache node in the network, a cache decision-
making scheme is proposed in combination with
implicit cooperative cache

(3) Improved multipoint caching and decision-making,
reducing the repetition of network cache space con-
tent, while effectively increasing the cache hit rate

2. Related Work

Caching function is the advantage of ICN. The efficiency of
caching directly determines the overall performance of
ICN, and the caching deployment strategy of caching is the
most important part of the caching strategies. In recent
years, scholars around the world have focused more on the
performance improvement of ICN brought by cache deploy-
ment strategy. For cache deployment strategy, we should
focus on efficient network utilization and high availability
of data. From the perspective of the P2P system and CDN
technology, cache deployment on the edge of the network
is very helpful to improve the cache hit rate, but ICN sup-
ports the deployment of caches on all routers. Not only the
edge nodes but also the central nodes are suitable for the
deployment of caches. Therefore, the deployment strategy
of caches will be the key factor to increase the overall perfor-
mance of ICN.

Cache deployment strategy is also called cache decision
strategy. At present, there are two classifications of ICN
cache deployment strategies in academia. One is classified
according to the cache location, which is divided into an
on-path strategy and an off-path strategy [9]. On-path strat-
egy means that the cache is deployed on the sending path of
interest packages. The specific cache nodes are determined
by the cache deployment strategy [10, 11]. The off-path
strategy does not depend on the sending path of the interest
packet. It determines where the content should exist based
on the overall network status or content attributes. The
caching method related to the hash method is a typical
path-independent caching method [12, 13]. Therefore, the
off-path strategy is more suitable for the mobile cache.

Another classification method is based on the cooperative
approach, which is divided into three categories: noncooper-
ative cache, explicit cooperative cache, and implicit coopera-
tive cache.

The noncooperative caching strategy does not need to
rely on the information of other caching nodes and can
directly decide whether to cache the content or not. It is a
strategy of “single-handedly fighting.” This decision-
making strategy is relatively simple and does not require
excessive judgment. However, the problem that comes with
it is that for an ICN with a holistic layout, such a simple
cache strategy can affect the overall performance of the net-
work. A typical caching strategy in a noncooperative cache is
LCE [14]. In LCE, as the content information is returned, a
cache is copied to each cache node passing through the
return path. Although such a deployment strategy can sim-
ply cache the information content, it also brings high redun-
dancy. The problem of a low overall hit rate has caused a
serious waste of resources [15].

The explicit collaborative caching strategy determines
the specific cache nodes by adding a centralized controller
to the ICN. The centralized controller collects the real-time
status of the cache nodes in the network and then makes a
judgment. The presence of a centralized controller effectively
relieves the pressure on the router. Studies have shown that
explicit collaborative caching can greatly improve cache effi-
ciency [16, 17].

In [18], an explicit cache coordination strategy based on
HASH is proposed. The HASH value is obtained according
to the location, popularity, and history of the cache node.
Then, the corresponding cache node is searched for the
cache. If this content exists in the cache node, the cached
content is sent directly back to the subscriber, and if it does
not exist, the subscriber’s request is forwarded from this
cache node. The HASH-based explicit cache collaboration
strategy can quickly locate cache nodes and fast forward
requests without generating redundant data.

Currently, the explicit collaboration cache is still under
exploration. Although it can project a very good cache
deployment strategy, it also has some shortcomings [19].
For example, in a high-speed network environment, each
data content needs to pass the controller to help the control-
ler decide which node to cache in; this computing overhead
should not be underestimated. Secondly, if the centralized
controller is down, it is unfavourable for the network where
the centralized controller is located. Whether it hands off the
cache node to another centralized controller or discards the
current network, there is still a significant impact on overall
ICN network.

Although explicit collaboration cache can bring high
cache efficiency, it requires a lot of interactive information,
and the calculation method is too complicated. The nonco-
operative cache has a lot of data redundancy. The implicit
collaboration cache combines the advantages of the above
two cache methods. The implicit collaboration cache mainly
relies on some additional messages for cache decisions, such
as cache node location, content popularity, probability, and
cache node status. Due to the high performance and low cost
of implicit collaborative caching, the implicit collaborative
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cache has the highest proportion among the three cache
deployment strategies. Below are a few implicit collaboration
caching strategies.

The main purpose of the LCD [20] (Leave Copy Down)
strategy is to keep the cache close to the edge of the network,
so the LCD policy will copy a cache on the second cache
node of the return path each time, so each cache hit will
move this cache once towards the edge node. As the content
popularity increases, the cache will get closer and closer to
the edge of the network, thus reducing the delay of user
access. However, such a caching strategy will leave more
copies on the return path with high redundancy. Moreover,
for a large number of requests for different information, the
cache of the core network nodes will be continuously
replaced, and it is not guaranteed the cache hit.

MCD [21] (Move Copy Down) is an optimization of the
LCD cache decision strategy. Unlike the LCD, after the cache
hit, the cache of the node is deleted, and the redundancy of
the information content is reduced. From the perspective
of redundancy, MCD has made a very good optimization
compared with LCD, but it also has certain disadvantages.
Suppose there is a tree network, the root node is a content
publisher, the leaf node is a content subscriber, and the other
nodes are cache routers [22]. In this tree structure, if a
router’s cache is frequently hit by a request in a different
subtree, the cached location will always be near this node
and will not always go to the leaf node.

Prob [23] (Copy with Probability) is a random caching
algorithm, sometimes called Bernoulli random caching algo-
rithm, which uses a fixed probability p to make cache deci-
sions. Such a caching algorithm does not guarantee that
popular information will be cached. Popular content will
have multiple requests, cached with the same probability,
and will have more chances to be cached; this algorithm
has a strong randomness.

ProbCache [23] proposed improvements based on Prob,
and its improvement idea also hopes that the cache exists at
the network edge as much as possible. Therefore, its proba-
bility is proportional to the distance from the cache node
to the content provider (may be a content publisher or a
cache node). The number of hops is used here as a measure
of distance.

The above implicit cooperative caching schemes effec-
tively reduce the burden of node information exchange of
explicit cooperative caching, but they lack the consideration
of the network node status and the network location of the
caching node. The performance improvement of the caching
is limited. In response to the above problems, this manu-
script uses the LRU-K strategy to comprehensively judge
the state and network location of the cache node. On this
basis, this research combines the idea of implicit cache coop-
eration and proposes a cache decision-making scheme.

3. Analytical Methods

The research on ICN caching strategy can be classified into
cache replacement strategy and cache deployment strategy.
An effective cache replacement strategy can increase the hit
rate of cache nodes. But for global purposes, reducing the

average request length and cache redundancy requires a
cache deployment policy to manage the global cache
nodes [24].

According to the foregoing, implicit collaborative cach-
ing is a caching method that is very suitable for ICN. It does
not require the global computing and communication capa-
bilities of explicit collaborative caching, nor does it have the
large amount of redundant data that noncollaborative cach-
ing generates [25]. Typical representatives in implicit collab-
oration cache are LCD [20], MCD [21], ProbCache [23], etc.
These three caching strategies are designed to make the
cache closer to the requesting node on the path, thus reduc-
ing network latency, but without considering each cache
whether the state of the node is suitable to cache the infor-
mation. Therefore, this paper proposes an on-path implicit
cooperative caching algorithm with the following specific
objectives:

(1) Improve the cache hit rate, reduce network latency,
and reduce the average request length of users

(2) Consider the state and location of the cache node to
give the nodes that should be cached

(3) Do not add too many fields to the packet, causing the
network packet to be bloated

Based on the above requirements, this paper proposes a
cache deployment method based on the status and location
of the cache nodes, which considers the position of the cache
node on the path, the number of prefiltering queues, and the
number of filtering when caching nodes exchange informa-
tion. It is a bidding strategy that determines the cache loca-
tion at a very small communication cost [26].

3.1. Concept and Definitions

3.1.1. Cache Node Status Values. The cache node status value
is an important indicator for evaluating whether the cache
node in the ICN is suitable for caching. The less the cached
content is, the more suitable it is the node for the cache. The
closer to the user, the more suitable it is the node for the
cache. At present, the state value of each cache node is deter-
mined by three factors. However, for the cache nodes in dif-
ferent network environments, the proportion of each factor
should be different. Therefore, the final state value is calcu-
lated by weighting. The formula is as follows:

Value = α ×Vk + β ×Vhop + γ ×Vhitk, α, β, γ ∈N: ð1Þ

Among them, Value represents the final state value, Vk
represents the state value based on the number of prefiltered
queues K , Vhop represents the state value based on the link
location, Vhitk represents the data of interest packages in
the number of prefiltered queues, and alpha, beta, and
gamma represent the weight of three state values, respec-
tively. In order to reduce the accuracy problem caused by
floating-point representation, the weights of the three state
values (α, β, γ) are represented by nonnegative integers.
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(1) LRU-K Strategy. The main purpose of LRU-K is to solve
the “cache pollution” problem of the LRU algorithm. Its core
idea is to extend the “recently used 1 time” criterion to
“recently used K times.” The K in LRU-K represents the
number of recent uses.

Compared with LRU, LRU-K needs to maintain one
more queue to record the history of all cached data being
accessed. Only when the number of accesses of the data
reaches K times, the data is put into the cache. When data
needs to be eliminated, LRU-K will eliminate the data whose
Kth access time is the largest from the current time.

(2) Cache Queue State. The state of the cache queue is deter-
mined by the K value in the dynamic LRU-K algorithm, that
is, the number of prefiltered queues. When the number of
prefiltering queues of a cache node is large, it means that
the number of packets need to be cached by the node is
large. Compared with the cache node with a smaller K value,
it takes a longer time to put the cache node with a larger K
value into the cache queue. Therefore, the function for cach-
ing queue state calculation is a monotonic decreasing
function.

(3) Link Location. In ICN, it is more desirable that informa-
tion be cached on edge nodes, which can reduce the average
number of request hops for users, the network latency, and
the load of the central network. Because the acquisition of
the whole network’s topology structure is complex and
requires a large amount of computation, it does not meet
the requirements of implicit collaborative caching, so the
hops of interest packages are added to the interest packages
as the basis for calculating the relative location of cache
nodes in the network. For example, the number of hops of
the nearest cache node to the user is 1. If the cache node
has no data in the CS, the cache node needs to forward the
user’s interest package to the cache node with the hop num-
ber of 2 until the content publisher or the node with the
cache is found. The function of calculating the relative posi-
tion state value of cache nodes by hops decreases monoto-
nously with the increase of hops, and the higher the hops,
the lower the importance.

(4) Location of Prefiltered Queues. In dynamic LRU-K cache
replacement strategy, a data packet is put into the cache
queue only after the packet has passed the required number
of caches in the Kth queue at that cache node. Therefore,
when judging whether a cache node is suitable for caching
a packet, it should consider whether it is currently in the pre-
filter queue and which prefilter queue. Otherwise, the packet
will appear in the prefilter queue of each cache node, thus
underestimating the prevalence of the packet and delaying
it from being cached or even failing to be cached. The
purpose of this parameter is to reduce the impact of mul-
tiple nodes on data filtering and depending on the weight
parameter that determines its importance in formula (1);
priority should generally be given to nodes where that data
is already in the prefilter queue so that it is cached as soon
as possible.

3.1.2. Cache Rate. Caching rate is the ratio of the number of
caches selected by the node to the number of interest pack-
ages received. The concept of caching rate is proposed
mainly because when choosing the caching node through
the state value, the edge nodes will be frequently selected
as the caching nodes. The main reason for this problem is
that the distribution of the state value is relatively uneven,
and the caching probability of the nodes close to the content
source is very small. Therefore, the cache rate is proposed,
and the point on the forwarding path of the packet of inter-
est with the smallest cache rate is selected for caching to
compensate for the deficiency caused by selecting the cache
node only by the state value. The formula for calculating
the cache rate is as follows:

CacheRate = NCached
N total

: ð2Þ

In formula (2), NCached represents the number of data
packets stored in the network cache space. N total represents
the number of all data packets in the network space.

3.1.3. Data Packet Status Value. A data packet is a response
packet sent back by a content publisher according to the
direction of the sending path of interest packages. The data
package contains the name and content of the data. How-
ever, for the current deployment strategy, it is impossible
to know whether the data packages have been cached on
the path. Therefore, an additional field needs to be added
to tell the subsequent caching node whether the data pack-
ages can be cached. When a data packet is cached at a node,
the state value of the field should be modified, and subse-
quent nodes can judge whether to cache the data packet
according to the state value. Two nodes, one has the maxi-
mum state value, and the other one has a minimum cache
rate, need to be found on the transmission path of the
packet. There are four cases, which can be represented by
0, 1, 2, and 3, respectively, as shown in Table 1.

3.1.4. Statement Record Table. In order to record the maxi-
mum state value and the minimum cache rate of a cache
node through which an interest package passes, a Statement
Record Table (SRT) is added to each cache node, which con-
tains the data name field and the state value in the interest
package. When the data packet returns, firstly querying the
state value corresponding to the data name in the SRT table,
if there is no record, it shows that the state value is not
higher than the maximum state value, and the cache rate is
not lower than the minimum cache rate at that time when
the interest packet is transmitted, so this node is not selected
as the cache node.

The meaning of state value in the SRT table is like
Table 2, but it does not need state value 0. If it is not a can-
didate node of cache nodes, it cannot be stored in SRT. It is
not necessary to prepare a state value specifically for this
state, and it also reduces the occupied data space, the mean-
ing of state value as shown in Table 2.

For the state value stored in SRT can not directly deter-
mine whether it is the maximum state value node and the
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minimum cache rate node, it needs to be judged by combin-
ing the state value in the interest packet. The main reason is
that in the process of forwarding the interest package, it is
not known whether the next node has a larger state value
or a smaller cache rate, but when the interest package is for-
warded to the current node, it is the maximum state value or
the minimum. When the data packet returns along the route
forwarded by the interest packet, if a node encounters the
maximum state value, and the state value in the data packet
indicates that the node has not been cached at the maximum
state value, then the current node is the node with the max-
imum state value, and the judgment of the node with the
minimum cache rate is the same.

3.1.5. Concrete Design. The cache deployment strategy based
on the state and location of the cache node selects two nodes
to cache in the data transmission path. The first cache node
is the one with the best state value, and the second cache
node is the node with the lowest cache rate. At present, three

factors are affecting the state value. The first one is the status
of the LRU prefilter queue, which needs to be given in com-
bination with the dynamic LRU-K algorithm proposed
above. The second one is to calculate the location of each
cache node on the request path according to the hops of
interest packets. The closer to the edge of the network, the
higher this value is. The third one is the queue number hit
in the prefilter queue. The larger the number is, the more
popular the content is, and the more important it is to cache
the data packet at this node. Caching on the nodes with the
lowest cache rate is to compensate for the nonuniformity of
caching based on the state value.

As shown in Algorithm 1, in order not to add addi-
tional computing nodes when processing interest packets,
the maximum state value and minimum cache rate of
the cache nodes are allocated to the interest packets.
Then, the state value and cache rate of the current nodes
are calculated on each cache node. The larger state value
and the smaller replacement rate are recorded in the

Table 1: Data packet status values and implications.

State value Meaning

0 The maximum state value node has been cached, and the minimum cache rate node has been cached.

1 The maximum state value node is cached, and the minimum cache rate node is not cached.

2 The maximum state value node is not cached, and the minimum cache rate node is cached.

3 The maximum state value node is not cached, and the minimum cache rate node is not cached.

Table 2: State record table state values and implications.

State value Meaning

1 It cannot be the maximum state value node, it may be the minimum cache rate node.

2 It may be the maximum state value node, not the minimum cache rate node.

3 It may be the maximum state value node or the minimum cache rate node.

Input: Interest Packet (Pkt); Statement Record Table (SRT)
Output: Operation Statement
1: Pkt:hop⟵ Pkt:hop + 1
2: value⟵ get value
3: cacherate⟵ get cache rate
4: srtstat⟵ 0
5: ifvalue > pkt:maxvaluethen
6: pkt:maxvalue⟵ value
7: srtstat⟵ srtstat ∣ 2
8: end if
9: ifcacherate < pkt:mincacheratethen
10: pkt:mincacherate⟵ cacherate
11: srtstat⟵ srtstat ∣ 1
12: end if
13: ifsrtstat > 0then
14: insert pkt:name, srtstat into SRT
15: end if
16: forward pkt
17: returnSUCCESS

Algorithm 1: Interest packet processing algorithm for cache deployment policy.
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interest packages and then insert data name and SRT sta-
tus value into SRT. A maximum state value field, a min-
imum cache rate field, and a hop number field need to be
added to the interest package. All cache nodes maintain
these three fields together. If the state value of a cache
node is higher than the maximum state value or the
cache rate is lower than the minimum cache rate, the cor-
responding data is updated, and records are generated in
the cache state record table, SRT state values are updated,
and the cache state record table SRT is stored on each
routing node.

As shown in Algorithm 2, when the cache node
receives the response packet, whether the current packet
is cached is calculated according to the SRT state value

and the packet state value. When the content needs to
be cached, the state value is changed so that the subse-
quent nodes will not cache the packet with the same type,
thus ensuring that the data will not be excessively

Input: Data Packet (Pkt); Statement Record Table (SRT); Content Store (CS)
Output: Operation Statement
1: ifpkt:datastat > 0then
2: ifSRT has pkt:namethen
3: res⟵ pkt:datastat&SRT:getStatðpkt:nameÞ
4: ifres > 0then
5: pkt:datastat⟵ pkt:datastat − res
6: insert pkt into CS
7: end if
8: remove pkt:name from SRT
9: end if
10: end if
11: forward pkt
12: returnSUCCESS

Algorithm 2: Data packet processing algorithm for cache deployment policy.

Node1 Node2 Node3 Node4Interest Interest Interest

MAX state = 6
MIN cache rate = 0.8

MAX state = 8
MIN cache rate = 0.4

MAX state = 8
MIN cache rate = 0.2

MAX state = 8
MIN cache rate = 0.1

MAX state = 0
MIN cache rate = 1.0

Node state = 6
Cache rate = 0.8

SRT value = 3

Node state = 8
Cache rate = 0.4

SRT value = 3

Node state = 4
Cache rate = 0.2

SRT value = 1

Node state = 2
Cache rate = 0.1

SRT value = 1

Interest

Figure 1: Interest packet forwarding process.

Node1 Node2 Node3 Node4

SRT value = 3 SRT value = 3 SRT value = 1 SRT value = 1

Data Data DataData Data

Data packet 
state = 0

Data packet 
state = 2

Data packet 
state = 2

Data packet 
state = 3

Data packet 
state = 0

Cache node Cache node

Figure 2: Data packet forwarding process.

Table 3: Icarus simulation platform parameters.

Parameter name Parameter value

Zipf distribution alpha value 0.5-1.2

Number of contents 300000

Total cache size (0.002-1) ∗ number of contents

Interest packet preheat value 300000

Interest packet measurement 600000
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redundant. If no caching is required, the data packet is
forwarded directly. After the data packet passes through
the cache node, the corresponding records in SRT should
be deleted to avoid wasting storage space. In order to
cooperate with the implementation of the algorithm, it is
necessary to modify the data package accordingly. Add a
packet status value field to the packet, the initial value sets
the status to 3. In the return path, if the state value of the
state record table in a node and the state value of a packet
do not result in 1 when doing a logical and operation,
then the cache is inserted into the cache of the node,
and the state value of the packet is updated. If replace-
ment is required, a dynamic LRU-K cache replacement
strategy is executed.

The selection process of cache nodes is shown in
Figures 1 and 2. Figure 1 shows the changes of some param-
eters in the process of forwarding interest packages. Figure 2
shows the selection of cache nodes in the process of packet
response. Two graphs show the process of selecting cache
nodes at one time.

4. Simulation Results and Analysis

4.1. Simulation Environment. The simulation environment
uses the Icarus simulator, version v0.7.0, which can be
downloaded from GitHub. The address is detailed in
[27]. Icarus is an event-based ICN simulator, imple-
mented in Python by Lorenzo Cerno and others. It is spe-
cially developed to evaluate the performance of the cache
system in the information-centric network. It uses the
MVC (Model-View-Controller) design pattern. This
model implements the basic functions of ICN, the view
monitors changes on the network model, the controller
processes events and responses, and the results act on
the network model.

The server used in the simulation experiment is the
Sugon A620r-G server. The CPU is AMD Opteron(tm) Pro-
cessor 6320, 1.4GHz, 16 core, 32 threads, and 16GB of
memory, and the operating system is CentOS Linux release
7.2.1511. The parameters for the dynamic LRU-K cache
replacement policy are set as follows:
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Figure 5: C = 0:002. The relationship between cache hit rate and content concentration.
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(1) Prefilter queue length

LðkÞ = L × 26−k, L is the length of the cache queue. The
scheme used in the prefilter queue length in the simulation
is an exponential function, which can effectively improve
the hit rate.

(2) Prefilter queue number K maximum KMAX

KMAX = 5: ð3Þ

(3) Filter count

The maximum number of filtering for the prefilter queue
is 1.

The parameters for the Icarus simulation platform are
set as Table 3. Since the initial state of the cache queue is
empty, the cache replacement will not occur until the cache
queue is filled, so it will affect the calculation of the hit rate.
In order to eliminate this part of the impact, Icarus supports
the warm-up function. The previous part does not collect
data, and the data is collected for the hit rate after the num-
ber of requested packets exceeds the warm-up value, and the
warm-up value can be freely set by the user.

4.2. Simulation Scheme. Icarus provides several topology
data sets in Topology Zoo [28]. This simulation is tested in
GEANT, GARR, TISCALI, and WIDE four topologies, with
DLRU-K cache replacement strategy, FIFO cache replace-
ment strategy, LRU cache replacement strategy, and RAND
cache replacement strategy.

4.2.1. GEANT Topology Simulation Scheme. GEANT is a
pan-European data network for research and education
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Figure 6: C = 0:002. The relationship between cache hit rate and content concentration.
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groups that connects research and education networks
across Europe. In addition to providing high-bandwidth
links in Europe, GEANT can also serve as a new technology
test platform.

4.2.2. GARR Topology Simulation Scheme. GARR is a
national computer network prepared for universities and
research institutions in Italy. Its main goal is to design
and manage a high-performance network infrastructure
for the Italian academic and scientific communities. In fact,
GARR has always been an integral part of the European
research network GEANT, which shares GEANT with
other European NRENs (national research and education
network (NREN)). The GAR network topology provided
by Icarus comes from Topology Zoo, and the version is
GARR 201201.

4.2.3. WIDE Topology Simulation Scheme.Widely Integrated
Distributed Environment (WIDE), an Internet project
cofounded by Keio University, Tokyo Institute of Technol-
ogy, and the University of Tokyo, is the backbone of the Jap-
anese Internet and Japan’s first Internet infrastructure.

4.2.4. TISCALI Topology Simulation Scheme. Since the real
network topology of the real Internet service provider can-
not be accessed by the research community, the Rocketfuel
is used to map the nodes of the network. The TISCALI
topology tested in this paper is mapped by Rocketfuel, and
there are 44 content source nodes. There are 160 router
nodes and 36 consumer nodes.

4.3. Simulation Result Analysis. The simulation results are
mainly analyzed for the two performance indicators pre-
sented, the cache hit ratio and path scaling ratio under dif-
ferent network topologies. Cache hit ratio measures the
response of cache nodes to interest packets in the network,
which can intuitively reflect the efficiency of network cache
deployment strategies. The path scaling ratio intuitively
reflects the relative position of the cache deployment node
on the path. The experimental results are as follows.

Figure 3 shows four cylindrical comparisons of the cache
hit rates with different Zipf distribution parameters alpha
and different cache sizes C. When the Zipf distribution
parameters alpha = 0:5 and C = 0:002, the cache hit rates in
the four network topologies have been significantly
improved, which is higher than the experimental data of
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the control group, and the fluctuation range of the hit rates is
also smaller than the other four cache deployment strategies.
The proposed caching strategy performs best among the five
caching strategies, LCD is second only to the caching strategy
in this paper, and the performance is relatively stable. How-
ever, the performance of ProbCache and Random in different
network topologies is not stable and has certain volatility.

Compared with Figure 4, the path scaling ratio of the
proposed cache strategy is also slightly lower than that of
the other four control groups. By comparing the two groups
of Figure 4, it can be found that the smaller the alpha and C,
the more obvious the improvement of the cache hit rate is,
but the reduction of path scaling ratio is not obvious. On
the contrary, with the increase of alpha and C, the gap of
path scaling ratio increases. The smaller the path scaling
ratio is, the smaller the average request length is. Reducing
the average request length not only brings faster response
speed but also means better releasing the pressure of the core
router so that interest packages can be responded at the edge
of the network. For the forwarding process of each interest
packet, even if the average number of hops is reduced by
one hop, for the large number of interest packets existing
in the network, it also means that the great load of the router
is reduced, and the throughput of the router is increased.

The next part will mainly analyze the impact of different
content popularity and cache size on the cache hit rate.

4.3.1. The Impact of Content Popularity on Cache Hit Rate.
When C = 0:002 and C = 0:05, the break-line diagrams
of cache hit rate are shown in Figures 5 and 6. The two
break-line diagrams show that the cache strategy proposed
in this paper is between alpha = 0:5 and alpha = 1:0. The
cache hit rate in the four topologies is higher than that
of other cache strategies. In GEANT and WIDE network
topologies, when alpha reaches 1.0, the gap tends to
decrease. With the increase of alpha value, the hit rate
of all caching strategies increases, which indicates that
the hit rate of caching increases with the increase of con-
tent concentration.

In the line graph, the cache hit rate of the five cache pol-
icies varies with the content popularity. The LCE cache
deployment strategy has always been the worst performer.
The hit ratio of LCD and ProbCache is closest to the cache
strategy proposed in this paper. Even in the case of
Figure 6, there is an almost equal situation. The caching
strategy proposed in this paper gradually disappears when
α = 1:0.
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4.3.2. The Effect of Cache Size on Cache Hit Ratio. The cache
hit ratios when α = 0:5 and α = 0:8 are shown in Figures 7
and 8.

Through the two sets of broken-line graphs of Figures 7
and 8, it can be concluded that the cache hit rate of the four
network topologies proposed in this paper is higher than that
of other cache strategies when C = 0:002 to C = 0:07. How-
ever, when C = 0:08 and C = 0:09, the cache hit rate is almost
equal to that of LCD strategy, and even when a = 0:5 and C
= 0:09, the cache jitter occurs, which is surpassed by LCD
strategy. The parameters of the scheme are not suitable for
GEANT networks where C is greater than 0.08. According to
other broken-line graphs, the cache hit rate of all caching strat-
egies increases with the increase of caching, and the caching
strategy awareness proposed in this paper is also getting
smaller and smaller. According to the above analysis, the cache
deployment strategy based on node status and location, com-
bined with the dynamic LRU-K cache replacement strategy
proposed in this paper, can improve the cache hit rate. The
more decentralized the content and the smaller the cache,
the more significant the enhancement effect.

5. Conclusions

ICN cache deployment strategy is divided into the noncoop-
erative cache, implicit cooperative cache, and explicit coop-
erative cache. From the perspective of global cache hit rate
and average request length, explicit cooperative caching gen-
erally has the best performance, but explicit cooperative
caching requires a lot of communication information to
determine the cached nodes, which will increase the network
load. Therefore, this paper makes a thorough analysis and
comparison of implicit cooperative caching. According to
the advantages and disadvantages of other implicit coopera-
tive caching, combined with the dynamic LRU-K cache
replacement algorithm, a deployment strategy based on the
status and location of caching nodes is proposed. According
to the network location of caching nodes, the number of pre-
filtered queues, and the number of prefiltered times, the sta-
tus is evaluated comprehensively, and the state value is put
into interest. In the packet, the best state cache node is
selected from the request path and cache in it when the
packet returns. Finally, the deployment strategy based on
the location and state of the cache node can reduce the
duplication of the network cache space content and effec-
tively improve the cache hit rates that are proved by the
comparative simulation of the Icarus simulation
environment.
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