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In unmanned aerial vehicle (UAV) collaborative electronic reconnaissance network, single UAV is always restricted by flyability
and sensing capacity; hence, a cooperative network is built to realize the electronic reconnaissance. In this paper, a three-level
electronic reconnaissance network is proposed, including the radiation target, UAV-based electronic reconnaissance
equipment, and the command center. Each of the UAVs is capable of monitoring several radiation targets at the same time.
Since the topology of the UAV network influences the effect of electronic reconnaissance, in this contribution, optimization is
achieved based on the improvement of radiation coverage. If there is no radiation target within the sensing scope, the
corresponding UAV will remove according to our novel strategy. Iterate operations are carried out for the relative optimum
performance. Simulation results show that the UAV network topology optimization is capable of improving the coverage of
radiation targets effectively.

1. Induction

In 2018, theUS Federal Communications Commission (FCC)
pointed out that 6G communication era is not far away any-
more [1–3]. Coming to 2019, the global 6G summit was held,
which defined the general direction and basic features of 6G
development. China officially launched 6G technology
research and development at the end of 2019; then, the 6G
technology research and development promotion working
group was established. In 2020, the standardization of 5G
communication has officially drawn to a close [4]. In order
to meet the higher demand in the future, 6G research and
development has been formally discussed on the agenda.
Compared to 5G, 6G technology will provide more accurate
phase synchronization technology, higher spectrum/energy/-
cost efficiency, TBPS level transmission efficiency, 1/10 delay,
100x link density, nearly 100% global coverage, subcentimeter
positioning accuracy, and millisecond positioning update
rate. As themost important resource of 6Gnetwork, spectrum
resource faces new challenges [5]. First of all, the spectrum
usage in the 6G era is characterized by full spectrum, including

millimeter wave, terahertz, and visible light. How to realize
multispectrum sensing within multisystem is an urgent
problem to be solved. Secondly, with the integration of 6G
stereoscopic space, the original planar spectrum resources
are divided into the three-dimensional space, and the corre-
sponding spectrum perception ability should also be
upgraded from 2D to 3D. Finally, 6G communication is
affected by environment, channel, platform, load, system,
and other factors, and spectrum resources are more fragmen-
ted. How to quickly and accurately complete spectrum per-
ception is the most important step to utilize the fragmented
spectrum resources.

In view of the abovementioned characteristics of full
spectrum, three-dimensional and fragmentation of 6G, we
proposed to use UAV platforms to carry out collaborative
spectrum sensing of 6G communication network. As a remote
control command or according to its own program control
aircraft, unmanned aerial vehicles (UAVs) with spectrum
sensing nodes are capable of achieving fast, accurate, and flex-
ible spectrum sensing effect [6–12]. In the past decades, the
use and development UAVs has experienced an explosive
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growth as the performance of electronic devices has improved
and costs have fallen. Benefiting from the economical cost of
UAV, the flexibility of takeoff and landing, and the versatility
of its application, UAV and its related technologies have
received extensive attention.

As a mobile and flexible flight platform, the UAV has
unique advantages by equipped passive electronic reconnais-
sance equipment and forming a network to carry out collab-
orative electronic reconnaissance [13–15]. However, the
mainly difficult of route planning for collaborative electronic
reconnaissance of UAV clusters lies in the high dynamic
collaborative planning for targets with unknown radiation
sources without any prior knowledge[8, 11, 16–18]. From
the perspective of topology planning, generally, the develop-
ment of sensor network goes through three stages. The first
phase is sensor node deployment for a static area, such as
mountain fire prevention and environmental monitoring in
large petroleum mining areas [5, 19]. This kind of sensor
network optimization can be summarized as static coverage
method, that is, through reasonable deployment of the sen-
sor network and optimization of its topology structure, the
observation target in the detection area can be observed as
realistically as possible [20]. Usually, the principle of poly-
gon partitioning is used to partition the sensor network,
calculate the best observation position in each partition,
and make the sensor as close as possible to this best position,
so as to achieve better observation effect. The first method of
static optimization of sensor network is suitable for the case
that the number of sensor nodes is sufficient and the area of
monitoring environment is small, as well as the observation
environment is relatively simple [21]. In the face of large
area and complex environment, static sensor network needs
a huge number of sensor nodes. In this case, it is necessary to
plan a reasonable path to realize the patrol of the designated
observation area. Compared with the topology optimization
of static sensor network, the path planning of the UAV
network needs to consider both the strict restrictions of
communication link and energy consumption [9]. The route
of the UAV cluster is planned based on the static coverage
sensor network, and the overall observation environment is
divided into several zones. According to the final location
of the current zone and the minimum redundancy tendency,
the UAV cluster can choose to stay in this zone or go to the
next zone. According to the survival/efficiency ratio of UAV
considered in literature [10, 15, 22, 23], for environmental
perception in extreme situation, route planning is carried
out by using the overall survivability and task assignment
of the UAV network to guarantee the overall survivability
of the UAV network. Another path planning of the UAV
network can be summarized as the dynamic UAV network
corresponding to the dynamic target group, that is, both
the target and the UAV platform have high dynamic capa-
bility [14, 24]. In this case, the path of the UAV platform
is not set specifically, but the rules of its movement are
designed to adapt to the changing environment. Intelligent
dynamic path optimization algorithm has a good develop-
ment prospect, but at present, intelligent path optimization
algorithm is still mainly in the theory, specific to the practi-
cal application has not been widely applied.

The limitations of its application are mainly due to the
prior knowledge is necessary for the intelligent algorithm
to achieve the best optimization. However, the UAV net-
work is often faced with the totally unknown and high
dynamic environment. In this case, the intelligent dynamic
path planning usually falls into local optimization selection
and ignoring the UAV network overall performance. With
the change of environment, the optimization based on the
partial derivative of often leads to failure.

In the face of dynamic electromagnetic environment,
this paper proposes a path optimization method for collabo-
rative electronic reconnaissance using UAV clusters, which
can be summarized into two stages. The first stage is load
perception, that is, the number of radiation sources within
the effective distance perceived by each load. The second
stage is platform movement. Explicitly, each platform
decides to keep in the original place or move within the
effective distance according to the perception effect of the
corresponding load and the positions of its neighbors.
Finally, the effective coverage rate of the UAV network to
the radiation source within the detection range is calculated
by simulation under different iteration times, so as to verify
the actual effectiveness of the proposed method without
prior information.

2. System Model

The framework of the cooperative spectrum sensing network
in this contribution is a typical triple-layer model widely
applied for various scenarios. In this cooperative spectrum
sensing network, there are K radiation sources (RSs) moni-
tored by L individual UAV. At the same time, each of the
UAVs is capable of sensing several RSs and communicating
with the fusion center (FC).

The UAV cluster should cooperate with each other to
monitor radiation sources in the designated area. The loca-
tion setting of the UAV platform should be based on the
optimal coverage rate of radiation sources rather than the
coverage area, and efforts should be made to match the elec-
tronic reconnaissance load carried on the UAVs with the
distribution density of radiation sources as far as possible.

As shown in Figure 1, the optimization process of UAV
cluster cooperative electronic reconnaissance topology can
be divided into two steps: the first step is self-perception of
UAV platform load. The second step is to adjust the position
of each UAV according to its own perception and the
congestion degree feedback by the system. In the process
of topology optimization of the UAV cluster, the electronic
reconnaissance payload carried by the UAV conducts recon-
naissance on the radiation source. The reconnaissance range
is a sphere with radius R centering on itself, the single move-
ment distance of the UAV is D, and the number of optimi-
zation iterations is N . The coverage of radiation sources is
used as a parameter to evaluate the topology of the UAV
network, that is, the ratio of the radiation sources covered
by the UAVs in the observation area to the total number
of all radiation sources. Due to the complexity of flight envi-
ronment, factors such as air flow are likely to impact on the
UAV network topology. Due to the radiation signal
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transmitted through the effects of fading and noise, the cov-
erage of electronic reconnaissance is reduced. In this case, we
try to improve the coverage of electronic reconnaissance
through the UAV network topology reconstruction. To
avoid resource waste, we introduce two concepts: superposi-
tion number of radiation source coverage and crowding
degree of UAVs, which are the number of each radiation
source monitored by UAVs and the number of UAVs near
a certain location. Specifically, the superposition number of
radiation source coverage can be expressed as follows: Nk

=∑L
l=1 Jfdðsk, ulÞ ≤ Rg, where Jf•g is a step function; if the

distance between the kth radiant source and the lth UAV
platform is less than the perceived distance, it is denoted as
1; otherwise, it is denoted as 0. The congestion degree near
the lth UAV within the observation range can be measured
by the congestion degree, i.e., ρl =Nl/L, where Nl is the
number of UAV within the perception range of the lth UAV.

3. Topology Optimization Algorithm

The path optimization algorithm process of UAV cluster
collaborative electronic reconnaissance processes as follows:
The number of radiation sources within the perceived range
of the lth UAV is first calculated as NsensingðlÞ, and if
NsensingðlÞ = 0, the first step is performed; otherwise, if
NsensingðlÞ > 0, the second step is performed.

For the case of NsensingðlÞ = 0, the specific operation can
be subdivided into the following three cases:

(1) NðlÞ = 0, which means the number of UAVs within
the perceived range of the first UAV is 0

In this case, the UAV randomly chooses the distance to
move in any direction not exceeding the standard step

Dstep, and the position after moving D′
�!

can be expressed
as follows:

D′
�!

=D +��! rand Dstep
� �

D′
�!

−D
!

D′
�!

−D
!

����
����,

ð1Þ

where rand ðDstepÞ denotes the random distance between
zero and the standard step Dstep. If the number of perceived
emitters NsensingðlÞ increases after moving to a new position

D′
�!

, the corresponding UAV will stop moving; otherwise, it
will continue to move in accordance with the above rules.

(2) NðlÞ = 1, which means there is one UAV platform
within the sensing range of the lth UAV. For the
convenience of description, we assume that the serial
number of the UAV is i. At this point, if NsensingðiÞ
>NsensingðlÞ as well as ρi =Ni/L < λ, which indicates
that the perceived number of radiation sources on
the ith UAV platform is greater than that of the lth
UAV platform, and the crowding degree at the ith
UAV platform is lower than the threshold value. In
this case, the lth UAV platform moves one step
towards the UAV platform:

D′
�!

=D +��! rand Dstep
� �

Di
!−D

!

Di
!−D

!��� ��� ð2Þ

(3) NðlÞ > 1 which means there is more than one UAV
platforms within the sensing range of the lth UAV.
Firstly, we find the central location of the nearby

UAV cluster Dc ′
�!

=∑m∈MDm ′
��!

/M. Then, the per-
ceived number of radiation sources at this central
location and the platform congestion are calculated,
respectively:

Nsensing cð Þ = ∑m∈MNsensing mð Þ
M

: ð3Þ

Then, the coverage radio is given by

ρc =
∑m∈Mρm

M
: ð4Þ
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Figure 1: Processing of UAV network topology optimization
algorithm.
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4. Performance Analysis

In this section, we focus on the analysis of the coverage of
radiation sources, which is mentioned at the beginning of
this article. Explicitly, each of the UAVs indicates whether
there is a RS within its sensing range and then transmutes
its local decision to the fusion center (FC). The coverage of
RS is used as a parameter to evaluate the topology of the
UAV network, that is, the ratio of the radiation sources
covered by the UAVs in the observation area to the total
number of all RSs. In the transmission process, it is assumed
that in the consecutive time slots, the UAV senses the RSs in
the first time slot and then forwards the local results to the
FC in the second time slot. It is assumed that the location
of the UAV is constant and does not change in each time
slot. For convenience of description, the coordinate of the
FC and the ith UAV is set as ð0, 0, 0Þ and ðxUi ðtÞ, yUi ðtÞ, zUi
ðtÞÞ, respectively. Hence, the corresponding distance can be
denoted as follows:

dUF
i tð Þ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xUj tð Þ

� �2
+ yUj tð Þ
� �2

+ zUj tð Þ
� �2

r
: ð5Þ

At one time slot, the coordinate of the jth RS and the i
th UAV is expressed as ðxRj ðtÞ, yRj ðtÞ, zRj ðtÞÞ and ðxUi ðtÞ,
yUi ðtÞ, zUi ðtÞÞ, respectively. The distance between the jth

RS and the ith UAV is dUR
ij ðtÞ =ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxUi ðtÞ − xRj ðtÞÞ2 + ðyUi ðtÞ − yRj ðtÞÞ2 + ðzUi ðtÞ − zRj ðtÞÞ2
q

.

Compared with the nonline-of-sight (NLOS), line-of-sight
(LOS) plays much more important part in the communi-
cation and sensing of UAVs. It is reasonable to assume
that at the tth time slot, the jth RS transmission power
is sensed by the ith UAV, and then, the UAV forwards
its local indication to the FC.

Explicitly, the path loss of the LOS between the jth RS
and the ith UAV can be expressed as

PLUR
ij tð Þ = LUR

ij tð Þ + 20 log dUR
ij tð Þ

� �
+ η, ð6Þ

where LUR
ij ðtÞ = 20 log ð f Þ + 20 log ð4π/cÞ is the free pass

lose based on the radio frequency of f and η represents the
additional loss of LOS. It is reasonable to assume that the
threshold of all the UAVs is the same and sets as ThU . Then,
the possibility of the ith UAV discovers the jth RS can be
represented as PUR

ij = PðPLUR
ij > ThUÞ.

Similarly, the path loss of the LOS between the ith UAV
and the FC can be denoted as

PLUF
i tð Þ = LUF

i tð Þ + 20 log dUF
i tð Þ

� �
+ η: ð7Þ

The possibility of the FC is capable of estimating the
UAV’s sensing result can be written as PUF

i = PðPLUF
i >

ThFÞ, where ThF is the SNR threshold of the FC.
For the jth RS, the probability th is covered by the UAV

network when both
The probability that the jth RS is observed by the FC

through the sensing of the ith UAV equals to PUR
ij PUF

i .
Consequently, the overall probability that the jth RS is

out of coverage of the UAV network can be calculated as

Pout
j =

YI
i=1

1 − PUR
ij PUF

i

� �
: ð8Þ

From Equation (8), we can see that when the radio
frequency and communication environment is set, the ratio
of coverage is only affected by the location of each UAV.
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5. Simulation Results

In this section, for the optimization method of UAV clus-
ter topology structure, the Monte Carlo method is adopted
to realize the optimization and verification of radiation
source coverage. Several iterative operation experiments
are carried out, and the reliability of the optimization
algorithm is discussed and analyzed by using MATLAB.
In the simulation process, we assume that the load carried
on the UAV platform is sensitive and effective and has the
same uniform performance. In the initial step, the UAVs
are randomly distributed in the designated area, and the
subsequent position is adjusted according to the topology
optimization algorithm.

In Figure 2, we show the utility of sensing distance and
the number of iterations. In our simulation, 100 RSs are
distributed in 50km × 50km × 10km space randomly. There

are 30 UAVs used to sense the RS’s states with the effective
distance of 1 km or 3 km. It can be seen that the number of
RS without monitoring decreases as the number of iteration
optimization grows. When the iterative optimization
number equals to 0, the scenario means that the locations
of UAVs and the RSs are randomly generated. Figure 2
shows that our proposed topology optimization approach
is effective to decrease the number of RSs without moni-
tored. Both the sensing distance and the iteration operations
affect the performance of UAV networks significantly. How-
ever, the performance of the UAV network tends to be stable
when the number of iteration operations reaches 70.

As shown in Figure 3, we assume that 50 RSs are
randomly distributed in a cube with length of 20 km, and
the UAV cluster carries out electronic reconnaissance in this
space. The effective perceived distance of the UAV carrying
the electronic surveillance payload is 0.5 km. Each UAV
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platform sends the results of its electronic surveillance to the
FC, which adjusts its position according to the effectiveness
of the electronic surveillance to achieve better RS coverage
radio. As shown in Figure 3, increasing the number of
UAV platforms can significantly improve the coverage ratio
of UAV cluster network collaborative electronic reconnais-
sance, but it will bring about an increase in system cost
and system complexity. According to the UAV swarm adap-
tive topology optimization method proposed by us, the UAV
can adjust its position in real time according to its own RS
perception and the position of the surrounding UAV
platforms. Through the iterative adjustment method, the
effective coverage ratio of RSs within the perceived range
can be improved slightly without increasing the number of
platforms and the complexity of the system.

By comparing Figures 4(a) and 4(b), we can see that
the UAV platform can adjust its position by itself without
the position information of the radiation source, thus opti-
mizing the topological structure of the UAV cluster. The
simulation results show that after 20 iteration movements
of topology optimization, UAVs’ position distribution is
more reasonable, and the corresponding RS coverage ratio
is also improved.

6. Conclusion

In this paper, we establish a UAV network to realize collab-
orative electronic reconnaissance for 6G. In the absence of a
priori information, we proposed a method to optimize the
autonomous topology of the cluster based on the number
of surrounding emitters and the number of nearby UAVs
sensed by the UAV platform. By setting the perceptual
threshold and the number of iterations of network topology
optimization, the overall control of the cluster is realized.
Through the simulation results, we can see that under
reasonable parameter settings, the proposed optimization
method of UAV cluster collaborative electromagnetic sens-
ing topology structure can effectively improve the coverage
ratio of the UAV cluster to the overall RS. At the same time,
the cluster performance and system complexity are effec-
tively balanced by setting the threshold and iteration times.

Data Availability
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