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With the advancement of big data and neural network technology, flipped classroom informatization has shifted the traditional order of knowledge transfer and internalization, emphasizing students’ autonomous learning before class, knowledge absorption, and knowledge completion in class with the assistance of teachers. Students’ internalization and consolidation create the conditions for individualized learning. In foreign teaching, the benefits and feasibility of the flipped classroom have been demonstrated, and it is a promising new teaching model. Although recent research on oral English teaching in Chinese universities has yielded promising results, students’ classroom activity and participation remain low, learning initiative is lacking, and opportunities and time for oral training are insufficient. This article uses flipped classroom, big data, and neural network technology to teach college oral English classes, with the goal of determining whether the flipped classroom model can help students improve their oral English proficiency and self-learning ability, as well as exploring students’ attitudes toward the flipped classroom model. This paper first proposes a big data and deep neural network-based algorithm for detecting oral English pronunciation errors, which can be used for self-correction of students in the flipped classroom mode to improve the quality of oral English teaching. Finally, we also conducted simulation experiments, and the experimental results show that our algorithm is 4.12% better than SVM.

1. Introduction

Although a series of teaching reforms [1–3] have been carried out, there are still many problems in English teaching in China [4–6]. For example, students lack the ability of independent learning [7–9] and cooperative learning [10–12]. The teacher’s lack of professional quality and the solidification of educational concept are the unfavorable factors that affect the teaching effect. “Flipped classroom” teaching mode [13–16] is a new form of teaching and classroom organization. Many new inspirations and concepts will be integrated and put into practice in the teaching process of flipped classroom. It not only stimulates students’ interest in learning, but also develops students’ independent learning ability and cooperative research ability. Flipped classroom subverts the traditional classroom model [17] and also changes the role of teachers and students in traditional teaching. The time in the classroom is rearranged, and the time between knowledge transfer in class and internalization of knowledge absorption after class is adjusted, resulting in traditional classroom innovation.

Big data [18] and neural network technology [19–21] have transformed how people communicate. People are constantly learning new things and interacting with others. Technology has had a significant impact on not only how people work and live, but also on how they learn. Digital technology is used to record lecture content, as well as audio and video related to teaching knowledge, providing technical support for flipped classroom implementation. Furthermore, after class, students must self-study online knowledge content, freeing up valuable classroom time to address students’ questions and difficulties or engage in other constructive classroom activities. Instead of doing what the teacher says in class and doing homework and exercises after class, you should do what the teacher says. The teaching method is flipped, with students receiving explicit instructions to learn after class and then applying what they have learned in class.
The most significant advantage of flipped classroom is that it can maximize the effect of classroom learning [22], which is also the most basic demand of teaching. In the liberated classroom time, the teacher can give personalized guidance to each learner according to his/her characteristics and knowledge mastery, so as to make the classroom time more meaningful. Moreover, more flexible learning tasks and learning pace can be provided in the schedule according to each student’s learning progress. Educators have benefited from technological advancements in education for a long time by incorporating technology into their teaching. Students can access online learning at any time and from any location thanks to popular online services like online video sites and Baidu Cloud. Students can easily follow a variety of online courses by clicking on links on social media, which is very convenient and flexible. As a result, a lot of flipped classroom big data is generated.

Based on the foregoing observations, we can conclude that, while recent research on oral English teaching [23] in Chinese universities has yielded promising results, students’ activity and participation in the classroom remain low, learning initiative is lacking, and opportunities and time for oral training are insufficient. This article explores students’ attitudes toward flipped classroom teaching mode by applying flipped classroom, big data, and neural networks [24–26] to college oral English classroom teaching, which helps to improve students’ oral English level and autonomous learning ability.

The main contributions of this paper are as follows:

1. This paper applies flipped classroom, big data, and neural network technology to college oral English classroom teaching, which helps to improve students’ oral English level and autonomous learning ability, and explores students’ attitudes toward flipped classroom teaching mode.

2. This paper proposes a pronunciation error detection algorithm based on phonetics space and KL divergence distance metric. The basic element of the phonetics space is senone, and its posterior probability is obtained by discriminative learning from the acoustic features by the deep neural network.

The rest of the paper is organized as follows. In Section 2, the background is outlined. The methodology is conducted in Section 3. The experimental results are further summarized in Section 4. Finally, Section 5 concludes the paper with a summary and future research directions.

2. Background

At present, emerging information technology [27, 28] provides a powerful driving force for economic and social change and development. Facing the knowledge explosion in the context of the new era and the rapid changes in technology, learners have new learning needs. In the information age, how to cultivate people also puts forward new requirements. Make full use of information technology and strive to create an information-based learning environment for learners, so as to promote the reform of teaching concepts, teaching models, and teaching content. In the daily teaching process, information technology is continuously deepened and widely used, so as to better serve the new talent training services under the background of the times. In the context of the new era, the intelligentization of education should play an active leading role, and the intelligentization of education should support and lead the modernization of education. Simultaneously, education informatization is critical to the renewal of educational concepts, the reform of teaching models, and the reconstruction of the educational system. The incorporation of big data and neural network technology into the process of subject teaching innovation, as well as the realization of deep integration between information technology and subject teaching, has become a hot topic of current research in this context. Teaching concepts and teaching activity design continue to innovate and present a diverse development as a result of continuous advancement and in-depth research.

In terms of classroom form, teaching process, and teacher and student roles, the flipped classroom has been flipped. The format has shifted from “teaching first, then learning” to “first, then teaching.” The teaching process is being turned on its head thanks to information technology. Teachers are now “teaching,” and the traditional role of students as “learners” has shifted. Flipped classrooms overcome the limitations of traditional teaching. Teaching places a greater emphasis on students’ learning processes, allowing them to have a more authentic learning experience. In the teaching process, more attention is paid to student self-study, teacher-student interaction, and student-teacher interaction. Collaborative exchanges between students have changed the former difficulty of passively accepting knowledge and help students develop their lifelong learning capabilities. From its emergence to its continuous development, flipped classrooms have been sought after by different scholars and educators all over the world and have had a profound impact. Objectively speaking, the flipped classroom has improved the teaching quality of the subject and the ability of students, and it has had an important reform effect on classroom teaching. However, flipped classrooms have not set off a wave of reform in China. Aside from the higher demands of flipped classrooms in a networked teaching environment, teachers’ educational concepts and teaching viewpoints must be updated urgently. Nowadays, education is becoming increasingly informatized, and educational infrastructure is being built to a higher standard. To promote the depth between information technology and subject teaching, teachers should learn to use networked learning platforms to make full use of advanced teaching concepts such as blended learning and flipped classrooms.

3. Methodology

3.1. Flipped Classroom. Flipped classroom is a teaching mode that mixes direct explanation and constructivist learning. The traditional teaching model is mainly divided into three parts: preclass knowledge preview, in-class knowledge teaching, and after-class knowledge consolidation. The “flipped
classroom” breaks the traditional teaching model and reverses the process of knowledge transfer and internalization, that is, teachers send relevant learning materials to WeChat, QQ, and other online platforms before class, and students complete the teaching content independently before class. Classroom time is mainly used to carry out various teaching activities, such as teachers explaining the problems existing in students’ self-learning before class and students exploring problems in groups, so as to obtain a deeper level of new knowledge. Understand, digest, and absorb. Flipped classroom extends the classroom from school to home, greatly enhancing the openness of education. Students can formulate their own learning progress according to their own learning ability and will no longer be affected by the uniform teaching of teachers. This gives full play to the autonomy and initiative of students in learning, and individualized learning is also guaranteed, so as to achieve a better educational effect. The flipped classroom teaching model is shown in Figure 1.

3.2. Flipped Classroom Teaching Model of Spoken English

3.2.1. Basic Model. The timeline of a flipped classroom generally includes two parts: before class and during class. Before class, it is used for students to study independently, that is, the stage of “knowledge externalization.” The class is used for the development of learning activities, that is, the stage of “knowledge internalization.” Due to the differences in learners, implementation environment, learning methods, and other subjects in oral English teaching, the author takes Professor Robert Tallbert’s flipped classroom implementation structure model as the basis and combines the teaching content and teaching objects of this flipped classroom. Characteristic, the structure model of the flipped classroom implementation of Professor Robert Tallbert has been modified and refined accordingly, and the teaching implementation model of the flipped classroom of spoken English has been constructed. The specific model is shown in Figure 2.

The textualization of the flipped classroom teaching implementation model in Figure 2 can be divided into the following four steps in detail:

(1) Teachers Provide Learning Materials. There are many types of preclass learning materials for flipped classrooms, such as teaching microvideos, presentations, and teaching cards. Teachers can choose according to teaching objects, teaching content, and actual teaching needs. But generally speaking, the preclass learning materials of the flipped classroom are mainly teaching microvideos, and teachers can download or make their own teaching resources from related websites. Famous foreign teaching video websites include Khan Academy and TED-ED. Teachers can look for video resources that match their teaching content among high-quality open educational resources as the course teaching content. After the teachers prepare the learning materials, they can upload them to the learning platform.

(2) Students’ Autonomous Learning Stage before Class. First, students learn the learning materials provided by the teacher before class to complete the task of autonomous learning. If students encounter problems in the learning process, they can communicate and discuss with their classmates on the platform to find solutions. Problems that cannot be solved can be fed back to the teacher individually, and the teacher will give a one-to-one personalized explanation on the platform. Secondly, students independently complete the test questions uploaded by the teacher to the platform, and the teacher roughly determines the student’s preclass learning effect based on the students’ test situation. Finally, students will perform preclass exercises according to the oral tasks assigned in the self-learning task list, paving the way for oral English communication in the classroom.

(3) In-Class Knowledge Internalization Stage. Before class, students have already learned the relevant teaching knowledge points of this class. This provides ample time for the internalization of knowledge in the middle of the class. First, the teacher will give a unified explanation of the questions with a higher error rate according to the students’ test situation before class and explain the relevant knowledge points from the wrong questions again. Second, conduct classroom testing. The methods of classroom testing can be diversified, such as teachers asking questions, students answering, or students asking and answering each other in a game. Third, let students discuss the knowledge expansion questions in the learning task list in groups and share the results of the discussion after the end. The teacher comments and supplements the results of the students’ discussion. Then, carry out classroom activities. As it is an oral class, teachers can set up some classroom activities aimed at improving students’ oral communication skills. For example, students are grouped to carry out activities such as situational dialogue, role playing, and microvideo dubbing. In the course of the activity, teachers should give individual tutoring to individual student with poor oral English, encourage them to speak English, actively participate in classroom activities, and encourage students to take the initiative to show their results after the end.

(4) Evaluation and Summary Stage. Let students conduct self-evaluation and mutual evaluation on their own learning attitude, self-confidence, cooperative spirit, and spoken English expression in this lesson, cooperate in groups to summarize the key and difficult points of this lesson, and complete the unit review mind map. After the end, the group representatives went to the stage to show the unit mind map and explained the important and difficult points of this lesson, the teacher made comments and supplements, and the students made corresponding notes.

3.3. Spoken Pronunciation Detection Algorithm. Figure 3 depicts the structure of the proposed pronunciation error detection model in this paper. It is divided into two sections:
input characteristics and classifier design. The two parts will be discussed in greater depth below.

3.3.1. Input Features. In view of the fact that acoustic features, such as MFCC and PLP, are susceptible to noise interference from different speakers, transmission channels, and recording environment, this paper adopts high-dimensional phonetics features as the basic features of pronunciation error detection. Suppose there are \( M \) different senses \( s_1, s_2, \ldots, s_M \) in the acoustic model, for any speech frame \( x_t \), its characteristics in phonetics space are expressed as follows:

\[
\mathbf{f}(x_t) = [p(s_1|x_t), \ldots, p(s_M|x_t)]^T,
\]  

(1)

where the posterior rate \( p(s_i|x_t) \) is the output value of the \( i \)th node of DNN.

Suppose that the phoneme of speech segment \( X \) is \( b \), and three hidden states \( b_{s_1}, b_{s_2}, b_{s_3} \) are obtained through DNN. For the speech segment corresponding to each state, the center vector is calculated to indicate its position in the speech space. The calculation equation is as follows:

\[
\bar{f}(X) = [\bar{p}(s_1|X), \ldots, \bar{p}(s_i|X), \ldots, \bar{p}(s_M|X)]^T,
\]  

(2)

\[
\bar{p}(s_i|X) = \frac{1}{t_{ek} - t_{sk} + 1} \sum_{t=1}^{t_a} p(s_i|x_t).
\]  

(3)

If the total number of sensors in the acoustic model is \( M \), and each contains \( 3 \) valid states, the dimension of the feature vector is \( 3M \). Feature direction \( f(X) \) will be used as the input feature of the phoneme classifier for classifier training.

3.3.2. Classifier. The task of detecting pronunciation errors for each phoneme is abstracted as a binary classification problem. Assuming that there are \( M \) different phonemes in the phoneme set, the traditional classification method divides the entire data set into \( M \) parts according to the corresponding phonemes and learns a binary classifier for each phoneme separately.

Assume that the training data set is \( S = \{X_n, t_n\}_{n=1}^N \), which contains \( M \) different phonemes \( \{p_1, p_2, \ldots, p_M\} \), the phoneme label corresponding to the \( n \)th sample is \( C_n \in \{1, 2, \ldots, M\} \), and its pronunciation is correct or wrong is \( t_n \in \{0, 1\} \), where 1 means correct pronunciation and 0 means wrong
The maximum likelihood criterion is used to estimate the model parameters, and the optimization objective function is defined as follows:

\[
L = \prod_{n=1}^{N} \sum_{m=1}^{M} \delta(C_n = m) y_m(X_n)\cdot(1 - y_m(X_n))^{1 - \delta},
\]

\[
y_m(X_n) = \sigma_m(W_m^T\phi(X_n)).
\]

In the testing phase, for sample \(X\), if its corresponding phoneme is marked as \(i\), then its category is judged as follows:

\[
p(C|\phi(X)) = \sigma_i(W_i^T\phi(X)) \begin{cases} \geq \theta & \text{true} \\ < \theta & \text{false} \end{cases},
\]

where \(\theta\) is the system threshold.

### 4. Experiments and Results

#### 4.1. Experimental Environment and Parameters

The programming language used is Python, the version is 3.6.5, the deep learning framework used is Keras2.1.5, and the IDE for program deployment is Pycharm, and all experiments are conducted in the same environment. All our experiments have been conducted on a desktop PC with an Intel Core i9-9900K processor and an NVIDIA GeForce GTX 2080ti GPU. We have implemented the model construction through the Keras deep learning library, the programming language we use is Python, and we batch processed 256 samples each time.

#### 4.2. Data Sets

The standard pronunciation database is an English isolated word recognition database named LDC95S27, in which each sentence contains only one English word. The entire data set contains 93,667 sentences, with a total duration of 23 hours. We divide it into two parts: training set and test set. Among them, the training set contains 900 speakers, 6,700+ words in different texts, and the total duration is about 20 hours; the test set contains 80 speakers, and the total duration is about 3 hours. The English learning database is collected and recorded by the author. The database contains 60 Chinese people, each of whom reads 300 words, and the word text is randomly generated from LDC95S27. The phoneme-level misreading, interruption, and omission errors of each word are marked by a phonetic expert. The distribution of various pronunciation errors on the entire data set is shown in Table 1. It can be seen from the distribution table that misreading errors account for 77.9% of all pronunciation errors, which is the main type of error.

#### 4.3. Evaluation Index

We scored by calculating the distance \(D_1\) and \(D_2\) between the correct pronunciation model \(C\) and the wrong pronunciation model \(IC\) of the sample center \(X\) and the phoneme \(b\). The final pronunciation accuracy score at the phoneme level is expressed as follows:

\[
\text{Score} = \frac{e^{-D_1}}{e^{-D_1} + e^{-D_2}},
\]
4.4. Experimental Results. Firstly, the effects of different hidden layer network structures on experimental results are compared. Because the English learning database is relatively small, the underlying network structure used in the W experiment is also relatively small. The dropout algorithm is used in the training process to prevent overfitting. Table 2 shows the accuracy of pronunciation error detection on the verification set when the number of hidden layers is 1 layer, 2 layers, and 3 layers and the number of nodes in each layer is 200, 400, 600, and 1200. The system threshold is set to 0.4. As can be seen from the table, the artful response of different underlying network structures to the result of articulatory error detection is very small, and the change of accuracy is less than 1%. Among them, the result of the single hidden layer classifier is slightly better than the result of the multihidden layer classifier, which we believe may be caused by the relative shortage of training data. In view of this, the underlying network in subsequent experiments was all set as a single hidden layer, with a number of 600 nodes.

4.5. Comparative Experiment. Support Vector Machine (SVM) is usually used as a classifier in error detection algorithms based on dichotomy. In this section, we compare the performance of SVM and the model presented in this paper in terms of pronunciation error recognition on English learning databases. There are 40 phonemes in the English learning database, so 40 SVM classifiers need to be trained. All SVMs are trained with the SVM-Light tool, and the default parameters are set directly. For each phoneme in a sentence, the classifier predicts the conditional probability that it is pronounced correctly. By adjusting the system threshold value, the number of error recognition under different operation points can be obtained. The pronunciation error recognition results of the two methods on the English learning test set are shown in Figure 4. It can be seen that the model in this paper is overall better than the SVM method, which proves the effectiveness of our model.

5. Conclusion

This paper uses flipped classroom, big data, and neural network technology to teach college oral English classes, with the goal of determining whether the flipped classroom model is effective in improving students’ oral English proficiency in Chinese college oral English classes. Students’ attitudes toward the flipped classroom teaching model are investigated using oral English ability and self-study ability. This article first proposes an algorithm for detecting oral English pronunciation errors based on big data and deep neural network technology, which can be used to help students self-correct in a flipped classroom setting and improve the quality of oral English instruction. Finally, we ran simulation tests, and the results show that the proposed method outperforms SVM and achieves comparable results.
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