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With the changes and development of the social era, my country’s classic art is slowly being lost. In order to more effectively inherit
and preserve classic art, the collection and sorting of classic art data through modern information technology has become a top
priority. Database storage is a good way. However, as the amount of data grows, the requirements for computing processing
power and query speed for massive amounts of data and information are also increasing day by day. Faced with this problem,
this article is aimed at studying the optimization of database queries through effective algorithms to improve the efficiency of
data query. Based on the traditional database query optimization algorithm, this article improves on the traditional algorithm
and proposes a semi-join query optimization algorithm, which reduces the number of connection cards and the number of
columns and uses the number of blocks that participate in the semi-link algorithm connection and preconnection preview and
selection. And other functions reduce the size of the participating block, and the connection sent between sites reduces the cost
of sending between networks. The graph data query optimization algorithm is used to optimize the graph data query in the
database to reduce the extra task overhead and improve the system performance. The experimental results of this paper show
that through the data query optimization algorithm of this paper, the additional task overhead is reduced by 19%, the system
performance is increased by 22%, and the data query efficiency is increased by 31%.

1. Introduction

Classic art has been carrying the prosperity and replacement
of the Chinese nation since ancient times and is a cultural
treasure handed down by the Chinese nation. However, as
the diversified development of art and the acceleration of
the modernization process, coupled with the slowdown of
modern attention to it, some classic art and works that have
been handed down for a long time are disappearing continu-
ously. This urgently requires us to keep up with the changes
of the times, systematically collect and organize data, and
establish relevant databases. To show the classic art of the
Chinese clan in a new situation can better pass on the classic
art. Building a database to protect relevant data more effec-
tively is a necessary trend for modern information technol-
ogy to be used in various fields. Due to the large and
complex data volume of classical art inherited by China for

thousands of years and a large number of data and query
operation user groups, a wide range of data queries will bring
great challenges to the performance of the database and the
processing cost of the database query operation. It has
become a huge problem that needs to be solved urgently,
and optimizing database query operations has become very
important and meaningful.

In order to conduct research in the field of artificial intel-
ligence, Pigozzi et al. made a key overview of the existence
and application of the concept of “preference” in artificial
intelligence. Preference is the core concept of decision-mak-
ing, and it has been extensively studied in disciplines such
as economics, operations research, decision analysis, psy-
chology, and philosophy. However, in recent years, in various
fields from recommendation systems to automatic planning
and from nonmonotonic reasoning to computational social
choice and algorithmic decision theory, it has also become
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an important subject of computer science research and appli-
cation, especially in the field of artificial intelligence. The sur-
vey basically covers the basic knowledge of preference
modeling, the use of preference in reasoning and argumenta-
tion, the problem of compact representation of preferences,
preference learning, and the use of nontraditional preference
models based on extended logical language. But the concept
he put forward is too advanced for modern technology to
be effectively implemented [1, 2]. In order to meet the urgent
needs of customers, database vendors have been pushing
advanced analysis techniques into the database. Most major
DBMSs use user-defined aggregation (UDA) (a data-driven
operator) to implement analysis techniques in parallel. In
statistical algorithms, most of the work is performed by iter-
ative transitions in larger states. UDA alone is not enough to
implement statistical algorithms and cannot be naively parti-
tioned due to data dependence. Generally, this type of statis-
tical algorithm first needs to be preprocessed to establish a
large state and needs to be postprocessed after statistical
inference. Li et al. proposed General Iterative State Transi-
tion (GIST), a new database operator for parallel iterative
state transitions on large states. GIST receives the state
constructed by UDA and then performs several rounds of
transitions on the state until convergence. The final UDA
performs postprocessing and result extraction. Li et al.
believe that the combination of UDA and GIST (UDA-
GIST) unifies data parallel and state parallel processing in
a single system and can effectively implement statistical
algorithms. However, the general iterative state transition
operator they proposed may cause errors in the data during
the iteration process, thereby affecting the result of the
operation [3]. Moreau et al. introduced the ClusterXplain
method, which is a way to help users better understand
their query results. These results are constructed using a
clustering algorithm and described using a personal vocab-
ulary. They proposed a clear and vague version of this
method, with the goal of finding what the elements of a
cluster have in common and distinguishing them from the
elements of other clusters. The data that Moreau et al. con-
sider to characterize each answer cluster is not limited to
the attributes used in the query, thus revealing unexpected
relevance to users. They use natural language terms to pro-
vide users with characterization to describe the obtained
clusters. But his method is too simple to meet the needs
of users [4].

This article uses a distributed database to manage data.
The innovations of this article are as follows: (1) Commonly
used distributed query optimization techniques such as semi-
join and direct join algorithms still have certain defects and
room for improvement, based on the basis of query optimiza-
tion technology. Making some query optimization improve-
ments can effectively reduce database query response time
and improve query efficiency. (2) Based on artificial intelli-
gence, deep learning methods are used to determine the map-
ping relationship between system states and behaviors. This
avoids many calculations in the augmented learning process
and provides a quick solution. It is possible to send as much
data as possible while reducing the loss of data packets while
reducing power consumption.

2. Based on Artificial Intelligence Database
Query Optimization Algorithm

2.1. Artificial Intelligence. Artificial intelligence is an emerg-
ing technological science, which researches and develops the-
ories, methods, technologies, and application systems for
simulating and expanding human intelligence [5]. Artificial
intelligence is a branch of computer science that attempts
to create a new type of intelligent machine that can under-
stand the essence of intelligence and can react in the same
way as human intelligence [6, 7]. Research areas include
robotics, language recognition, image recognition, natural
language processing, and expert systems [8–10]. Since the
birth of artificial intelligence, theory and technology have
become more and more mature, and its scope is also expand-
ing. The technological products that artificial intelligence will
bring in the future can become “containers” of human wis-
dom. It can simulate the information processing of human
consciousness and thought, not only limited to logical think-
ing, but also imaginative and inspirational thinking can be
considered to promote the pioneering development of
artificial intelligence [11]. The main content of artificial
intelligence research includes knowledge representation,
automatic methods of reasoning and retrieval, machine
learning and knowledge acquisition, knowledge processing
systems, natural language understanding, computer vision,
intelligent robots, and automatic programming [6, 12]. The
focus of artificial intelligence is to enable computers to
perform tasks that must be completed by human advanced
intellectual activities [9, 13].

2.2. Edge Computing. Edge computing refers to the “sinking”
of cloud computing functions at the network edge, which is a
new computer model used with network edge devices [14].
The “end” of edge computing is the data source generated
by the end of the network terminal [15, 16]. For the resources
between the data paths in the cloud data center, the basic idea
is to perform computer work on the computer resources near
the data source. Edge computing and cloud computing are
complementary to each other [17, 18]. Portable computing
chip is a computing chip. The traditional wireless access net-
work is located between the wireless access point and the
wired network, which can provide end users with higher
bandwidth and waiting for data service, which can save time
and reduce bandwidth, data service requirements for net-
work search [19, 20].

2.3. Deep Learning Algorithms Based on Artificial Intelligence

2.3.1. Adaptive Grouping Algorithm. In the cognitive net-
work, users access and send data according to the state of
the channel. When the channel status is better, more data
streams will be transmitted on it. Therefore, the amount of
data sent on the channel will maintain a continuous and
steady trend. On the other hand, a channel with a more gen-
eral state will only be accessed by users when other channels
are occupied, and its traffic value will show indirectness and
hopping. According to the above two characteristics, the data
stream is divided into two groups [21, 22]. Using adaptive
grouping (AG) method to group different channel traffics,
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data with similar characteristics can be grouped together.
The algorithm is as follows:

s
−t = 1

R
〠
R

n=1
stn: ð1Þ

Calculate the average value of the traffic on t communica-
tion channels, respectively, where t is the data on the t-th
communication channel and R is the number of data on the
communication channel. Calculate the variance of the traffic
data on each communication channel separately and use the
variance to express the volatility of the data:

ϕ2t =
1
R
〠
R

n=1
stn − st
� �2

: ð2Þ

According to the variance, each data stream is grouped,
and the volatility is used to indicate the stability and fluctua-
tion of the data stream. Calculate the mean variance of t data
streams and use this as the threshold for grouping.

ϕ
−2

= 1
R
〠
t

m=1
ϕ2t : ð3Þ

2.3.2. Deep Learning Algorithm. When it comes to wireless
data transmission, full consideration will be given to packet
loss, power consumption, and system performance. In an
actual wireless network, the logical assumption is that the
environmental information is unknown; that is, the retrans-
mission node cannot know in advance that environmental
conditions may occur. Therefore, the system model modeled
as MDP uses the amplification method of deep learning algo-
rithms to train relay nodes to learn environmental state tran-
sition information and guide node operations [23, 24]. The
strategy selection method has been improved to obtain better
state behavior data to allow for the balance between explora-
tion and use when retrieving state behavior. In addition,
based on behavioral data from learning enhancements, deep
learning methods are used to establish a mapping relation-
ship between situations and behaviors to achieve the goal of
rapid resolution.

π∗ en, vnð Þ =max 〠
en+1

Tvn
enen+1 cπ en + 1ð Þð Þ, ð4Þ

where the T value in the learning algorithm is the evaluation
value of the state and behavior, and the goal is to maximize
the utility of the system.

When the scale of the system is large, how to realize the
exploration and utilization of the strategy is the key issue in
the deep learning algorithm. How to effectively choose
behavior will directly affect the convergence speed of the
algorithm and the performance of the system. This article
introduces the behavior evaluation based on behavior and
increases the index value to select the behavior that maxi-
mizes revenue, namely,

Index en, vð Þ = ℓ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2In

Pn mð Þ min 1
6 , cn mð Þ

� �s
, ð5Þ

where PnðmÞ represents the number of times the en behavior
is selected after m behavior selections, ℓ is a constant greater
than 0, and cnðmÞ represents the deviation factor to reflect
the volatility of the value.

2.4. Query Optimization Based on Semi-Join Algorithm

2.4.1. Cost Function. Query optimization refers to the imple-
mentation of specific optimization measures to minimize the
total time and cost of the query. There are generally two basic
types: one is to optimize the query response time during the
query process and the other is to optimize the execution cost
during the query process. Optimizing the query response
means that the processing time from the delivery of the query
statement to the feedback of the query result to the user
should be as short as possible. The focus of cost-based opti-
mization is to minimize the use of system resources in the
query process.

The cost of a distributed execution strategy can be
expressed as the total time it takes to complete the query or
as the response time from the start of the query to the
completion of the query. The formula for calculating the total
time spent is as follows:

Dtt =DCPU × its +DE × ES +DMSG × msgs +DR × bts, ð6Þ

where Dtt represents the total time taken to complete the
query, DCPU is the instruction execution time of the query
command CPU, andDE is the time spent reading and writing
database data on the local disk during query execution.

When the response time becomes the main consideration
performance index of the optimization program, it is neces-
sary to comprehensively consider the problems of local pro-
cessing and parallel communication. The general response
time calculation method is as follows:

DRt =DCPU × seq its +DE × seq ES +DMSG × seq msgs
+DR × seq bts,

ð7Þ

where seq represents the maximum number required to
complete the query serially.

The selection factor is also an important statistic in the
database. Its value is a real number between 0 and 1. The
expression of the selection factor TK connected by the rela-
tions M and N is as follows:

TK M,Nð Þ = T Mð Þ∞T Nð Þ
T Mð Þ × T Nð Þ , ð8Þ

where TðMÞ represents the cardinality of the range and TðNÞ
represents the number of tuples contained.

For the intermediate results generated by the calculation
query, in order to simplify the calculation amount, two sim-
ple assumptions are often made on the database, and all the
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attributes in the relationship are distributed and uniform
with independent attribute values.

Operation result formula is as follows:

T ρK Mð Þð Þ = TKN Kð Þ × T Mð Þ: ð9Þ

The cardinality formula of the relationsM andN is as fol-
lows:

T M ×Nð Þð Þ = T Mð Þ × T Nð Þ: ð10Þ

The first step of query optimization is to generate the
search space of the query execution plan. The second step is
to select the search strategy to calculate the cost of the equiv-
alent execution plan in the search space one by one, and
select the best execution under the current search strategy
from the calculated results plan.

2.4.2. Semi-Join Algorithm Query Optimization.Whether it is
a central database system or a distributed database system,
selection, viewing, and connection are the three most com-
monly used functions. There is no difference between central
database and distributed database options and views, which
are executed at the local site. Considering the physical distri-
bution of the sites in the distributed database system and the
subdivision characteristics of the relationship, the connection
operation on it is very complicated. When the two relational
objects associated with the connection operation are located
on different sites, in order to complete the connection opera-
tion, data transmission between the sites is inevitable. When
the two relational objects associated with the connection
operation are located on different sites, in order to complete
the connection operation, data transmission between the
sites is inevitable. In order to reduce communication costs,
the intuitive idea is to avoid unnecessary tuple transmission
on the network. Especially in the wide area network, the com-
munication cost accounts for a large part of the query cost,
and the semi-join algorithm is optimized based on the idea
of reducing the amount of data transmission.

The semi-join operation is derived from the projection
and the connection operation. The projection operation real-
izes the reduction of the cardinality of the connection attri-
bute, and the connection operation realizes the reduction of
the number of tuples of the left connection relationship. Its
definition and operation process semi-join (semi-join) is a
reduction operation on the attribute column of the full join
result. Assume that the relations M and N have the same
attribute join-attr, namely,

M∞N = πM M∞Nð Þ =M∞πjoin‐attr Nð Þ,
N∞M = πN N∞Mð Þ =N∞πjoin‐attr Mð Þ,

ð11Þ

where M∞N or N∞M is the description of the semi-join
operation of the relations M and N .

The semi-join operation can be understood as using
another relation to reduce the number of tuples of its own
relationship, and the semi-join operation does not satisfy
the commutative law; that is, M∞N ≠N∞M. When per-

forming a semi-join operation, the site information and frag-
mentation statistics of the database system are used to select
M∞N or N∞M.

The execution process of the semi-join operation
includes the projection operation and the connection
operation of the connection relationship. The execution
process is shown in Figure 1. The execution steps of the
semi-connection are shown in Figure 2.

2.4.3. Cost Estimation of Semi-Join Algorithm. It can be seen
from the execution process of the semi-connection that com-
pared to the full connection, the semi-connection has one
more data transmission process than the full connection,
but in most cases, the total amount of data transmitted by
the semi-connection is much less than that of the full connec-
tion. At this time, the use of a semi-connected algorithm can
reduce the communication cost. The estimated cost of the
semi-join operation is as follows:

Djoin‐attr = b0 + b1 × S join‐attrð Þ × T Mð Þ: ð12Þ

The case where the semi-join operation is applicable is
that only a small number of tuples in the relation M partici-
pate in the connection with the relation N . At this time, the
semi-join algorithm can be used to reduce the number of
tuples in the relation M. When there are many connection
relations, there are many types of semi-connections. At this
time, it is necessary to calculate the communication cost of
all semi-connection forms, select the semi-connection
scheme with the least cost from them, and select the site with
the least data transmission cost as the connection operation
site.

2.5. Graph Data Query Optimization Algorithm

2.5.1. PageRank Hyperlink Analysis Algorithm. Traditional
databases have natural advantages in processing phenotypic
data, but there are many difficulties in processing graph data.
In terms of query optimization, it is mainly divided into two
levels: system-level optimization and application-level opti-
mization. The PageRank algorithm uses a well-known ran-
dom walk model to model the behavior of a web browser:
any web browser may take two possible actions when brows-
ing a web page. The first action is click on a hyperlink in the
current webpage to jump to another webpage. The second
action is to close the current webpage directly and then ran-
domly open a new webpage in the browser to continue
browsing [25, 26].

Internet

M N

M∞Пjoin-attr (N)

(M∞Пjoin-attr (N))∞N

Пjoin-attr (N)

N1 N2

Figure 1: Flow chart of semi-join algorithm optimization.

4 Wireless Communications and Mobile Computing



According to this random walk model, the PageRank
algorithm calculates the score expression as follows:

GE gj

� �
= 1 − a

M
+ a × 〠

gi∈N gjð Þ
GE gið Þ
K gið Þ , ð13Þ

where gi and gj represent each webpage, M represents the
number of all webpages in the Internet, a represents the
retention coefficient, GEðgjÞ represents the score of the web-
page gj, NðgjÞ represents the collection of all webpages con-
stituting ðgjÞ, and KðgjÞ represents the number of hyperlinks
derived from the webpage gj.

During the execution of the PageRank algorithm, these
web pages converge slowly and require more iterations, but

for most web pages, only a few generations are needed to
converge to a stable score. Therefore, it is obviously not an
efficient way to repeat the calculation of the entire graph for
a few unconverged nodes.

Therefore, we can optimize it and only consider webpage
nodes that have not yet converged in the calculation process,
namely,

Ft+1 = SFt , ð14Þ

where the score value of each web page node is recorded in
the vector F. If a distinction is made between currently con-
verged nodes and unconverged nodes, the expression is as
follows:

Perform a semi-join operation M∞П join-
attr (N) on site N1 to reduce the tuple of

the transmission relationship M
Perform projection and deduplication
operations on the connection attribute

field on site N2 П join-attr (N)

Perform join operation at site N2
(M∞П join-attr (N))∞N

Send the result of the

first step to station N1

Transfer there duced relationship

M from site N1 tosite N2

Figure 2: Diagram of the execution steps of the semi-connected algorithm.

Internet

DB2

DB1

DB3

Local user 2

Global user 2

Global user 3

Site2

Site 1

Global user 1

Site 3

Local user 3

Local user 1

Figure 3: Physical structure diagram of distributed database system.
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Fx
t+1 = Stx × Ft

x + Sty × Ft
y, ð15Þ

where Ft
x represents the set of nodes that have converged in

the t-th iteration and Fx
t+1 represents those nodes that have

not converged in the t-th iteration. The matrix block Stx rep-
resents the connection mode from the set of unconverged
nodes to the set of unconverged nodes in the graph, and some
new nodes will converge in this round of iterations. There-
fore, the dimension of the vector Fx will continue to shrink,
and the amount of calculation for the entire algorithm will
also become smaller.

3. Distributed Database Query Optimization
Operation Experiment

3.1. Distributed Database. A distributed database is physi-
cally composed of multiple databases connected to each
other and distributed in different physical locations [27],
which can manage the data stored in each physical location
independently of other physical locations, and is logically
managed by the database management system. Since the data
has been scattered in different physical locations, the data-
base can be easily expanded, and distributed databases can
be easily accessed from different networks [24, 28]. Com-
pared with centralized databases, this database is more
secure. The physical independence of distributed databases
often triggers queries in distributed systems that span multi-
ple sites. This includes subquery site allocation, timeline set-
tings, and multisite query results. Issues such as merging
routing make the query function of a distributed database
much more complicated than that of a central database [29,
30]. The physical structure diagram of the distributed data-
base system is shown in Figure 3.

Figure 3 shows the physical structure of a typical DDBS.
Computers or servers located at various physical sites and
database systems deployed on them are the basic units of dis-
tributed database systems. The sites, databases, and local
users on the site are controlled by computers or servers on
the site. Different site network communication links commu-
nicate, and the network can be a local area network or a wide
area network.

3.2. Database Query Steps. Figure 4 is the work flow chart of
the research on data query optimization in this paper. To
generate the final physical query plan, the combined cost of
each query operation is calculated, and the physical query
plan with the smallest combined cost is selected as the final
query plan, which requires every query operation to be an
estimated cost is given in advance, so the establishment of
the query operation cost estimation model is crucial to the
correctness of the final query plan selection. The acquisition
process of statistics is carried out in the preprocessing stage
of the operation of the entity-based inferior data manage-
ment system. It is not in the query compilation stage and
does not take up the actual query time. The physical query
plan is generated in the query compilation process, so we
have to consider it as the time efficiency of the optimal phys-
ical query plan selection algorithm.

4. Database Query Optimization Algorithm
Based on Artificial Intelligence

4.1. Deep Learning Algorithm Based on Artificial Intelligence.
Use detailed learning methods to get the best behavior infor-
mation, save it in the search panel, and then use this informa-
tion to monitor SAE web training. The input part of training
is the saved learned system state, and the output label part is
the behavior in that state. There are many states involved in
the system. It is more difficult to find an optimal decision
for each state. So, use the method in this article to compare
performance. The simulation parameter settings are shown
in Table 1.

Figure 5 shows the average comparison of system power
consumption using different data arrival rates and different
algorithms. The figure shows that the RS method is relatively
stable. Because the RS method is not affected by system status
information, the data arrival rate basically does not affect the
choice of RS transmission mode, but will greatly affect the
functions of the other three methods. When the amount of
data in the system is large, the pressure in the buffer becomes

Analyze query

Inquire

Logic
optimization

Physical
optimization

Query execution

Query expression tree

Logical query plan tree

Physical query plan
tree

Database
Date

Analyze the query syntax and
build a query expression tree

Calculate the estimated
cost of the physical query plan

and select the optimal plan

Move selection, projection
down, etc.

Figure 4: Data query optimization research work flow chart.

Table 1: Simulation parameter design.

Parameter Value/description

Signal-to-noise ratio threshold (dB) SNR = −1:25,−0:36, 0:79½ �
Vibration length (s) Fd=18

Arrival rate λ = 0:1,0:3,⋯, 0:9½ �
Bit error rate constraint BER = 10−3

Learning factor θ = 0:19
Discount factor δ ∈ 0, 1ð Þ
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greater, and the relay node sends more data to reduce the
pressure in the buffer and finally chooses a better transmis-
sion method to increase power consumption. The energy
consumption of the three methods first showed a trend of
rapid growth and then showed a moderate increase. The
more data in the buffer, the more power is consumed, and
the faster the power curve grows. Due to the limited cache
space, when the amount of data reaches the maximum cache
strength, the cache pressure will not increase, and eventually,
the power consumption will stabilize.

4.2. Query Optimization Analysis Based on Semi-Join
Algorithm. According to the proposed improved semi-
connected algorithm, it is applied to the GreatDDB database
system. In order to analyze the performance of the improved
semi-connected algorithm in the database system, the
performance test of the GreatDDB distributed database
system with semi-connected algorithm and without semi-
connected algorithm is compared. Analyze the improvement
effect of the algorithm through the time taken by the system

to execute the TPC-H sentence before and after the improve-
ment of the algorithm. Execute 5 different TPCH statements
in the GreatDDB environment to analyze the optimization
results of the algorithm before and after the improvement.

It can be seen from Table 2 and Table 3 that the execution
speed of the improved connection algorithm is significantly
higher than that of the previous connection algorithm, and
it takes less time to execute the same TPCH test statement;
that is, it can return results faster. Improve when the amount
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RS method
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Figure 5: Energy consumption comparison chart.

Table 2: TPCH operation result graph.

Statement number 2G data before improvement Improved 2G data 5G data before improvement Improved 5G data

1 6.84 3.25 20.52 9.46

2 18.46 8.48 69.34 33.06

3 20.35 9.37 76.78 37.28

4 9.25 4.92 31.45 14.12

5 4.18 2.01 41.62 17.91

Table 3: Data query improvement rate after improved algorithm.

Statement
number

2G data promotion
rate

5G data promotion
rate

1 52.49% 53.90%

2 54.06% 52.32%

3 53.96% 51.45%

4 46.81% 55.10%

5 51.91% 56.97%
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of data is large. The optimization effect of the latter algorithm
is more obvious, because when the amount of data is large,
more connection operations are involved, which shows that
the connection algorithm does have practical significance in
the case of multitable connection. Table 2 shows the time
improvement ratio of the improved algorithm when execut-
ing test sentences. It can be seen that the improved algorithm
runs better and the network transmission cost is reduced
more obviously.

Figure 6 is a comparison chart of 10G data size data
results, using the improved algorithm and the unimproved
algorithm to execute sentences in the same amount of time.
This is mainly because the statement only involves the selec-
tion and projection operations of a table, and these opera-
tions can be executed at the local site where the table line
item is involved; the statement does not involve the connec-
tion operation betweenmultiple tables, so there is no intersite
table due to the data transmission cost incurred by the con-
nection. The improved algorithm is optimized based on the
multitable connection. Since only a single table is involved,
the connection algorithm is not called during query execu-
tion. Therefore, when the parameter use_update_GreatDDB
is equal to 0 or 1, and the amount of data is the same, there is
not much difference in the time spent using improved and
unimproved connection algorithms for query operations.

4.3. Graph Data Query Optimization Analysis. Perform a
query experiment of graph pattern matching on the US pat-
ents data set. Construct 6 different graph pattern types (trian-
gle, diamond, cross, hexagon, double diamond, and octagon,
respectively) and then use the MATCH clause to describe
and query. We choose Neo4j as the comparison object. There
is no table in Neo4j, but the structure of the graph (nodes,

edges, attributes, etc.) is directly stored. The Neo4j database
system is completely implemented in Java language, supports
standard ACID features, and also provides a query language
for users to use. Among them, the description method of
graph mode is very similar to the MATCH clause introduced
in this article. We repeated the same experiment on Neo4j
and GraphLab to compare the gap in query performance
between GraphView and graph databases.

Table 4 is the statistical data table of the relationship in
the graph data query. In order to implement the PageRank
algorithm described above, the performance comparison
and analysis of the two will be shown later.

For each graph mode, we have tested multiple sets of
data. From the final result shown in Figure 7, we can see that
the advantages of the graph data query optimization algo-
rithm in this article are very obvious. The method in this
paper automatically converts the graph mode equivalently,
and the generated execution plan is less expensive, but in
Neo4j, there is no such optimization technology. It is exe-
cuted completely according to the user’s input. The specific
graph traversal sequence is in the database and the user.
The input order in the query statement is completely the
same, but because the user’s input only gives a description
of the graph mode, its order may not be the best performance
in terms of execution efficiency, so the query performance of
Neo4j is good or bad. Guarantee the best. GraphLab is a
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Figure 6: Test result comparison chart.

Table 4: Connection summary diagram.

Connection
relationship

Number of
tuples

Number of connection
attribute value sets

Tuple
length

RE 15 10 8

TU 40 50 5
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graph computing platform that supports parallel processing. It
uses a node-oriented iterative computing model. It is not a
graph database itself and is not responsible for storing and
managing data. Graph data used in calculations is directly read

from disk. The method in this paper has more prominent per-
formance advantages when processing graph queries.

Since the algorithm designed in this article will automat-
ically make the structure of the memory dimension table the
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Figure 7: System performance comparison chart.
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same as that of the dimension table in the database, there is
no need to worry about the problem of data out of synchro-
nization, and the maximum number of connections to the
database is set to 1000. Now simulate multiple network users
to query the value in the “ID” attribute at the same time.
Because of the limitation of the experimental equipment
and the experimental environment, in order to reduce the
experimental error as much as possible, the number of con-
current tests for each item will be tested 50 times to find
the average value. The result is shown in Figure 8. From the
figure, it can be seen that the memory SQL of the query time
consumption basically increases linearly with the number of
concurrent user accesses; the time consumption of database
SQL queries will reach more than twice the time consump-
tion of memory SQL queries after the number of concurrent
user accesses reaches 120 or more. It is proved that the algo-
rithm designed in this paper has achieved the expected effect
on the concurrent query optimization of the key value in the
relational database dimension table.

5. Conclusions

This article optimizes database queries based on artificial
intelligence and edge computing and uses query optimization
algorithms to optimize database performance and improve
query efficiency. This paper proposes a database query opti-
mization solution for the problems in the database query data
processing process, which reduces the network transmission
cost to reduce the cost in the query process and optimize the
data query response time. This article introduces the mecha-
nism for implementing this optimization technique in detail
and focuses on analyzing the performance advantages of this
technique on storage sites. Finally, we tested and evaluated
different data sets through a series of detailed experiments.
The implementation results show that the query optimiza-
tion algorithm shown in this article can better reflect the
effectiveness and efficiency by comparing with other query
optimization methods and has obvious advantages. However,
this article has not invested too much research on logical
query optimization, and further research is still needed.
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