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The improvement of the theoretical quality of education management is an indispensable part of a country’s education
modernization. However, the existing research on the evaluation of educational management theory is still relatively small, and
there is a lack of scientific educational management theory evaluation model. Designing a comprehensive and accurate
educational management theory evaluation model has important theoretical value and practical significance. It is possible to
process a lot of information in parallel using the artificial neural network method. By optimizing the artificial neural network,
data mining of characteristic information data can be realized. Therefore, this paper uses neural network to conduct data
mining on education management theory and conduct a comprehensive system evaluation of education management theory.
At the same time, the traditional BP algorithm is improved. To train a neural network with large amounts of data, the BP
algorithm uses a lot of gradient calculation, which takes a long time and often results in training going to extremes in the local
area. BP neural networks are trained using the particle swarm optimization algorithm, and the backward propagation process
in the BP algorithm is replaced with particle swarm iteration. To improve algorithm execution efficiency and speed up neural
network training, a large number of gradient operations can be avoided. This can help overcome the limitations of the BP
algorithm when dealing with large amounts of data. The improved BP algorithm is applied to the evaluation system of
education management theory, and the quality evaluation prediction of management education theory is realized.

1. Introduction

Education been around since 1999, and the goal has been to
raise the cultural quality of everyone and meet the need for
new workers as the domestic economy grows rapidly. As a
result of the government’s education reforms, the number
of students enrolled in many colleges and universities has
increased significantly for the last four years. So, we can
say that higher education is entering a new phase, one that
we can call “popular education.” This change has both
advantages and disadvantages, just like previous reforms.
After some colleges and universities expand their enroll-
ment, due to the influence of many factors (such as the lack
of teaching resources and teachers and the quality of student
sources), the quality of school education management theory
has shown a downward trend. Education balance has gotten

a lot of attention recently, especially with the rapid develop-
ment of “Internet+” education and the full implementation
of the strategic goal of revitalizing the country through sci-
ence and education. High-quality education has now
become a prerequisite for people’s livelihood and a better
life. High-quality education does more than just instill moral
values and cultivate citizens. It is also used as a yardstick for
gauging the effectiveness of global education and social jus-
tice initiatives. Creating a workable school education man-
agement theory evaluation system is a pressing issue in
ensuring that education continues to develop in a healthy
manner. School administrators try every means to improve
the quality of school management education, but they must
ensure that they achieve their goals without adding addi-
tional manpower and material resources. There is no doubt
that this will be a huge challenge [1–7].
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Research on school education management theory eval-
uation has tended to focus on identifying problems and
making recommendations, rather than conducting quantita-
tive assessments. The educational management theory eval-
uation system’s evaluation indicators and methods are still
in the exploratory stage in these quantitative studies. In
addition, there are issues such as incomplete indicators and
incomplete methods of evaluation. Students, teachers, teach-
ing space, sports fields, teaching equipment value, com-
puters, textbooks, and teachers with higher education
degrees are all considered in the current evaluation process.
Other indicators include the number of full-time teachers
and the number of teachers with advanced degrees. The
above indicators evaluate the school’s teaching management
from multiple perspectives such as students, teachers, build-
ing area, and teaching equipment. It can reflect the actual
level of school education resources to a certain extent, but
the ability to reflect the theory of education management is
slightly lacking. To enrich the evaluation system for educa-
tion management theory, this article is reconstructing the
corresponding evaluation system and researching the evalu-
ation indicators that can fully reflect the theory of school
education management [8–15].

School management education theory can be used for
scientific and systematic evaluation in today’s society, where
informatization is constantly developing. Information tech-
nology can be used to establish a more complete system of
management education theory evaluation. The development
of the contemporary information society will inevitably lead
to the popularization of information technology in all sec-
tors. The use of information technology to establish an edu-
cational management theory evaluation system is more than
just a sign of progress in social and technological terms. At
the same time, it can improve teaching quality better and
faster and establish an informatized teaching system. The
research results of this article can provide data support and
decision support for education and other related depart-
ments and can effectively verify the scientific nature of edu-
cation and related departments’ plans. And to further
improve the efficiency of education work and service quality
is significant to further promote the balanced development.

The contribution of this work can be concluded as fol-
lowing content: to train a neural network with large amounts
of data, the BP algorithm uses a lot of gradient calculation,
which takes a long time and often results in training going
to extremes in the local area. BP neural networks are trained
using the particle swarm optimization algorithm, and the
backward propagation process in the BP algorithm is
replaced with particle swarm iteration. To improve algo-
rithm execution efficiency and speed up neural network
training, a large number of gradient operations can be
avoided. This can help overcome the limitations of the BP
algorithm when dealing with large amounts of data.

2. Related Work

The theory of educational management is an important part
of college and university teaching, and it is one of the most
important things keeping colleges and universities alive

and growing in the present day. It is possible to gauge the
quality of educational management theory by looking at var-
ious indicators. These indicators are influenced by a wide
range of factors. Education management theory evaluation
is a nonlinear abstract problem that is difficult to model
mathematically or analyze with a mathematical formula.
Because of its strong nonlinear processing capabilities, the
neural network model can achieve mutual mapping in any
dimension. An effective measure to address the issue of mea-
suring teaching quality in higher education institutions is to
build a neural network model. To improve teaching quality,
the neural network model must be applied to educational
management theory evaluations. This promotes continuous
improvement of teaching goals and enhances scientific
decision-making in educational institutions. The develop-
ment of intelligent and standardized teaching management
in colleges and universities will also be greatly aided by
this research. To solve problem of complex and abstract
nonlinear university teaching quality evaluation, the author
consulted dozens of research documents related to artifi-
cial neural networks and university teaching management
quality evaluation at home and abroad and analyzed the
research status.

Since the neuron mathematical model was proposed in
the 1940s, many scholars had been interested in the research
of artificial neural networks. Literature [16] proposed the
perceptron model, which was called the world’s first real
artificial neural network model. In the 1970s, because it
was impossible to prove theoretically that the multi-layer
network’s perceptron model was meaningful, the research
on artificial neural networks entered a low point. Literature
[17] absorbed and summarized the research results of artifi-
cial neural network structure and algorithm, proposed the
Hopfield model, and proved that under certain conditions,
and the network could reach a stable state. In 1986, the error
back propagation algorithm was proposed in the literature
[18]. Since then, the BP neural network had been widely
used in different fields. At the same time, BP had problems
such as slow convergence, easy to fall a local location, and
fixed learning rate. Scholars at home and abroad have begun
to improve in many aspects such as activation function
selection, network structure design, acceleration of learning
rate, and learning methods. Document [19] described the
relationship between the decision tree algorithm of machine
learning and the hidden layer of the neural network to deter-
mine the structure of the neural network. Literature [20]
proposed the elastic BP algorithm to evaluate the influence
of the gradient on the network convergence speed. Literature
[21] used the function variable step size search method to
improve the algorithm to improve the learning speed of
the network. Literature [22] proposed an algorithm that
can self-adjust the network learning rate, which has a higher
learning speed and reduces oscillation. Literature [23] added
a term proportional to the error on the basis of the momen-
tum term and improved the BP algorithm from the aspects
of the excitation function and the error function.

Literature [24] first nonlinearly normalized the original
data, then proposed memory-type initial weights and thresh-
olds, and optimized the parameters, which ultimately
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improved the prediction accuracy and convergence speed of
the BP neural network. Literature [25] proposed a method to
modify the learning factor, which could adjust the size of
learning factor during weight adjustment process. Literature
[26] introduced the principle of compressed mapping to the
BP, which accelerated the convergence speed and made up
for insufficiency of the selection of the initial value of the
weight. Literature [27] proposed an improvement method
for the overall variable learning rate based on standard BP,
which significantly improved the calculation accuracy and
learning speed. Literature [28] proposed improved BP
weights and thresholds to make up for its slow convergence
speed and other shortcomings. Literature [29] proposed the
BP based on conjugate gradient method, and literature [30]
improved the Newton method and proposed the LM algo-
rithm. Literature [31] proposed to combine BP neural net-
work with genetic algorithm and ant colony algorithm.

3. Method

3.1. BP Algorithm. Artificial neural network is a mathemati-
cal model that can simulate the nervous system of the
human brain to process complex information after under-
standing and sampling the human brain structure and exter-
nal stimulus response mechanism. The model has the
characteristics of intelligence, high fault tolerance, and
autonomous learning. It can realize nonlinear relationships
while performing complex logic operations and has a wide
application for pattern recognition and image processing.
An artificial neural network is composed of highly con-
nected neuron nodes. Among the various artificial neural
network models currently known, multilayer feedforward
network is the most widely used. Its basic structure is shown
in Figure 1.

The network is divided into three layers. When informa-
tion comes in, it goes into the input layer, which processes it
before sending it to the artificial neural network to be proc-
essed further. The input layer sends data to the hidden layer,
which receives it and processes it. The user has no idea what
is going on behind the scenes. In the output layer, the neu-
rons in each layer form a fully interconnected connection,
and the neurons in each layer are not connected.

Artificial neural networks have the ability to approxi-
mate unknown functions with arbitrary precision and some
derived functions, making neural networks more and more
popular. It has been widely used in various fields. The opti-
mization is mainly the network weights and network topol-
ogy, and the most important is the optimization of neural
network weights. The commonly used algorithm for training
neural networks is the BP algorithm.

In order to run the artificial neural network, it must go
through three stages: (1) training and learning stages. It
repeatedly provides a series of input and output modes to
the artificial neural network and continuously adjusts the
interconnection weights between nodes until the specific
input produces the desired output. There are many algo-
rithms for training artificial neural networks, among which
the most widely used is the back propagation algorithm
(BP algorithm). (2) Reverberation stage: input a series of

input patterns that have been used in the training phase to
the artificial neuron network and adjust the system to make
it more reliable. (3) Prediction stage: input a new model to
the neural network to make predictions on unknown
samples.

The main steps of backpropagation are as follows:

Step 1. First carry out forward calculation and calculate the
activation value of each layer separately.

Step 2. For each neuron i in the output layer, calculate the
residual of each node according to the following formula:
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Among them, zðlÞi and aðlÞi are input sum and activation
value.

Step 3. For other layers except the output layer, the residual
is calculated as follows:
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Step 4. Calculate ∂E/∂w and ∂E/∂b based on the residual:
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Step 5. Update weights and biases:

w′ =w − α
∂E,
∂w

ð5Þ

b′ = b − α
∂E
∂b

, ð6Þ

where α is the learning rate.

According to the above formula, the key of the gradient
descent method is calculating the loss function. This led to
the Back Propagation (BP) algorithm, which is an efficient
algorithm for calculating partial derivatives.

One of the most widely used neural network models is
the BP neural network. The BP algorithm, on which it is
based, is well established and widely used. Even the most
complex nonlinear relations are fully approximated by it.
Because the information is dispersed and stored in the net-
work’s neurons, it has high fault tolerance. Due to the paral-
lel processing, the calculation is lightning fast. Because
neural networks are self-learning and adaptive, they can deal
with uncertain or unknown systems. When it comes to pro-
cessing quantitative and qualitative information at the same
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time, this system excels. It can coordinate a wide range of
input information relationships, making it ideal for fusion
and multimedia applications.

Although BP was the main factor in the successful appli-
cation of neural networks in the past, its performance is
increasingly unable to meet the requirements of practical
applications. The BP is a feed-forward network. This kind
of network only makes the network have complex nonlinear
mapping through the compound action of many neurons
with simple processing capabilities. The traditional BP learn-
ing algorithm is based on the essence of gradient descent,
which inevitably brings the following problems: (1) the gen-
eralization of the network, whether a large number of input
vectors that have not been learned can be processed cor-
rectly, and whether the network has a certain predictive abil-
ity. (2) The error surface of the network based on the BP
algorithm has many global minimum solutions. There are
many local minimum points. Under certain initial value
conditions, the result of the algorithm will fall into the local
minimum. When learning rate is set large, oscillation may
occur. (3) The amount of calculation is large, the conver-
gence speed of the learning process is slow, and the training
time is long. (4) A lack of robustness means the network’s
performance is more dependent on the network’s initial set-
tings. (5) The number of layers and layer nodes lacks a uni-
fied and complete theoretical guidance.

3.2. PSO Algorithm. The idea of particle swarm optimization
(PSO) is derived from the bird predation behavior. When a
flock of birds is searching for food at random, the simplest
and most effective strategy is to search the area around the
bird closest to the food if there is only one piece of food
there. An optimization algorithm known as the PSO algo-
rithm is based on this model. In addition, one of the funda-
mental concepts of PSO is that people frequently base their
decisions on their own and other people’s experiences in
making those decisions.

When comparing particle swarm algorithms with others,
it is easy to see how they are related: it also relocates the
members of the group to a better location based on how well
they can adapt to the surrounding environment. Because of

this, some believe it is a form of algorithm that evolves over
time. It differs from other evolutionary algorithms in that it
does not use individual evolutionary operators. As a result,
each person in the search space is treated as if they were a
massless particle traveling at a constant speed. This speed
can be dynamically adjusted based on an indepth analysis
of individual and collective flight experience.

Suppose the position in the group is Xi, the best position
is p. The best experienced position is pg, and the velocity of
particle i is denoted by Vi. For each iteration, the movement
of particle i in space follows the following equation:

vk+1i = vki + α1RandðÞ pk − xki
� �

+ α2RandðÞ pgk − xki
� �

, ð7Þ

xk+1i = xki + vk+1i , ð8Þ

where α1 and α2 are the acceleration constants. They make
each particle accelerate to the position p and pg, and Rand
ðÞ is a random number varying in the range of ½0, 1�.

Particles trust their current state of motion; so, they
move inertia-free according to their own speed, which is rep-
resented by the particle’s previous speed. The cognitive part,
on the other hand, represents how the particle thinks. To put
it another way, the likelihood of increased randomness in
the future will rise. Cognition is the behavior being dis-
cussed, and it is posited that acquiring correct knowledge
is made easier as a result, leading to an improved learning
experience. The social component, which represents the
sharing of information and cooperation among particles,
completes the process. These psychological assumptions of
particle swarm optimization are uncontroversial. In the pro-
cess of seeking consistent cognition, individuals often
remember their beliefs. At the same time, considering col-
leagues’ beliefs, when individuals perceive beliefs are better,
it will make adaptive adjustments.

Unlike most optimization algorithms based on gradient
information, particle swarm optimization relies on probabi-
listic search algorithms. Although probabilistic search algo-
rithms use more functions, their benefits are still efficient
compared with traditional algorithms. (1) there is no
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Figure 1: BP structure.
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centralized control constraint, and the solution of the entire
problem will not be affected by the failure of individual indi-
viduals, which ensures that the system has stronger robust-
ness. (2) The scalability of the system is ensured by
indirect information exchange. (3) It is suitable for parallel
distributed algorithm processing and can make full use of
multiprocessors. It can be seen from the working process
of the particle swarm algorithm that parallel operations
can be performed on the search space. At the same time,
the search process of each individual can also be carried
out in parallel, and the advantages of parallel computing
can greatly reduce the time to solve the problem in the case
of solving a complex-scale optimization problem with a very
large amount of calculation. (4) There are no special require-
ments for the continuity of the problem definition. This is a
very good property of particle swarm optimization that dis-
tinguishes it from traditional optimization algorithms,
which expands the scope of its application. (5) There are
few parameters that need to be adjusted, so that specific opti-
mization algorithms can be configured by adjusting fewer
parameters for specific problems in engineering. (6) Because
of its simplicity, the algorithm can be quickly and easily
implemented. Simple mathematical operations are all that
the algorithm requires. This method only needs to know
the objective function’s output value, not its gradient infor-
mation, because the data processing process does not require
a lot of CPU or memory. According to the current state of
particle swarm algorithm and application method research,
the particle swarm optimization approach is a novel
approach that can successfully address the majority of global
optimization challenges. More importantly, the potential
parallelism and distributed characteristics of the particle
swarm algorithm provide technical guarantee for processing
a large amount of data in the form of a database. Whether it
is analyzed from the perspective of theoretical research or
application research, particle swarm algorithm and applica-
tion research have important academic significance and
practical value.

3.3. Improved BP Based on PSO. Convergence is quick, oper-
ation is simple, and implementation is simple for the particle
swarm optimization algorithm. The genetic algorithm does
not include any complicated operations like encoding and
decoding, hybridization, or mutation. However, there are
drawbacks to using the particle swarm optimization algo-
rithm. There is a directionality problem here. The algorithm
moves towards an optimal solution based on all of the parti-
cles and its own search history. In the later stage of evolu-
tion, there is a slowdown and premature phenomenon.

The PSO algorithm initially randomly generates a set of
solutions of the objective function, and each solution is
called a particle. Each particle searches for the optimal solu-
tion follows the method of the current optimal particle.
Adjust the parameter form of the expression to obtain a
new formula to update the particle:

v i + 1ð Þ =w ∗ v ið Þ + α1β1 p − x ið Þð Þ + α2β2 g − x ið Þð Þ, ð9Þ

x i + 1ð Þ = x ið Þ + v i + 1,ð Þ ð10Þ

where p represents the optimal solution, and g represents
the optimal solution generated by PSO, that is, the global
optimum found until the current generation. w is called
the inertia factor, which is used to adjust the movement
speed of the particles during this iteration according to the
speed obtained in the previous iteration. α is the acceleration
coefficient. If it is small, the particle may be far away from
the target, and if it is large, it leads to flying over the target.
β is the random numbers between ð0, 1Þ. The fitness value
calculated according to the objective function is utilized to
measure which position is better. The fitness value drives
each particle toward the individual optimum in the search
space and the global optimum found so far.

It can be seen that when the current position of a particle
is close to but has not reached the global optimal position, if
the movement speed and inertia weight of the particle in the
previous iteration are nonzero, the particle will gradually
move away from the position. In addition, once all particles
catch up with the current global optimal particle, these par-
ticles will stop moving. At this time, it may be premature or
the optimal solution has been found; so, it is extremely nec-
essary to judge whether it is premature.

In order to avoid premature maturity, consider introduc-
ing some interference factors in the algorithm search pro-
cess. There are two necessary conditions for the occurrence
of premature convergence of the algorithm: each particle
catches up with the global optimal particle, and the speed
of the particle rapidly decreases to close to zero.

When the inertia weight is close to zero, it also affects the
speed. If the inertia weight is set closer to zero, the effect can
be ignored. For a random search process, the first condition
is unavoidable. Therefore, to avoid the premature PSO, it is
important to consider possibility of destroying the second

Table 1: The division of dataset.

Training Validation Testing

157 37 120

Table 2: The experimental environment.

Item Parameter

CPU Intel Core i7

Operating system Windows 10

Software Matlab

Table 3: Grade-score correspondence table.

Grade Parameter

Excellent [90, 100]

Good [80, 90)

Average [70, 80)

Qualified [60, 70)

Poor [0, 60)
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condition. When precocity occurs, add interference condi-
tions to the velocity of the particles:

v ið Þ = v ið Þ + rand ð Þ, ð11Þ

x ið Þ = x ið Þ − 2v ið Þ: ð12Þ
When precocious puberty occurs, formula (11) adds a

random number to the speed, thereby changing the velocity
of the particle, and formula (12) moves the particle to a new
position and changes the search direction. Equation (11) is
suitable for single-mode functions, and formula (12) is suit-
able for multimode functions. The interference described in
Equations (11) and (12) causes the particles to start search-
ing at a new location at a new speed, jumping out of the orig-

inal premature region. Avoiding the local optimal solution
can better find the global minimum.

This PSO algorithm introduces premature judgment and
adjustment of particle velocity and position under prema-
ture conditions. The global optimization capability has been
strengthened, which is called improved PSO (IPSO) here.

The training of the BP algorithm is a supervised method,
which uses the method of error back propagation to make
the weight of the network drop along the gradient randomly.
Each weight will affect the error generated by the output
layer; so, in order to reduce the error, the weight matrix
should be adjusted according to the error of the output layer.
It forms a process in which the error shown by the output
terminal is gradually transferred to the input terminal along
the direction opposite to the input signal.
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Figure 2: Training loss and training accuracy.

Accuracy Precision
0

10

20

30

40

50

60

70

80

90

100

Logistic regression
Decision tree

SVM
Ours

Recall F1
0

10

20

30

40

50

60

70

Figure 3: Comparison with other method.

6 Wireless Communications and Mobile Computing



IPSO is used to train the BP network in the following
way: the position of each particle in the particle swarm rep-
resents the set of weights in the current iteration of the BP
network, and the dimension of each particle represents the
number of weights that are involved in the network. To solve
the neural network training problem, the fitness function is
applied to the neural network output error from a given
training sample set. The neural network’s error threshold is
represented by the fitness value. The better the particle per-
forms in the search, the smaller the error must be. A network
output layer’s error is minimized by the particles moving
and searching in the weight space. In order to reduce the

mean square error, changing the particle speed means
updating the network weight. IPSO does this to reduce the
MSE by searching and training the neural network’s weights.
A new rate is calculated for each iteration, and particles
move in a new direction according to their positions. New
position is a new weight set, and a new MSE is obtained
according to the set of weights. If a particle moves in a
new direction such that the new MSE cannot be reduced,
the particle does not move in the new direction; that is,
the new weight matrix is discarded. The particle with the
smallest MSE is the current optimal particle. The training
process is repeated on the basis of avoiding premature
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maturity until an error that meets the requirements is gen-
erated or the number of calculations set in advance is
exceeded. The weights obtained at the end of the algo-
rithm is the final result.

From the above description, it can be seen that the IPSO
algorithm is used to train the BP network, which avoids the
backward propagation process in the original BP algorithm,
accelerates the search speed, and prevents the premature
convergence. Aiming at the phenomenon of premature con-
vergence of particle swarms, the BP network trained by the
improved particle swarm method with interference condi-
tions has very large randomness in generating the next gen-
eration solution set; so, it is difficult to fall a local solution.
Moreover, due to the sharing of all solution information in
each generation and the improvement of the quality of each
solution, the solutions in each generation population have
the dual advantages of improving “self”-learning and learn-
ing from others. Therefore, it obsesses a faster convergence.
In the later stage of the algorithm, new individuals are also
trained and optimized, which further improves the conver-
gence speed. Compared with the BP network trained by
ordinary PSO, it also has better optimization ability and bet-
ter generalization performance.

4. Experiment and Discussion

4.1. Dataset. To evaluate the effectiveness of our method, dif-
ferent educational management theoretical data are collected
from universities. These theories include the power of edu-
cational teachers, educational software and hardware plat-
forms, the scientific nature of the theory, the validity of the
theory, the acceptance of the theory, and the educational
results brought by the theory. The data set we collected con-

tains a total of 314 pieces of data, of which 157 pieces of data
are training set, 37 pieces of data are validation set, and the
remaining 120 pieces of data are the testing set, as shown
in Table 1. Then, carry on the network training and test
under the hardware and software conditions, as shown in
Table 2. And the evaluation of educational management the-
ory adopts a 100-point system, which is divided into five
grades, as shown in Table 3.

4.2. Evaluation on Training Convergence. In a neural net-
work, the network converges and the convergence effect
are important metrics to evaluate the performance. To eval-
uate this parameter, this paper studies the training loss and
training accuracy. The experimental results are shown in
Figure 2.

As the network training progresses, the training loss
gradually decreases, and the training accuracy rate gradu-
ally rises. When the number of iterations reaches 100,
the network gradually converges. The algorithm proposed
in our paper can achieve the convergence of network
training, which is the basis for the reliability and robust-
ness of the network.

4.3. Comparison with Other Method. To verify the effective-
ness of our method, we compare our method with other
methods, including logistic regression, decision tree, and
SVM. Comparison indicators include accuracy, precision,
recall, and F1 score. The experimental results are shown in
Figure 3.

Compared with other methods, the method proposed is
significantly better than other artificial neural network
methods in accuracy, precision, recall, or F1 score. This
proves the effectiveness of this method.
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4.4. Evaluation on IPSO. As mentioned in the previous part
of the article, this article improves the PSO algorithm and
combines it with the BP algorithm. To verify the superiority
of this combination mechanism, our algorithm is compared
with BP algorithm. Experimental results are shown in
Figure 4.

Compared with the BP algorithm, after embedding the
improved particle swarm algorithm, the evaluation perfor-
mance of the network can be effectively improved.

In addition, this article improves the traditional PSO
algorithm. To verify the effectiveness of our improved
method, this paper conducts a corresponding comparative
experiment. The unimproved PSO is embedded with the
BP and compared with our method. The experimental
results are shown in Figure 5.

Compared with the unimproved PSO algorithm, the
improved measures in this paper can effectively improve
the network performance, which further proves the correct-
ness of the improved measures in this paper.

4.5. Evaluation on the Number of Hidden Layer Nodes. In BP
network, the number of nodes in the hidden layer is variable.
To verify the impact of different node numbers on network,
find the best number of nodes. This paper conducts experi-
ments on different numbers of nodes, and the results are
shown in Figure 6.

As the number of hidden layer nodes increases, network
performance gradually improves. When the number of hid-
den layers is 20, the performance is optimal. But after reach-
ing the peak, the performance gradually began to decline.

5. Conclusion

Education is the cornerstone of a country’s national
development, designing a comprehensive and accurate
educational management theory evaluation model has
important theoretical value and practical significance.
Artificial neural network research methods have the abil-
ity to perform large-scale parallel processing of informa-
tion. By optimizing the artificial neural network, data
mining of characteristic information data can be realized.
Therefore, this article uses neural network to conduct
data mining on education management theory and com-
prehensively and systematically evaluate education man-
agement theory. Aiming at the two shortcomings of BP
neural network, this work introduces the improved PSO
algorithm into BP. With the introduction of PSO algo-
rithm, continuous and discontinuous objective functions
are globally searched. It effectively solves the shortcom-
ings of long neural network training time and slow con-
vergence due to the large number of gradient
calculations in the BP algorithm. Combine the improved
PSO algorithm with the BP algorithm and apply it to
the evaluation of educational management theory.
Through comparative experimental analysis, the algorithm
in this paper can make a high-quality evaluation of edu-
cational management theory.
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The datasets used are available from the corresponding
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