Recommender systems represent a critical field of AI technology applications. The core function of a recommender system is to recommend items of interest to users, but if it is only user history-based (purchasing or browsing data), it can only recommend similar products to a user, which makes the user feel fatigued (creating so-called "Information Cocoons"). Besides, transaction data (purchasing or browsing data) in various fields usually follow Pareto distributions. Accordingly, 20% of products are purchased or viewed a greater number of times (short-head items), while the remaining 80% of products are purchased or viewed less frequently (long-tail items). Using the traditional recommendation method, considering only the accuracy of recommendations, the coverage rate is relatively low, and most of the recommended items are short-head items. The long-tail item recommendation method not only considers the recommendation of short-head items but also considers recommending more long-tail items to users, thus improving the coverage and diversity of the recommendation results. Long-tail item recommendation research has become a frontier issue in recommendation systems in recent years. While the current research paper is still scarce, there have been related research achievements in top-level conferences in the field of computers, such as VLDB and IJCAI. Due to the fact that there is no review literature in this field, to allow readers to better understand the research status of the long-tail item recommendation method, this paper summarizes the progress of the research on long-tail item recommendation methods (from clustering-based, which began in 2008, to deep learning-based methods, which began in 2020) and the future directions associated with this research.

1. Introduction

In 1992, the concept of a recommender system was first proposed by Goldberg et al. [1]. Recommender systems have since become a significant way for people to obtain information. Different from search engines, recommender systems actively recommend items that users may be interested in according to their preferences. The content-based recommendation method and collaborative filtering recommendation method [2, 3] are classic methods in the recommender system. Machine learning and deep learning have great advantages in learning the inherent laws and representation levels of sample data and have made many research achievements in image classification [4–7], object detection [8–11], speech recognition [12, 13], and emotion recognition [14]. Therefore, researchers combine machine learning, deep learning, knowledge graph, and other technologies in these basic methods, allowing recommender systems to be widely used in news, tourism, e-commerce, and other fields.

Due to the sparse rating dataset, products with few rates or browses are excluded from the recommendation results. Taking the ratings in the MovieLens 1M dataset [15] as an example, the distribution of movie ratings is shown in Figure 1.

As can be seen from Figure 1, most movies have less than 100 ratings, and many movies have only 1 rating. Anderson [16] conducted the first analysis of the long-tail item recommendation research in commerce. Due to the large number of long-tail items, the coverage and diversity of the recommended results are low [17]. A long-tail item recommendation recommends more long-tail items to users and improves the recommendation results’ coverage and diversity rate [17]. Hervas-Drane [18] suggests that improving the recommendation of long-tail items in the field of e-commerce can improve the profits of enterprises. As in the field of e-commerce, it will be a win-win result to increase the recommendation rate of long-tail items. Most researches on long-tail item recommendation focus on improving the
The long-tail recommendation method proposed in [19] also considers the credibility of recommendation results. This paper summarizes the research papers on the long-tail recommendation method since 2008. The research papers were mainly retrieved from DBLP, IEEE, and ACM. We divide the long-tail item recommendation methods proposed in recent years into clustering-based, graph-based, multiobjective optimization-based, deep learning-based, and other long-tail recommendation methods.

The main contributions of this paper are as follows:

(1) To the best of our knowledge, this paper is the first review of long-tail item recommendation methods

(2) We classify the long-tail item recommendation method into 5 categories (clustering-based, graph-based, multiobjective optimization-based, deep learning-based, and other long-tail item recommendation methods)

(3) We propose future research directions on the long-tail item recommendation problem

The organization of the rest of this paper is as follows: Section 2 introduces the problem description and general framework of the long-tail item recommendation method. Section 3 reports the research progress on the long-tail item recommendation method, according to the timelines of recommendation methods. Section 4 analyzes the future directions in the long-tail item recommendation research, and Section 5 summarizes the paper.

2. Problem Description and General Framework

This section will introduce the problem description and general framework of long-tail item recommendation methods.

2.1. Problem Description. The long-tail items refer to items with fewer ratings in the user rating dataset of the long-tail recommendation method. The general problem definition for long-tail item recommendation is as follows:

Given a target user targetUser, recommend N items to meet the targetUser preference, and the items are more likely to be long-tail items [17].

In addition, in our previous work [20], to allow products to flexibly adjust the recommended quantity of long-tail items, the recommended target is as follows: the quantity of long-tail items in the user’s recommendation list meets the specified probability p. For example, p = 0.2, so the quantity of long-tail items accounts for 20% of the recommendation list.

In short, unlike other recommendation methods, the long-tail item recommendation method takes into account how long-tail items appear in the user’s recommendation list.

2.2. The General Framework. In long-tail item recommendation research, the general framework usually consists of three modules: a data processing module, recommendation module, and evaluation module. The general framework is shown in Figure 2. The following describes the functions of each module in the framework.

(1) Data processing module

In the research on the long-tail item recommendation method, the dataset should conform to the long-tail distribution characteristics (e.g., MovieLens [17, 21, 22], BookCrossing [20, 23], Amazon [24], and Douban [17, 19]). The data processing module is mainly used to represent and analyze the data in the dataset. To facilitate the use of data in the recommendation method, the user rating data are expressed as a matrix and graph. Feature data used embedding expression in the data processing module. In addition, the long-tail items are related to the rating times of the items. Thus, the item’s rating times and the distribution of the long-tail items are also counted in the data processing module.

(2) Recommendation module

The recommendation method module includes clustering-based methods, graph-based methods, multiobjective optimization-based methods, deep learning-based methods, and other long-tail item recommendation methods. The recommendation method using clustering or multiobjective optimization methods needs matrix representation and statistical data of long-tail items from the data processing module. The recommendation method using the graph-based method needs graph representation in the data processing module and statistical data on long-tail items from the data processing module. The recommendation method using deep learning-based methods may need the data represented by being embedded in the data processing module. In the ranking module, according to the results of calculation or training of the recommended methods, the main ranking methods include similarity sorting, the concentration index [25], the popularity and the number of recommended items [20], and a mixed ranking of various methods [26].
Unlike other recommendation methods, the evaluation metrics of the long-tail item recommendation method include the coverage rate, diversity, and recommendation effect of long-tail items, in addition to accuracy evaluation metrics (e.g., precision, recall, MAP, and MAE). The coverage and diversity metrics both evaluate the mining ability of long-tail items in recommendation methods, but they are not intuitive enough. The evaluation metric of the long-tail item recommendation effect also includes the popularity distribution of the recommended item [27] metric.

2.3. Long-Tail Item Recommendation and Cold-Start Problem. The cold-start problem refers to the recommendation problem of users or items, without any interactive information. It includes the user cold-start problem and the new item cold-start problem [28]. The long-tail item recommendation method solves the problem of recommending more long-tail items that meet the user’s preferences to users, and the popularity of items is more evenly distributed in the recommendation results. Long-tail item recommendation can alleviate the cold-start problem of new users and can produce diversified results. For example, Li et al. [27] proposed a long-tail item recommendation method and solved the cold-start problem of new users. However, when recommendation methods solve the cold-start problem, it may not be possible to solve the problem of long-tail item recommendation, for example, recommending hot items to new users. Therefore, solving the cold-start problem cannot solve the long-tail item recommendation problem.

According to the timeline, the main methods and related references used in long-tail item recommendation researches are shown in Table 1.

3. Research Progress of Long-Tail Item Recommendation Methods

3.1. Clustering-Based Long-Tail Item Recommendation Methods. In the research of recommendation methods, clustering refers to the classification of similar items or similar users. Clustering methods are used to alleviate the problem of data sparsity and improve the accuracy of recommendation [29]. Park and Tuzhilin [29] first proposed the clustering-based long-tail item recommendation method. Park and Tuzhilin [29] proposed EI (Each Item), TC (Total Cluster), and CT (Clustered Tail) long-tail item recommendation methods. Park [23] proposed the AC (Adaptive Clustering) method based on the clustering method proposed in 2008 [29]. Grozin and Levina [30] applied the idea of AC and TC methods to cross-selling recommendations. Huang and Wu [24] proposed a long-tail item recommendation method that combines topic model-based methods with clustering methods.

Park and Tuzhilin [29] used the Expectation-Maximization (EM) [40] clustering method. TC refers to the method of dividing all items into different groups and building a rating prediction model for the items in each group. CT clusters long-tail items, divides them into different groups, and then builds a rating prediction model for each group. The division of long-tailed items is based on the rating times of items. For example, if the number of
rating times of long-tail items is 30, items with more than 30 rating times are divided into short-head items, and others are considered long-tail items. Besides, a situation in which there are no short-head items in the experiment, that is, where there only long-tail items are included, is equivalent to using the TC clustering method. It can be seen from the experimental results that the CT method is superior to the EI method in most cases. While the accuracy of item rating prediction is improved by the clustering method in the experiment, the rating distribution is different in different datasets, and how to better divide short-head items and long-tail items is still a challenge.

The AC [23] method refers to clustering items according to their rating times. For items with fewer rating times, the AC method finds similar items and clusters them. For items with more rating times, the AC method uses the EI method [29]. The AC clustering method divides the clustering according to the total number of ratings used. For example, the total number of ratings for clustering is 100. If the number of ratings for items is higher than 100, it only uses the EI method, and clustering is considered when it is lower than 100. If the number of ratings for item A is 30, the clustering is completed until the total number of ratings for all items is higher than 100. From the experimental results in this paper, compared with the EI method, the AC method has a lower RMSE (Root Mean Square Error) metric, and compared with the TC method, the AC method has a lower popularity to recommend items (i.e., a stronger ability to recommend long-tail items). However, the challenge of the AC method is still how to find a suitable clustering standard.

Cross-sell recommendation is performed by using ARM (Association Rule Mining) [41]. The ARM method is effective in cross-selling recommendation [42], but the ARM method still cannot satisfy the mining of long-tail items. Therefore, based on the AC and TC clustering methods, Grozin and Levina [30] proposed three methods to measure the distance between objects, including category-based distance, session-based distance, and Prod2Vec-based distance [43]. The experimental results in this paper show that the NDCG (Normalized Discounted Cumulative Gain) metric of the method based on session distance is the best in AC and TC methods, as shown in Figure 3.

Additionally, Huang and Wu [24] proposed the long-tail product recommendation framework using the improved k-medoids [44] clustering method. The proposed framework, based on the topic model, mainly includes two components, one for extracting product profiles and the other for extracting similar products. Topic model-based methods are used in the components of product profile extraction. A similar product extraction component is used the Ek-medoids (enhanced k-medoids) method. In terms of runtime, Ek-medoids have shorter runtime than k-prototype [45], MK-mean [46], FkPrototype [47], and k-partitioning [44] methods. In terms of F1-score, the Ek-medoids method is also superior to the four methods compared. The product profile extraction model uses the MaxEnt-BTM model. The MaxEnt-BTM model is implemented in the LDA-based extended BTM model [48] and MaxEnt (Maximum Entropy) model [49]. Huang and Wu [24] used PMI (Point-Wise Mutual Information) score on two datasets to validate the effect of the topic model; the results are shown in Table 2. In Table 2, N denotes probable words number, MaxEnt-BTM model is proposed in this paper, and the three models compared with it are MaxEnt-LDA [49], DLDA [50], and FSenExt [51].

It can be seen from Table 2 that the PMI score of the MaxEnt-BTM model works best.

Huang and Wu [24] use the precision, diversity, and novelty metrics in [31] to compare LTC [29], AC [23], and MORS [31] methods. From the perspective of precision, the TopicRec method is only slightly better than other comparison methods, and the TopicRec method has an obvious improvement effect in diversity and novelty metrics.

The summary information of the above clustering-based long-tail item recommendation methods is shown in Table 3.
To sum up, the clustering method can effectively improve long-tail item recommendation. However, there are still some shortcomings associated with the application of clustering:

1. Only the rating times of items are considered in clustering [23], and the items’ attributes and users’ preferences are not considered.
2. No consideration is given to the collocation between items.

3.2. Graph-Based Long-Tail Item Recommendation Methods. The graph-based method means that the interactive data between users and items is represented in the form of graphs, which enhances the availability of data [17]. The long-tail item recommendation method mainly involves a bipartite graph [17], tripartite graph [21], and extended tripartite graph [22]. Yin et al. [17] first proposed a long-tail item recommendation method based on the bipartite graph method. Then, Johnson and Ng [21] proposed a tripartite graph method based on the bipartite graph method. Luke et al. [22] proposed an extended tripartite graph method based on the first two methods.

Yin et al. [17] used a bipartite graph to express the relationship between users and items. The representation of the bipartite graph is shown in Figure 4. Yin et al. proposed four methods to realize long-tail item recommendation: the HT (Hitting Time), AT (Absorbing Time), AC1 (Absorbing Cost), and AC2 (topic-based Absorbing Cost) methods. The experimental results in this paper show that AC2 has the best effect on the recall metric (AC2 > AC1 > AT > HT). In the diversity metric, AC1 has the best performance (AC1 > (AC2, AT) > HT), and the values of AC2 and AT are the same. In addition, the popularity metric is also used to measure the recommendation effect of long-tail items in the experiment. AC1 has the lowest popularity in the MovieLens 1M dataset, while HT has the lowest popularity in the Douban dataset. In addition, the running time of the AC2 method in online case is calculated to be 0.52 seconds in this experiment.

Johnson and Ng [21] used the tripartite graph method [52] to represent the relationship between users and items based on the bipartite graph proposed by Yin et al. [17]. Users do not interact with many long-tailed items using a bipartite graph method, and these long-tailed items cannot be traversed only by the random walk method. The tripartite graph method adds item categories as node sets based on the bipartite graph to associate each item with the item categories. The representation method of the tripartite graph is shown in Figure 5.

When a user selects a certain category of item using the tripartite graph, the long-tail item in the collection of items of this category may become the item in the user recommendation list. Experiments show that the proposed method based on the tripartite graph and Markov process is superior to the HT and AC methods proposed by Yin et al. [17] in terms of diversity and recall rate.

Luke et al. [22] proposed an extended tripartite graph method based on the tripartite graph proposed by Johnson and Ng [21]. Luke et al. used an extended tripartite graph method to represent the relationships among users, items, and item category. The proposed method uses the LSI (Latent Semantic Indexing) method [53] and SVD (Singular Value Decomposition) method [54] to implement long-tail item recommendation. The extended tripartite graph method divides the item category into separate categories, thus increasing the edge between the user and the item.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Datasets</th>
<th>Evaluation metrics</th>
<th>Proposed methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>[23]</td>
<td>MovieLens, BookCrossing</td>
<td>RMSE, MAE</td>
<td>AC (Adaptive Clustering)</td>
</tr>
<tr>
<td>[24]</td>
<td>Amazon, Airbnb</td>
<td>PMI score (Point-Wise Mutual Information), precision, F1-score, diversity, novelty</td>
<td>EK-medoids (enhanced k-medoids algorithm), MaxEnt-BTM, TopicRec</td>
</tr>
<tr>
<td>[29]</td>
<td>MovieLens, BookCrossing</td>
<td>RMSE, MAE</td>
<td>EI (Each Item), TC (Total Cluster), CT (Clustered Tail)</td>
</tr>
<tr>
<td>[30]</td>
<td>e-commerce data (not public dataset)</td>
<td>NDCG</td>
<td>Based on AC and TC methods, the effects of three distance measurement methods are compared</td>
</tr>
</tbody>
</table>

**Table 3: The summary on clustering-based long-tail item recommendation methods.**

![Figure 4: The bipartite graph [17].](image)
category, and uses the Bayesian average [55] method to calculate the weight value of the edge. Figure 6 is an extended tripartite graph converted from Figure 5.

As can be seen from Figure 6, the item’s composite category (e.g., (“Action,” “Comedy”)) is split into a single basic category (e.g., “Action” and “Comedy”). The weight value of the edge between the split categories and items adopts the quotient of the average value of the items’ ratings and the total number of basic categories. The experimental results show that the proposed method is more effective in terms of recall rate and diversity than that proposed by Johnson and Ng [21].

The summary information of the above graph-based long-tail item recommendation methods is shown in Table 4.

In [22], the results of specific diversity value in HT [17], AC1 [17], AC2 [17], T3 [21], T5 [21], T3-extended [22], and T5-extended [22] methods are given, as shown in Figure 7.
As can be seen in Figure 7, T3-extend has the highest diversity value, increasing from 0.404 at T3 to 0.45. In addition, the T3-extend value is also the best in terms of recall value, and the order of the effects of the above methods of recall value is (T3-extend > (AC2, T3, AC1) > T5-extend > HT), and the recall values of AC2, T5, T3, and AC1 are relatively close.

In sum, representing the user’s rating data in the form of graphs (bipartite graph, tripartite graph, and extended tripartite graph) can more comprehensively represent the relationship between users and items. Thus, researchers applied the random walk, Markov chain, LDA model, LSI model, and other methods to realize the recommendation of long-tail items. However, the long-tail item recommendation method based on graphs still has some shortcomings as follows:

(1) Using graph representation cannot represent the context information of users and items and the relationship between items. Therefore, the method of using a graph has certain limitations in mining long-tail items

(2) It does not guarantee that each user is recommended by long-tail items

(3) It does not take into account the recall rate and diversity differences between different users

### 3.3. Multiobjective Optimization-Based Long-Tail Item Recommendation Methods

Multiobjective optimization-based long-tail item recommendation methods [19, 31–33] have been widely used in recent years. The so-called multiobjective optimization method refers to the method used to train a recommendation model, where not only one recall rate or accuracy rate is applied to train the model but also multiple objectives are taken into account at the same time. For example, in terms of recall rate and diversity, two functions are combined into one function and use differently weighted values for each function. Unlike multiobjective optimization methods, Ho et al. [26] proposed the 5-D score method to allocate items as resources.

Wang et al. [31] proposed a long-tail item recommendation framework, called MORS (multiobjective long-tail recommendation framework). The basic idea of this method is (1) to convert the user’s rating data of items into the form of a rating matrix, (2) to use the collaborative filtering method to rate and predict the items that the user has not rated, obtain top-k items for each user, and calculate the popularity of each item, (3) to use the MOEA (multiobjective evolutionary algorithm) method to evaluate the recommended results, and (4) to return the evaluated recommendation results to the target users. The recommendation accuracy rate and the recommendation of nonpopular items are taken as objective functions. The recommendation accuracy rate adopts the rating sum of the items in the recommendation list, and the formula is as follows:

\[
\text{Accuracy} = \sum_{i=1}^{L} r_{u,i}
\]

where \( L \) denotes the recommendation list’s length and \( r_{u,i} \) denotes the user \( u \) rating of item \( i \). The higher the accuracy value is, the more popular the recommended items are. The recommendation of nonpopular items uses the function proposed by Jambor and Wang [56]. The formula is as follows:

\[
m_i = \frac{1}{\mu_i(\sigma_i + 1)^x},
\]

where \( \mu_i \) represents the reciprocal of the average rating value of item \( i \) and \( \sigma_i \) represents the variance of the total score value of item \( i \). The higher the value of \( m_i \), the lower the popularity of the item. Therefore, taking this function as the objective function, the optimization objective of this function is still that the larger the value of \( m_i \) the better. The maximum of both objective functions is contained in the MORS framework. The proposed framework uses the collaborative filtering method to predict the user’s rating. However, the user’s rating of long-tail items is sparse. Thus, the prediction accuracy rate is relatively low.

Hu et al. [19] proposed a method to improve the recommendation quality of long-tail users and long-tail items. Unlike improving the diversity and surprise of recommendations, the proposed method improves the credibility and

### Table 4: The summary on graph-based long-tail item recommendation methods.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Datasets</th>
<th>Main evaluation metrics</th>
<th>Proposed methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>[17]</td>
<td>MovieLens, Douban</td>
<td>Recall, popularity, diversity, novelty</td>
<td>HT, AT, AC1, AC2</td>
</tr>
<tr>
<td>[21]</td>
<td>MovieLens</td>
<td>Recall, diversity</td>
<td>Method based on tripartite graph and Markov chain</td>
</tr>
<tr>
<td>[22]</td>
<td>MovieLens</td>
<td>Recall, diversity</td>
<td>Extended tripartite graph method (based on [21])</td>
</tr>
</tbody>
</table>

![Figure 7: Diversity values on different methods [22].](image-url)
specificity of the recommendation results. The framework of multiobjective function optimization proposed in this paper includes two latent factor models, C-HMF (Creativity-Specific Heteroscopic Matrix Factorization) and S-HMF (Specific-Specific Heteroscopic Matrix Factorization). The C-HMF model is used to find the long-tail items that best meet the user’s preferences, while the S-HMF model obtains the user’s feedback on the recommended items.

Pang et al. [32] proposed a multiobjective optimization method based on the NSGA-II (Nondominated Sorting Genetic Algorithm II) [57] algorithm. The proposed method sets the objective function into two objective functions (MAE (Mean Absolute Error) and coverage). The formulas are as follows (equations (3) and (4)):

\[
\text{MAE}(y, \hat{y}) = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|, \tag{3}
\]

where \(n\) represents the number of ratings of the predicted results, \(y\) represents the real rating value of the item, and \(\hat{y}\) represents the predicted rating value of the item.

\[
\text{Coverage} = \frac{1}{|I|} \left( \left| \cup_{u \in U} R(u) \right| \right), \tag{4}
\]

where \(R(u)\) represents the set of nonrepeating items recommended to the user and \(|I|\) represents the total amount of items in the dataset. MAE metric is used to calculate the error value of the user’s rating prediction of the item. Coverage is used to calculate the proportion of items recommended for users to all items. When the result is 1, this means that all items are recommended. It is also a measurement method to measure long-tail items. The objective of the optimization method proposed in this paper is to minimize MAE metric and maximize coverage metric.

In the long-tail item recommendation method proposed by Hamedani and Kaedi [33], the objective function consists of three functions: diversity, long-tailed distribution measurement, and accuracy functions. The diversity functions used attribute-based diversity methods, such as genre diversity. The formulas are as follows (equations (5), (6), and (7)):

\[
\text{PersonalizedDiversity}_a = |E_a - \text{Diversity}_a|, \tag{5}
\]

where \(E_a\) denotes the user’s entropy of the items’ attribute \(a\) and \(\text{Diversity}_a\) denotes item diversity based on attribute \(a\).

\[
\text{LongTail} = \sum_{i=1}^{L} \text{Popularity}(i), \tag{6}
\]

where \(L\) denotes the recommendation list’s length and \(\text{Popularity}(i)\) denotes the rating times of item \(i\).

\[
\text{Accuracy} = \frac{1}{\sum_{i=1}^{L} \text{predictedRate}(i)} \tag{7}
\]

where \(L\) denotes the recommendation list’s length and \(\text{predictedRate}(i)\) denotes a rating prediction result for item \(i\).

The function to measure long-tail distribution refers to the calculation of the popularity of items. The accuracy rate function calculates the reciprocal of all rating values of the item. Therefore, the smaller the accuracy value, the more accurate the predicted result. The optimization goal of these three functions is to achieve as low a value for each function as possible. The collaborative filtering method is also used to predict the user’s rating value for unrated items.

Besides, Ho et al. [26] proposed a strategy (5D-score) to score items in terms of five dimensions (accuracy), distribution of items in the user’s recommendation list (balance), coverage (coverage), quality of long-tailed items, and quantity of long-tailed items as resources for users. Recommendation quality judgment refers to the average value of item scores in the user’s recommendation list. The recommendation method proposed includes two processes: the resource allocation stage and the recommendation stage. The resource allocation phase has two goals. One goal is to allow items with high scores to receive more resource allocation to ensure the quality of the recommendation results, and the other goal is to allow popular items with low scores to receive a reasonable amount of resource allocation. The resource allocation function is shown in the following:

\[
\arg\max_{X=\{x_1, x_2, \ldots, x_n\}} \prod_{i \in I} x_i^{\text{allocation}(i)}. \tag{8}
\]

Through this objective function, the method obtains a vector \(X\) of \(n\) dimensions; \(I\) represents a set of items. The calculation formula of the allocation function \(\text{allocation}(i)\) is as follows:

\[
\text{allocation}(i) = \sum_{u \in I} \frac{1}{|\sigma_u|} (r_{u,i} - \bar{R}_u), \tag{9}
\]

where \(i \in I\), \(r_{u,i}\) represents user \(u\)’s rating of item \(i\), \(\bar{R}_u\) represents the average value of user \(u\)’s score of all items, and \(\sigma_u\) represents the variance of user \(u\)’s rating of all items. Through the resource allocation function, the preference of all users for the item \(i\) can be calculated.

In the recommendation stage, there are also two goals to be achieved. The first goal is to attach importance to the diversity of items selected by each user, and the second goal is to give long-tail items more opportunities to be recommended to users. It can be seen from the experimental results that the method proposed in this paper can effectively provide users with recommendations for long-tail items. In the recommendation process, only the items in the user’s recommendation list are rated, and the relationship between the items is not considered.

The summary information of the above multiobjective optimization-based long-tail item recommendation methods is shown in Table 5.

From the objective functions listed in Table 5, it can be seen that the objective functions concerned by the long-tail item recommendation method are mainly accuracy and
diversity, but the functions of calculating accuracy and diversity are slightly different.

In [31], the running time of the MORS recommended method and its comparison method (CF (item-based collaborative filtering) [60], MF [61], CT [29], SOO [31], NNCosNgbr (Nonnormalized Cosine Neighborhood) [62], PureSVD [62]) are given. Taking MovieLens dataset as an example, the results are shown in Figure 8.

As can be seen from Figure 8, the MORS method runs in 44.1 seconds on the MovieLens dataset. Although it is not the fastest, its running speed is much lower than the recommended method based on matrix decomposition (MF, PureSVD).

To sum up, multiobjective optimization-based long-tail item recommendation methods not only improve the recommendation rate of long-tail items but also take into account the accuracy of the recommendation results. However, there are three shortcomings as follows:

1. These methods do not consider different objective optimization methods for different users
2. These methods do not consider user’s long-term preferences and short-term preferences
3. These methods do not consider the influence of multiple objective functions on the recommendation efficiency

### 3.4. Deep Learning-Based Long-Tail Item Recommendation Methods

The deep learning method has stronger representation ability in text and image. Hong et al. proposed miniGCN (Minibatch Graph Convolutional Network) model for image classification based on CNN (Convolutional Neural Networks) and GCN (Graph Convolutional Networks). Experiments show that the miniGCN method is better than CNN or GCN models [4]. Hong et al. proposed an MDL (multimodal deep learning) framework for image classification. The advantage of this framework is to effectively use multimodal data and improve the diversity of information [63]. At the same time, the deep learning method has also become the important method of user profile in the recommendation system. Compared with traditional recommendation methods, it improves the accuracy of recommendation results [64]. In 2020, the long-tail item recommendation method began to the deep learning method. For example, Bai et al. [36] use stacked denoising autoencoders (SDAE) to realize online long-tail item recommendation, and Kumar et al. [12] proposed to realize long-tail item recommendation using few shot learning.

Bai et al. [36] proposed a deep learning framework for long-tail item recommendation (DLTSR). The DLTSR mainly used stacked denoising autoencoder (SDAE) technology [65]. The DLTSR is used for web service recommendations. The experimental data in this paper were obtained on “http://ProgrammableWeb.com.” The idea of the DLTSR has two aspects: (1) the knowledge obtained from a hot service is used in SDAE, and (2) a special mechanism is designed to establish developers’ preferences using the rating of long-tail items.

Sreepada and Patra [34] used a few shot learning techniques to solve the recommendation problem of long-tail items. The user preference matrix uses OCCF (One Class Collaborative Filtering Technology) [66]. Before calculating the user preference, the rating matrix of the original data needs to be converted into a binary rating matrix (values with scoring values set to 1). When extracting item sets, the items selected by each user are divided into liked item list, long-tail item list, and disliked item list in each cluster. A Siamese network [67] is used to calculate the similarity between the clustering results and user preference matrix and the top-k items recommended to users. In addition, this paper also proposes three methods (LTC (Long-Tail Coverage), WLTC (Weighted Long-Tail Coverage), and TTC (Tail of the Tail Coverage)) to verify the effectiveness of long-tail recommendation.

Aiming at the long-tail problem caused by the high repetition rate of recommended items in the nearest neighbor
recommendation method, Qin et al. [20] proposed a CNN-(Convolutional Neural Network-) based recommendation framework to reduce the frequent recommendation items and recommend long-tail items. The proposed method reduced the frequent recommendation items and improved the coverage and diversity of recommendation results.

In addition, Liu and Zheng [35] proposed a framework for long-tail item recommendation from session data, and it is designed based on a neural network and attention mechanism. Three methods are used to verify coverage, namely, coverage, tail_coverage, and tail. Coverage is used to verify the number of items in the recommendation results, tail_coverage is used to verify the number of long-tail items in the recommendation results, and tail is used to verify the average number of long-tail items in each recommendation list. Experiments show that the proposed method (TailNet) is more accurate than the traditional recommendation method in the experiment and has better coverage than the recommendation method based on deep learning in the experiment.

The summary information of the above deep learning-based long-tail item recommendation methods is shown in Table 6.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Datasets</th>
<th>Main evaluation metrics</th>
<th>Deep learning methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>[20]</td>
<td>MovieLens, BookCrossing</td>
<td>Recall, coverage, diversity</td>
<td>CNN</td>
</tr>
<tr>
<td>[34]</td>
<td>MovieLens, Netflix</td>
<td>Precision, recall, F1-score, Bpref, LTC, WLTC, TTC</td>
<td>Siamese network</td>
</tr>
<tr>
<td>[35]</td>
<td>YOOCHOOSE, 30MUSIC</td>
<td>Recall, MRR, coverage, tail_coverage, tail</td>
<td>GRU encoder, attention mechanism</td>
</tr>
</tbody>
</table>

The linear model is a simple and effective model in machine learning methods. Using the mixed linear model to model data can better solve the problems encountered in practical application. For example, the ALMM (augmented linear mixing model) (considering principal scaling factor and other variable spectral variability) is effectively used for spectral unmixing [69]. Li et al. [27] proposed a recommendation method based on a linear model, which solves the cold-start problem of new users and the long-tail item recommendation problem at the same time. The proposed method is also the first to solve the two problems simultaneously. In this paper, cold-start recommendation is defined as recommendations for new users (users have not rated any items). The proposed method divides the rating matrix (Y) into two parts: the rating data (SH) on the user and the short-headed items, and the interaction data (LT) on the user and long-tailed items, i.e., Y = Y_{SH} + Y_{LT}. Based on the idea of the linear model [70], Y_{SH} and Y_{LT} are expressed as WX and XH, respectively, and then, the final weight values W and H are obtained through learning. In addition, the matrix representation used for the cold-start problem is as follows:

\[ Y_{\text{new}} = X_{\text{new}}W + X_{\text{new}}H, \quad (10) \]

where \( X_{\text{new}} \) represents the user's attribute matrix or social relationship matrix. \( X \) and \( H \) represent the weight value learned by the short-head matrix portion and the weight value learned by the long-tail matrix portion, respectively. The proposed method only recommends short-head items and long-tail items to the user, and it does not consider the diversity of recommended items.

Harper and Konstan [15] proposed a collaborative filtering recommendation relevance model for long-tail items. The relevance model [71] includes hypothetical independent and identical distribution sampling (RM1) and conditional sampling models (RM2). Valcarce et al. proposed IRM2 (Item Relevance Modelling 2) based on RM2. The basic idea of the IRM2 model is to establish a correlation model \( R_i \) between each user and the long-tailed item \( i \). The rating probability of user \( u \) on long-tailed item \( i \) is expressed as \( p(u \mid R_i) \). Based on the idea of random sampling and Bayesian conditional probability, the IRM2 model obtains the probability estimation of \( p(u \mid R_i) \) and uses the maximum likelihood estimation to obtain the rating of user \( u \) for long-tail items.

Takama et al. [38] proposed a long-tail item recommendation method based on personal values. Personal values are an important factor affecting users' purchases. Hattori and Takama used the RMRRate (Rating Matching Rate) model
Alshammari et al. [39] proposed a long-tail item recommendation framework based on the multilevel similarity method [73] to calculate the similarity between items. The proposed framework includes two components (a collaborative filtering component and content-based component). The collaborative filtering component is used to predict users’ ratings of items. The content-based component is used to calculate the predicted rating based on movie genres in user’s profile. When predicting the score of an item, the collaborative filtering component is used if the item is scored more times; otherwise, the content-based component is used. Unlike traditional similarity calculation [74], the collaborative filtering method used the multilevel similarity calculation method. While the rating accuracy of long-tail items can be improved in the experimental results, when users predict long-tail items are not considered, the items selected by users in their history are very few, and the content-based recommendation method cannot accurately predict the user’s rating of items.

4. Future Directions

With the continuous upgrading of the internet and mobile devices, long-tail item recommendation will directly affect the income of merchants and the experience of users. Therefore, the long-tail recommendation is the common demand of merchants and users. While the existing work has been able to provide users with more long-tail items, there are still many challenges in the research on long-tail item recommendations. The following will introduce the problems worth studying in the field of long-tail item recommendation in the future.

4.1. Evaluation Metric of Long-Tail Item Recommendation Results. The long-tail item recommendation method lacks unified evaluation metrics to measure the quality of long-tail item recommendations. The coverage rate and diversity metric in the existing evaluation metrics can only measure the overall effect of the recommendation results and cannot accurately determine whether the long-tail items meet the needs of users. Using the method of popularity distribution to evaluate the recommendation effect of long-tail items can only reflect the proportion of long-tail items recommended, but it cannot reflect whether these items meet the needs of users. Therefore, how to design a reasonable metric to meet the needs of individual users and measure the needs for long-tail items of users, in turn, is worthy of in-depth study.

4.2. Context Information in Long-Tail Item Recommendation. The existing long-tail item recommendation method only considers the rating information of items, the features of users, and the features of products. Little consideration is paid to the context information of users. For example, recommendation methods recommend different long-tail items for users at different locations and at different times. Therefore, how to relate the long-tail items to the user’s context information is also a problem worth studying.

4.3. Long-Tail Item Recommendation for Sequential Data. In the long-tail item recommendation method, the research results on sequential data recommendation are few, and only Liu and Zheng [35] proposed a long-tail recommendation framework based on session data. If the recommendation method only considered the data in each session to recommend long-tail items to users, the long-tail items will only be related to the short-term preferences of users, ignoring their long-term preferences. Therefore, how to balance users’ long-term and short-term preferences and combine users’ context information is a problem worth studying for sequential data.

5. Conclusions

This paper is the first review of the long-tail item recommendation problem. This paper first introduces the definition and general framework of long-tail item recommendation. Then, we summarize the recommendation method based on clustering, graphing, multiobjective optimization, deep learning, and other recommendation methods according to the timeline of recommendation method research. Finally, we discuss the future directions of long-tail item recommendation research. We hope this paper is helpful to researchers.
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