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Person Re-identification (Re-ID) is aimed at solving the matching problem of the same pedestrian at a different time and in
different places. Due to the cross-device condition, the appearance of different pedestrians may have a high degree of
similarity; at this time, using the global features of pedestrians to match often cannot achieve good results. In order to solve
these problems, we designed a Spatial Attention Network Guided by Attribute Label (SAN-GAL), which is a dual-trace
network containing both attribute classification and Re-ID. Different from the previous approach of simply adding a branch of
attribute binary classification network, our SAN-GAL is mainly divided into two connecting steps. First, with attribute labels as
guidance, we generate Attribute Attention Heat map (AAH) through Grad-CAM algorithm to accurately locate fine-grained
attribute areas of pedestrians. Then, the Attribute Spatial Attention Module (ASAM) is constructed according to the AHH
which is taken as the prior knowledge and introduced into the Re-ID network to assist in the discrimination of the Re-ID task.
In particular, our SAN-GAL network can integrate the local attribute information and global ID information of pedestrians
without introducing additional attribute region annotation, which has good flexibility and adaptability. The test results on
Market1501 and DukeMTMC-reID show that our SAN-GAL can achieve good results and can achieve 85.8% Rank-1 accuracy
on DukeMTMC-reID dataset, which is obviously competitive compared with most Re-ID algorithms.

1. Introduction

The biggest feature of smart city is to make full use of the new
generation information technology of all walks of life in the
city, so as to improve the efficiency of urban management
and the quality of citizens’ life. As the representative of the
new generation of information technology, Internet of
Things technology [1–3] and artificial intelligence technol-
ogy have been more and more widely used.

As a hot field in artificial intelligence (more specifically,
in the field of computer vision.), person Re-ID makes up
for the deficiency of face recognition technology in cross-
camera surveillance images and has a wide application pros-
pect in intelligent video surveillance fields such as airports
and supermarkets. However, due to the differences between
different cameras and the characteristics of both rigid and
flexible pedestrians, its appearance is easily affected by cloth-

ing, scale, occlusion, posture, and perspective, which makes
person Re-ID become a hot topic with both research value
and challenges in the field of computer vision.

In order to solve the above problems, scholars at home
and abroad have made many explorations over these years.
The traditional Re-ID algorithm relies on some manual fea-
tures such as color and texture and measures the correlation
by calculating the feature distance [4–6]. Due to the com-
plexity of calculation and poor representational ability, these
algorithms based on manual features are gradually phased
out. With the development of convolutional neural network
(CNN), since 2014, scholars began to use deep learning
models to solve the problem of person Re-ID [7, 8].

At present, person Re-ID algorithms based on deep learn-
ing are mainly divided into two categories: metric learning and
representation learning. Metric learning restricts feature space
by designing a distance measurement function, so that
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intraclass spacing of pedestrian features is decreased and inter-
class features are increased. Classical methods such as triplet
loss [9], quadruple loss [10], and group consistent similarity
learning [11], the key of such methods lies in sample selection,
especially the mining of difficult samples.

Different from metric learning, representational learning
takes person Re-ID as a classification task and focuses on
designing robust and reliable pedestrian feature representation.
At present, scholars generally adopt the method of obtaining
global features to solve the Re-ID problem; that is, only the
pedestrian ID label is used, and the loss function constraint is
adopted to make the network automatically learn the features
that are more discriminative for different pedestrian IDs from
the entire pedestrian images [12]. In order to enhance the
adaptability of the model under the scenes of scale, occlusion,
and blur, some scholars [13–15] introduced the attention
mechanism into the Re-ID task, so as to improve the models’
attention to the salient information in the global features of
pedestrians, while suppressing irrelevant noises. However,
since different pedestrians may have a similar appearance and
the same pedestrian varies greatly in different environments,
they cannot be correctlymatched from the perspective of global
appearance alone. Studies show that [16], as a kind of prior
knowledge, the attributes of pedestrians (such as gender,
whether they wear hats, whether they carry backpacks, etc.)
contain rich semantic information and can provide key dis-
criminant information for Re-ID. However, the relevant data-
sets are not easy to collect because of involving privacy issues
[17, 18]. In addition to the pedestrian attribute labels marked
by Lin et al. [16] on DukeMTMC-reID [19] and Market1501
[20] on the person Re-ID datasets, the current datasets do
not mark the related areas of pedestrian attributes.

In order to solve these problems, we proposed a SAN-GAL
network, which combines pedestrian attribute labels and
attentionmechanism, and can introduce fine-grained attribute
features into the Re-ID network for auxiliary discrimination
without additional attribute region labeling. The main contri-
butions are summarized as follows:

(1) Locate the Attribute Area. in the pedestrian attribute
classification network, the attribute labels are used to
guide, and the Grad-CAM algorithm [21] is com-
bined to generate AAH

(2) Obtainment of Attribute Spatial Attention. in the
person Re-ID network, feature maps of different loca-
tions and sizes are selected and combined with the
corresponding size of attention heat maps generated
by the attribute classification network; ASAM is con-
structed to assist the discrimination of Re-ID task

(3) Design Dual-Trace Network. the pedestrian attribute
classification network and Re-ID network are trained
jointly to achieve the purpose of information interac-
tion and mutual optimization

2. Related Works

2.1. Attribute Recognition for Re-ID. Person Re-ID based on
attribute classification can accurately and quickly mark the

target pedestrians in the pedestrian database according to
the predicted attribute labels. In 2017, Lin et al. [16] pro-
posed an Attribute Person Recognition (APR) joint recogni-
tion network in order to improve the overall accuracy of
person Re-ID network. This network included an identity
recognition convolutional neural network and an attribute
classification model, which can predict attributes through
identity recognition and at the same time integrate attribute
learning to improve the Re-ID network. In particular,
Lin et al. also marked pedestrian attribute labels on
DukeMTMC-reID and Market1501, which helped domestic
and foreign scholars to improve Re-ID performance by
pedestrian attributes.

2.2. Attention Mechanism for Re-ID. The essence of the
attention mechanism is to imitate the human visual signal
processing mechanism, in order to selectively observe the
area of interest, while ignoring other noise information.
Inspired by this, in the field of image scene, Liu et al. [22]
proposed a classic network model HPNet (HydraPlus-Net)
with advantages in fine-grained feature recognition based
on attention neural network in 2017. It is mainly aimed at
enhancing recognition by the feedback of multilayer atten-
tion to different layers in multiple directions. In the field of
video scene, Li et al. [15] innovatively used multiple spatial
attention module and diversified regular terms to ensure that
each spatial attention module learned different parts of the
body. Based on that, image features in the sequence were
fused through the temporal attention module, and problems
such as pedestrian occlusion and misalignment in the video
sequence were well solved.

3. Method

Firstly, we introduced the overall architecture and logical
relationship of the proposed SAN-GAL network in Section
3.1; then, we introduced the generative process of AAH in
Section 3.2; finally, we described the construction method
of ASAM in Section 3.3.

3.1. Spatial Attention Network Guided by Attribute Label
(SAN-GAL). In order to introduce the local features of
pedestrian salience into the Re-ID task without adding addi-
tional regional annotation, we design SAN-GAL, as shown
in Figure 1. As a dual-trace network, SAN-GAL consists of
two branches: pedestrian attribute classification network
and Re-ID network. Both branches are based on the pre-
trained ResNet50 [23], in which the attribute classification
task provides attribute prior information to assist the dis-
crimination of the Re-ID task.

The general process is as follows:
Firstly, the attribute classification network extracts fea-

tures in the gradient forward propagation process, and the
extracted features are aggregated (BN-FC-Softmax) to con-
nect attribute classification losses.

Then, the activation map output from Softmax layer (in
the attribute pretraining module) calculates the AAH on the
activation map of different positions and sizes in the
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backbone network through the Grad-CAM algorithm, so as
to locate the key area of the attribute.

Finally, in order to enhance the ability of the Re-ID network
to extract salient attribute information, the generated AAH is
combined with the activation map of the corresponding posi-
tion in the Re-ID network to construct the ASAM. At the same
time, the Re-ID network is optimized after further training.

In particular, in the actual training of SAN-GAL, we
have added some special skills:

(1) In the attribute classification network, attribute pre-
training module is added only in the first 10 epochs
of training and removed after 10 epochs

(2) The two network branches have the same backbone
structure but do not share parameters. Since differ-
ent levels of the network have great differences in
the amount of spatial information and semantic
information, we introduce the attention mechanism
on all three residual blocks with feature map scale
changes to enhance the feature processing ability of
the model at different fine granularity

(3) In order to achieve the training of the dual-trace net-
work, the attribute classification network needs to be
backpropagated twice. After the first calculation of
Grad-CAM, the gradient in the activation maps is
discarded, and the optimization is achieved after
the second update of network parameters. In the
actual experiment, in order to improve the computa-
tional efficiency, the attribute classification network
will complete the pretraining in advance, and the
attention parameters calculated offline (from AAH)
will be used in the Re-ID network training. In addi-
tion to simple implementation, off-line training can
also avoid the impact of meaningless AAH at the ini-
tial stage of training on the convergence of the Re-ID
network, so that the AAH obtained from the same
sample calculation is stable and reproducible

3.2. Attribute Attention Heat Map (AAH). Attribute classifi-
cation network relies on Grad-CAM algorithm to provide

spatial focus area for Re-ID. A major advantage of Grad-
CAM is that it does not need to transform the model and
add additional data annotation, so it is suitable for attention
generation algorithm in Re-ID task.

Before calculating Grad-CAM, the output probability yk

predicted by an attribute on Softmax layer in the attribute
classification network should be first calculated, and then,
the partial derivatives of all pixels on three feature maps of
different sizes (i.e., activation maps) on the trunk should
be calculated, which can be represented as

∂yk

∂Ac
ij
, ð1Þ

where k represents an attribute, ði, jÞ represents the element
coordinates on the current feature map, and c represents the
channel of the current feature map.

This result can measure the relevance of some parts of
the current feature map to the attribute classification results.
Next, the above results are weighted and summed as the
coefficients of each channel in the current feature map after
global average pooling. After activated by ReLU function,
the AAH on the classification of an attribute is obtained,
which can be represented as

LkGrad‐CAM = ReLU 〠
c

Ac × 1
hw

〠
w

j=1
〠
h

i=1

∂yk

∂Ac
ij

 !" # !
, ð2Þ

where LkGrad‐CAM represents the two-dimensional regional
heat map generated by the classification attribute k and w
and h represent the width and height of the current feature
map, respectively. Different pedestrian attributes also have
different areas of concern in the current feature map. This
concept is shown in Figure 2.

3.3. Attribute Spatial Attention Module (ASAM). The ASAM
introduces the attribute prior knowledge into the Re-ID net-
work to assist the discrimination. In order to reduce network
complexity and computation consumption, ASAM keeps the
structure and size of the activation maps in the Re-ID

Attribute
loss

ResNet50

ResNet50

Block 2

C
onv 1

Block 3

Block 1

Block 4

G
lobal pooling

FCFC BN FC

Identification
loss

Distance
loss

Activation m
ap

Block 2

C
onv 1

Block 3

Activation m
ap

Block 1

Block 4

Activation m
ap

BN FC

G
lobal pooling

So�m
ax

ASAM ASAM ASAM

Attribute
pre-training module

Figure 1: SAN-GAL overall structure diagram.
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network unchanged, as shown in Figure 3. In particular, in
each ASAM, the first half of the channel features of the
activation map that keeps the corresponding location of
the Re-ID network is kept unchanged in order to maintain
a certain amount of global information and avoid informa-
tion loss that may be caused by the attention mechanism.
In addition, the first half of the channel features in the
activation map was used to learn channel attention, because
the contributions of different attributes to the Re-ID task are
generally different.

Firstly, the attention parameter βc of each channel of
AHH is calculated, as shown in Equation (3). In order to
avoid additional parameters, we use channel block average
pooling and global average pooling when we calculate βc.

βc = Sigmoid 1
hw

〠
cattr/cactiv

k=1
〠
w

j=1
〠
h

i=1
xcijk

 !
, ð3Þ

where ði, jÞ represents the element coordinate on the current
feature map; xcijk represents the pixel value on this coordi-
nate; w and h, respectively, represent the width and height
of the current feature map; cattr/cactiv represents the number
of channels of each block feature map; cactiv represents half
of the number of channels of the activation map in the cor-

responding position of the Re-ID network; and cattr repre-
sents the number of channels for AAH.

Then, the attention parameters (1 ∗ 1 ∗ c) of all chan-
nels are multiplied by each channel of AHH. After activation
by Sigmoid function, weighted spatial attention parameter
αc ðh ∗w ∗ cÞ is obtained, which can be represented as

αc = Sigmoid βc ⊗ LkGrad‐CAM
� �

: ð4Þ

Finally, after the spatial attention parameter passes
through the Sigmoid function again, the spatial attention
parameter is dotted with the last half channel features of
the corresponding location activation maps of the Re-ID

Original
image Heat maps: different heat maps focus on different areas of original image

Figure 2: Schematic diagram of heat map generated by Grad-CAM.
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Figure 3: ASAM structure diagram.

Table 1: Comparison of ablation performance.

Methods
Market1501 DukeMTMC-reID

Rank-1 (%) mAP (%) Rank-1 (%) mAP (%)

IDonly (baseline) 92.6 81.3 82.3 72.2

ID+attr 92.4 82.1 82.4 72.4

ID+attrAttention
(our SAN-GAL)

94.4 83.9 85.8 74.1
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network in blocks to get the final spatial attention (i.e., the
feature map contains salient attribute information).

4. Experiments

First of all, we introduced the dataset containing evaluation
protocol, loss function, and training details used in Section
4.1; then, we designed a series of ablation experiments in
Section 4.2 to verify the effectiveness of our scheme design;
finally, in Section 4.3, we compared our model with the
advanced Re-ID algorithm to illustrate the superiority of
our algorithm.

4.1. The Experimental Details

4.1.1. Dataset

(1) DukeMTMC-reID. DukeMTMC-reID is a person Re-ID
subset of DukeMTMC dataset and provides manually anno-
tated bounding boxes. DukeMTMC-reID contains 16,522
training images of 702 of these pedestrian IDs, 2,228 query
images from another 702 pedestrian IDs, and 17,661 images’
gallery of 702 pedestrian IDs.

(2) Market1501. It was captured on the campus of Tsinghua
University in the summer with 6 cameras. The dataset
contains a total of 32,688 images with 1,501 pedestrian IDs.
Among them, the training set contains 12,936 images of
751 pedestrian IDs, the query set contains 3,368 images
of 750 pedestrians, and the test set includes 16,384 images
of 750 pedestrians, all of whom have appeared in at least
two cameras.

We adopt the Cumulative Matching Characteristics
(CMC) at Rank-1 and the mean Average Precision (mAP)
as the evaluation indicators to test the performance of differ-
ent Re-ID methods on these datasets. The mAP is the mean
of Average Precision (AP) for each query image. Rank-1 is
the probability that the top image in the search results is
the target.

4.1.2. Loss Function. We set both attribute loss and identifi-
cation loss to cross-entropy loss (in our code, it is the com-
bination of Softmax function and cross-entropy function),
and distance loss as triplet loss.

4.1.3. Training Details. In order to ensure the consistency of
the experimental results, the experimental process is carried
out in the same software and hardware environment. The
experimental platform is based on 64-bit Ubuntu18.04 oper-
ating system, the device memory is 32G, the CPU is Intel®
Xeon E5-2678V3 CPU @2.5GHz, and the training is con-
ducted on the NVIDIA GTX1080TI single GPU platform,
the CUDA version is 10.2, and the experimental framework
is based on the PyTorch 1.6.0 version.

We set the size of the input pedestrian images as 256 ∗
128, and use data augmentation methods such as random
erasing and image expansion during the training process.
Stochastic Gradient Descent (SGD) is selected by the net-
work parameter optimization algorithm. In particular, we
increase the learning rate from 3e-5 to 1e-3 in the first train-
ing epochs and then decrease it to 5e-4, 1e-4, and 3e-5 in the
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Figure 4: Comparison of training loss of the two network: (a) Market1501; (b) DukeMTMC-reID.
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5th, 7th, and 15th training epochs, respectively, which ends
after a total of 20 training epochs.

4.2. Ablation Experiments. In order to fully verify the
effectiveness of our proposed module and method, we
conduct three ablation experiments on Market1501 and
DukeMTMC-reID. The specific experimental differences
are as follows: firstly, only the pedestrian global ID informa-
tion is used to train the Re-ID network as the baseline; then,
the pedestrian attribute classification network is added on
the basis of baseline. Finally, on the basis of the above steps,
the ASAM is introduced to form the final design scheme.
The experimental results are shown in Table 1.

As shown in Table 1, the Rank-1 and mAP values of
IDonly method on the Market1501 dataset are 92.6% and
81.3%, and the Rank-1 and mAP values on the
DukeMTMC-reID dataset are 82.3% and 72.2%. After the
introduction of attribute information, compared with
IDonly method, the mAP of ID+attr method on Market1501
and DukeMTMC-reID increases by 0.8% and 0.2%, but the
Rank-1 in Market1501 decreases by 0.2%, and the Rank-1
in DukeMTMC-reID only increases by 0.1%. It can be seen
that simply adding attribute classification network cannot
bring better effect to the Re-ID task. After introducing our
attention mechanism on the basis of ID+attr method, the
improvement is significant, especially the accuracy improve-
ment of Rank-1 on the two datasets is 2% and 3.4%, respec-
tively, which fully proves the effectiveness of our ASAM and
the overall design.

During the training process, the ordinates of the loss
value of IDonly and ID+attrAttention are normalized as
shown in Figure 4 (only part of iteration is intercepted). It
can be seen that in the Re-ID network with attribute atten-
tion mechanism, although loss declines slowly in the initial
stage, it is still in a downward trend when IDonly method
converges early and eventually achieves loss value lower than
that of IDonly method. The change trend comparison of
mAP shown in Figure 5, it also supports the enhancement
effect of ID+attrAttention method on the Re-ID task.

4.3. Comparison of Algorithms. To demonstrate the superior-
ity of our SAN-GAL in the overall design, we select some

representative algorithms in the Re-ID field for comparison,
and the selection principles are as follows:

(1) All of them are all based on convolutional neural
networks

(2) All of them are representative algorithms in different
Re-ID genres

(3) Experiments were carried out on Market1501 and
DukeMTMC-reID datasets and evaluated by Rank-
1 and mAP

As shown in Table 2, our SAN-GAL algorithm outper-
forms most of the algorithms on both Market1501 and
DukeMTMC-reID datasets. Among all the algorithms listed,
compared with PAN in 2018 TCSVT, the Rank-1 and mAP
of our SAN-GAL on Market1501 are improved by 12.2%
and 20.5%, respectively, and the Rank-1 and mAP of our
SAN-GAL on DukeMTMC-reID are improved by 14.2%
and 22.6%, respectively. Compared with the VPM in 2019,
SAN-GAL is 3.1% higher than its mAP on Market1501.
However, compared with BFE, there is still a 0.9% gap in
Rank-1 on Market1501. In particular, our SAN-GAL does
not add any feature enhancement module or special training
technique other than the introduction of a specific attribute
attention mechanism. Therefore, our SAN-GAL is an algo-
rithm with both performance and potential.

5. Conclusion

In order to overcome the limitation of global pedestrian fea-
tures in cross-device scenarios, we proposed SAN-GAL.
Different from the previous approach of simply increasing
the branch of attribute binary classification network, our
SAN-GAL network is guided by attribute labels. Firstly, by
generating AAH, we can accurately locate the fine-grained
attributes of pedestrians. Then, on the basis of AAH, ASAM
is constructed to integrate the global ID information and
local attribute information to enhance the discrimination.
In particular, our dual-trace network does not need addi-
tional attribute region annotation on the dataset, so it has
better flexibility and adaptability. By testing on Market1501

Table 2: Performance comparison between our SAN-GAL and other classic Re-ID methods.

Methods
Market1501 DukeMTMC-reID

Rank-1 (%) mAP (%) Rank-1 (%) mAP (%)

SVDNet (CVPR17) [24] 82.3 62.1 76.7 56.8

PAN (TCSVT18) [25] 82.2 63.4 71.6 51.5

DuATM (CVPR18) [26] 91.4 76.6 81.8 64.6

PCB (ECCV18) [27] 92.3 77.4 81.8 66.1

SPReID (CVPR18) [28] 92.5 81.3 84.4 70.1

VPM (CVPR19) [29] 93.0 80.8 83.6 72.6

AANet (CVPR19) [29] 93.9 83.4 87.7 74.3

IANet (CVPR19) [30] 94.4 83.1 87.1 73.4

SAN-GAL (ours) 94.4 83.9 85.8 74.1

BFE (ICCV19) [31] 95.3 86.2 88.9 75.9
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and DukeMTMC-reID datasets, the effectiveness and superi-
ority of our scheme design are proved. In the future, we want
to expand and apply these ideas to other computer vision
tasks, such as Person Search (PS).

Data Availability

Previously reported DukeMTMC-reID and Market1501 data
were used to support this study and are available at
10.1109/ICCV.2017.405 and 10.1109/ICCV.2015.133, respec-
tively. These prior studies (and datasets) are cited, respectively,
at relevant places within the text as references [19, 20].
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