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The traditional digital image processing technology has its limitations. It requires manual design features, which consumes
manpower and material resources, and identifies crops with a single type, and the results are bad. Therefore, to find an
efficient and fast real-time disease image recognition method is very meaningful. Deep learning is a machine learning
algorithm that can automatically learn representative features to achieve better results in areas of image recognition. Therefore,
the purpose of this paper is to use deep learning methods to identify crop pests and diseases and to find efficient and fast real-
time image recognition methods of disease. Deep learning is a newly developed discipline in recent years. Its purpose is to
study how to actively obtain a variety of feature representation methods from data samples and rely on data-driven methods, a
series of nonlinear transformations are applied to finally collect the original data from specific to abstract, from general to
specified semantics, and from low-level to high-level characteristic forms. This paper analyzes the classical and the latest neural
network structure based on the theory of deep learning. For the problem that the network based on natural image classification
is not suitable for crop pest and disease identification tasks, this paper has improved the network structure that can take care
of both recognition speed and recognition accuracy. We discussed the influence of the crop pest and disease feature extraction
layer on recognition performance. Finally, we used the inner layer as the main structure to be the pest and disease feature
extraction layer by comparing the advantages and disadvantages of the inner and global average pooling layers. We analyze
various loss functions such as Softmax Loss, Center Loss, and Angular Softmax Loss for pest identification. In view of the
shortcomings of difficulty in loss function training, convergence, and operation, making the distance between pests and
diseases smaller and the distance between classes more greater improved the loss function and introduced techniques such as
feature normalization and weight normalization. The experimental results show that the method can effectively enhance the
characteristic expression ability of pests and diseases and thus improve the recognition rate of pests and diseases. Moreover,
the method makes the pest identification network training simpler and can improve the pest and disease recognition rate better.

1. Introduction

Crop diseases can lead to the abuse of pesticides while caus-
ing a decline in the yield and quality of agricultural products
[1, 2]. This not only increases the cost of agricultural produc-
tion but also brings food safety and environmental pollution
problems [3]. The proposal of deep learning comes from arti-
ficial neural networks. In the middle of the 20th century, as
humans made major breakthroughs in the domain of neuro-
science, researchers began to imitate the structure of the
human brain and proposed the idea of artificial neural net-
works. Subsequently, the research field was gradually

expanded and scholars began to pay attention to how to
make machines as intelligent as humans. The area of culti-
vated land currently polluted by pesticides in China has
exceeded 16 million hectares. Practice has shown that ratio-
nal application of pesticides is the most effective means of
controlling crop diseases. Rational application of pesticides
can not only effectively control the occurrence of crop dis-
eases but also reduce the pollution of pesticides to the envi-
ronment and agricultural products. It is well known that
the rational application of pesticides requires accurate access
to crop growth status information, the most critical of which
is the rapid and accurate identification of the types of crop
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diseases. The identification of traditional crop diseases
mainly relies on the experience of farmers or professional
technicians in farmland. Due to the limitations of profes-
sional knowledge, farmers often cannot judge or misjudge
some crop diseases [4]. In addition, because some crop dis-
eases are not obvious or the symptoms are similar at the
beginning of the disease, even professional technicians are
difficult to identify them accurately [5]. When the symptoms
are clearly identifiable, they miss the best prevention time,
which makes it difficult to obtain accurate and timely control
of crop diseases. Therefore, traditional crop disease identifi-
cation is not only time consuming and laborious but also
inefficient [6].

The deep learning is derived from artificial neural net-
works. In the mid-20th century, as humans made major
breakthroughs in the field of neuroscience, researchers
began to imitate the structure of the human brain and pro-
posed the idea of artificial neural networks. Then, they grad-
ually expand the field of research; scholars began to pay
attention to how to make the machine as intelligent as
human beings. As a special neural network that was origi-
nally constructed and implemented, the perceptron has
gradually attracted more attention to the research of neural
networks. However, further research by humans has found
that a perceptron with a two-layer structure is only applica-
ble to prebuilt feature learning linear functions, but not lin-
ear indivisible problems [7]. The phenomenon of crop
diseases and insect pests is obvious in the early stage. If
appropriate control measures are not taken in the early
stage, it will cause irreversible losses to yield and crop sur-
vival, which will affect the yield, quality, and productivity
of agricultural products. Limited by the theoretical and tech-
nical levels at that time, the research on artificial neural net-
works is becoming less and less optimistic. Until the end of
the 20th century, the back propagation algorithm was ridic-
uled, making the artificial neural network attract attention.
Compared with the perceptron, the BP neural network has
increased the hidden layer unit, which has the advantage of
being able to construct a complicated data model and flexi-
ble feature expression ability, but it is because of the
increased level that the learning difficulty becomes large
and it is easy to fall into the local minimum. However, when
calculating the gradient of each layer node, the gradient
weakening will occur in the lower layer direction of the net-
work. It is precisely because these shortcomings affect the
performance of the BP neural network, so that it can only
build a shallow learning model, and then, its scalability is
affected [8].

Considering that the depth of the multilayer network in
deep learning will easily lead to the increase of training com-
plexity and the disappearance of gradients, the ResNet con-
volutional neural network model is used to train the crop
disease dataset. The residual learning unit in the ResNet net-
work can simplify the convolutional layer. The learning pro-
cess only learns the difference between the input and output,
deepening the network layer and accelerating the model.
Alvaro et al. proposed a tomato pest detection method based
on deep learning, which uses images captured by different
resolution camera devices for detection. Their goal is to find

a more appropriate deep learning framework for the task.
Therefore, they considered three main detectors: a faster
region-based convolutional neural network, a region-based
complete convolutional network, and a single-point multi-
box detector. These three detectors are called “deep learning
elements.” They combined these meta-architectures with the
“deep feature extractor.” They demonstrate the performance
of deep meta-architectures and feature extractors and pro-
pose a method for local and global class annotation and data
expansion to improve accuracy during training and reduce
the number of false positives [9]. Using convolutional neural
network models and deep learning methods to detect and
diagnose simple leaf images of healthy and diseased plants.
[10, 11]. The model was trained using an open database of
87,848 images containing 25 different plants and 58 different
(plant, disease) combinations, including healthy plants.
Several model architectures were trained to achieve the best
performance of 99.53% in identifying the corresponding
(plant, disease) combination (or healthy plant) [12]. Zhang
et al. proposed a plant disease identification method based
on plant leaf images. Firstly, the spots are segmented to
extract the disease feature vector. Then, the K-nearest neigh-
bor classifier is used to identify the plant diseases to provide
extraction features [13]. Kyosuke et al. applied the super-
resolution method to low-resolution images of tomato dis-
eases to restore the detailed performance of plant organ
damage. They also used high-resolution, low-resolution,
and super-resolution images for disease classification to
assess the effectiveness of super-resolution methods in dis-
ease classification [14]. The phenomena of crop diseases
and insect pests are obvious in the early stage. If appropriate
control measures are not taken in the early stage, it will cause
irreversible losses to yield and crop survival, which will affect
the yield, quality, and productivity of agricultural products.

Based on the theory of deep learning, this paper analyzes
the classical and the latest neural network structure [15]. The
network based on natural image classification is not suitable
for crop pest identification tasks. This paper improves the
network structure that can simultaneously recognize the rec-
ognition speed and recognition accuracy. The research
objects of this article are wheat powdery mildew and leaf
rust, peanut black and brown spots, tobacco wildfire, brown
spot, and mosaic disease collected in a field environment.
Use deep convolutional neural networks to identify diseases
in complex backgrounds. The influence of crop pest and dis-
ease feature extraction layer on recognition performance is
discussed. The advantages and disadvantages of the layered
and global average pooling layer are finally adopted as the
structure of the pest and disease feature extraction layer.
Analyze various loss functions such as Softmax Loss, Center
Loss, and Angular Softmax Loss for pest identification. Plant
diseases and insect pests will cause national economic losses.
Pests and diseases in farming are a complex issue of timeli-
ness. During the process of crops from sowing to growth
and harvest, the pathogens are different at different stages,
which in turn affects the final agricultural products and
quality. It is difficult to train, difficult to converge, and diffi-
cult to operate, so that the distance between pests and dis-
eases is smaller and the distance between classes is larger,
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improved the loss function, and introduced techniques such
as feature normalization and weight normalization. The
experimental results show that the method can effectively
enhance the characteristic expression ability of pests and dis-
eases and thus improve the recognition rate of pests and dis-
eases. Moreover, the method makes the pest identification
network training simpler and can better improve the pest
and disease recognition rate.

2. Proposed Method

2.1. Deep Learning

2.1.1. Overview of Deep Learning. With the development of
big data and general parallel computing units, applications
based on deep learning have also developed rapidly. Deep
learning is a neural network with multiple hidden layers.
Similar to shallow neural networks, deep neural networks
can model complex nonlinear systems. Many layers hidden
layer networks provide a higher level of abstraction for the
model, thus improving the capabilities of the model. The
biggest difference between deep learning and other machine
learning is how to find features. The extraction process of
features is an abstract process. Deep learning abstraction
simulates the way human neurons communicate informa-
tion. In theory, many classification and prediction problems
can be solved. Convolutional neural networks are a typical
deep neural network. Great success has been achieved in
the many categories and recognition tasks of images.

2.1.2. Artificial Neural Network. There are many diseases
and insect pests of crops. There are external factors, includ-
ing their own factors, their own plant attributes, external
weather factors, and the influence of other plants such as
weeds in the growing environment and pests in the natural
environment, which will affect the crops. The output and
quality have a huge impact.

The research of the artificial neural network is largely
inspired by the bionics. It consists of a series of simple
artificial neurons connected to each other. Each neuron
has three parts: input, artificial nerve cells, and output.
As shown in Figure 1, the input signal of one neuron
can come from an externally given initial value or it can
be the output of another neuron. Artificial nerve cells inte-
grate these input signals and perform threshold operations.
If the integrated stimulus value exceeds a certain threshold,
the neuron enters an active state; otherwise, the neuron is
in a suppressed state.

Just as the brain’s neurons can constantly adjust the con-
nections between neurons to achieve continuous learning
and progress. The ANN network can also adapt the network
to the training set by adjusting the weight values on the con-
tinuous input.

(1) Perceptron
A perceptron is a simple artificial neuron with only two

outputs. Input x1, x2,⋯, xn into the perceptron in turn, and
each input value corresponds to a weight wi, in addition to
an offset w0 as shown in equation (1):

net = 〠
n

1
wi ⋅ xi +w0: ð1Þ

If x0 = 1, then, equation (1) can be expressed as

net = 〠
n

0
wi:xi =w! ⋅ x!: ð2Þ

The output of the perceptron is as shown in equation (2)
after the thresholding process:

O x!
� �

=
1, 〠

n

0
wi ⋅ xi ≥ 0,

−1, other:

8><
>: ð3Þ

The sensor works in much the same way as a neuron,
and it can classify two types of samples. For the input sample
output 1 on one side and the sample output −1 on the other
side, the training process is to continuously adjust the weight
w1,w2,⋯,wn.

(2) Linear Units
Sensors with only 1 and −1 outputs limit the classifica-

tion of processing. A simple generalization is to cancel the
threshold module. One input is a linear unit of x1, x2,⋯,
xn, and its output is a linear combination of n inputs based
on weights, plus offset w0. The core task of training a linear
unit is to adjust the weight w1,w2,⋯,wn so that the output
is as similar as possible to the target output of the training
sample.

(3) Error Criteria
A metric is defined to measure the training error of the

ANN relative to the training example under the current
weight vector w!. A common training error criterion is the
squared error:

E w!
� �

= 1
2 〠
d∈D

td −Odð Þ2, ð4Þ
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Figure 1: Schematic diagram of artificial neurons.
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where D is the trained sample set, td is the target output of
the training sample d, and od is the actual output OðxdÞ of
the linear unit pair training sample d. It is necessary to cal-
culate the direction of the fastest fall of the error, so the max-
imum direction of the directional derivative can be obtained
by calculating the partial derivative of the E with respect to
each component of the vector w!, denoted as ∇Eðw!Þ.

∇E w!
� �

= ∂E
∂w1

, ∂E
∂w2

,⋯, ∂E
∂wn

� �
: ð5Þ

Since ∇Eðw!Þ itself is a vector that represents the largest
directional derivative, it corresponds to the fastest rising
direction of the E and the direction of the fastest falling of
the error is only required to require −∇Eðw!Þ. So, the law of
training should be

w!⟵w! + Δw!,

Δw! = −η∇E w!
� �

:
ð6Þ

η in equation (6) is that the learning rate is a positive
super parameter and is the step size of the gradient descent
search. w! is the current search point in the solution space,
Δw! represents a displacement to the current fastest descent
direction, and w!⟵w! + Δw! means to move a short dis-
tance from the current point along the fastest descent direc-
tion and update the current position to this position.

All neurons are of Boolean type, that is, state 0 means
inhibition or 1 means activation, and then, the energy of
RBM is definedp as

E v, h θjð Þ = −〠
n

n=1
aivi − 〠

n

j=1
bjhj − 〠

m

i=1
viWijhj: ð7Þ

The probability distribution PðvjθÞ of the visible layer is
as follows, where ZðθÞ is the normalization factor:

P v θjð Þ =
1
Zθ

〠he−E v,h θjð Þ,

Z θð Þ =〠v〠he−E v,h θjð Þ:

ð8Þ

The cost (loss) function of the Softmax regression algo-
rithm is

J θð Þ = −
1
M

〠
m

i=1
〠
k

j=1
1 y ið Þ = jf g log 〠

k

j=1
eθ

T
J

" #
: ð9Þ

Prove that the current loss function is strictly convex and
its local minimum is not unique, so the optimal parameter to
be solved is not unique. The proof process is as follows:

P yi = j xi ; θjð Þ =
e θj−ωð ÞTx ið Þ

〠
k

l=1
e θj−ωð ÞTx ið Þ : ð10Þ

Usually, add regular items to modify the cost function, as
follows:

J θð Þ = −
1
m
〠
m

i=1
〠
k

j=1
1 yi = jf g log 〠

k

l=1
eθ

T
l : ð11Þ

λ is the weight of the regular term. At this time, the cost
function can also be updated with the gradient descent
method. The gradient after derivation is

∇θj J θð Þ = −
1
m
〠
m

i=1
xi 1 yi = j

� �
− p yi = j

� 	
; θ

� 	
 �
+ λθ: ð12Þ

Update the parameters with the help of partial deriva-
tives:

θ jð Þ = θj − ∂∇θJ θð Þ: ð13Þ

The parameter update of Softmax is completed through
repeated introduction.

(4) Backpropagation
The weighting parameters of the neural network need to

be able to be adjusted like human nerve cells, so the ability to
automatically adjust parameters is required, and the back-
propagation algorithm can be used to adjust the error
according to the error.

(5) Many Layer Artificial Neural Networks
In a single neuron or linear unit, only linear problems

can be solved. However, there are great deficiencies in solv-
ing nonlinear problems, but real-life problems are often
nonlinear. The cells in the brain and other cells are intercon-
nected, mimicking the cellular connections of the human
brain, and the artificial neural network can also form a
many-layered neural network in a similar manner. The char-
acteristics of pests and diseases in specific areas are periodic-
ity, seasonality, and repetitiveness. That is, the diseases and
insect pests in the same area show different diseases and
insect pests in different seasons, multiple diseases and insect
pests occur repeatedly in the same season throughout the
year, and several fixed diseases and insect pests appear in
turn. The emergence of many layers of neural networks
can solve nonlinear problems. In the layered feedforward
network, as shown in Figure 2, generally, there are at least
three layers: one input layer, one output layer, and hidden
layer, and the hidden layer is generally multiple. Adjacent
neurons are interconnected.

2.1.3. Convolutional Neural Network. Before studying the
subject of crop disease image recognition, you need to be
familiar with relevant basic theoretical knowledge, such as
the recognition model used in deep learning, image recogni-
tion process, convolutional neural network structure, deep
learning framework, experimental dataset, preprocessing
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and labeling categories, and many more. As the most repre-
sentative deep learning network model, the convolutional
neural network has benefited from the development of com-
puter networks and computing power. The two-dimensional
image is stored in the form of a matrix in a computer, and
the relative position between each pixel is fixed. The convo-
lution operation of the fixed convolution kernel size can
extract the features of the two-dimensional image. It is this
feature of two-dimensional images that enables convolu-
tional neural networks to be successfully applied to identify
images and target detection. The CNN network is an impor-
tant network model for deep learning. CNN’s connection
method and network structure are very suitable for dealing
with image problems, as shown in Figure 3 (picture from
the network, http://www.baidu.com/).

In the convolutional neural network, the convolution
kernel represents the local features of the picture. The image
is processed by multilayer convolution and pooling to con-
vert the image information into features with higher infor-
mation. At the same time, it is necessary to constantly
adjust the convolution kernel. The parameters enable the
convolution kernel to complete the work of a certain image
feature. In image recognition or classification tasks, images
are extracted by a convolution operation. Then, the size of
the feature map is reduced through the pooling layer and
the classification is output through the full connection layer
and finally through some activation functions. The main
process of accurate crop management is shown in Figure 4.

(1) Convolutional Layer
The function of the convolutional layer is to extract fea-

tures of the original image. There may be many convolution
kernels in the same layer, each of which extracts a feature.
The difference between convolution and full join is that con-
volution uses local joins and feature extraction in order to
reduce computation. The local connection is the image area
of the convolution kernel size only after the input image is
multiplied, and the convolution kernel image is smoothly
moved to obtain the feature map, so that the pixel that orig-
inally needs to connect the entire image is reduced to a con-
volution kernel size. Although the operation is reduced after
the partial connection, the parameters are still many and
each convolution kernel slip has to learn different parame-

ters. Reducing the amount of computation by using the
weight parameters of the same convolution kernel to be
equal is called weight sharing. The weight sharing is mainly
based on the information learned from a local area, applied
to other positions of the image, that is, the same convolution
kernel is used to convolve the entire image, that is, a full fil-
tering. The local statistical properties of the image are repet-
itive (position independent) across the image. If there is
every basic graphic in the image, the graphic may appear
anywhere, and sharing the same weight at different locations
enables the same mode to be detected at different locations
of the data. For example, if the feature obtained after convo-
lution in a window is an edge, then, the convolution kernel
corresponds to the edge feature extraction method, and then,
the convolution kernel can be used to extract edge features
of other regions at other locations.

In the input layer, some preprocessing is performed on
the original data, so that the original data can be more
adapted to the neural network for training and feature
extraction. The quality of the original dataset varies due to
different collection methods. Therefore, it is necessary to
perform a series of processing on the collected and labeled
raw data.

(2) Pooling Layer
In the CNN network, a special convolution operation is

usually called pooling after the convolution operation.
Through the pooling operation, the input feature dimension
can be reduced, the number of training parameters can be
reduced, and overfitting can be prevented. The more com-
monly used pooling methods are average pooling and maxi-
mum pooling. The specific operation is to obtain the mean
and maximum values of the elements in the pooled area as
the output. Pooling can be seen as a fusion of local informa-
tion, and a combination of multiple operations can be com-
bined to a larger extent to obtain more complete features.

(3) Regularization Layer
For convolutional neural networks, network training is a

complex process. Due to the migration of internal variables,
the changes in the previous training parameters are ampli-
fied as the training progresses. The probability distribution
of the current feature is inconsistent with the probability dis-
tribution of the initial layer feature, and the previous train-
ing parameters are not applicable. There is a hypothesis in
machine learning and deep learning that the distribution of
training data should be the same as the distribution of fea-
tures. Here, enter the data of the network using batch nor-
malization (BN) as shown in equation (7):

μB ⟵
1
m
〠
m

i=1
xi,

δ2B ⟵
1
m
〠
m

i=1
xi − μBð Þ2,

x̂i ⟵
xi − μBffiffiffiffiffiffiffiffiffiffiffiffi
δ2B + ε

q ,

...

...

...

Input layer
Hidden layer

Output layer

Figure 2: Schematic diagram of multilayer artificial neurons.
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yi ⟵ γx̂i + β ≡ BNγ,β xið Þ: ð14Þ

The corresponding equation is

−div ∇u
∇uj j

 �
− λ u0 − uð Þ = 0: ð15Þ

An optimization problem that can be transformed into a
function, let the error function be

E x, yð Þ = div ∇u
∇uj j

 �
− λ u − u0ð Þ: ð16Þ

Assuming that the final output is an ideal model, we can
get

u x, yð Þ =N u0 x, yð Þ,wð Þ,

t sð Þ = exp −
ðs
0
κ tð Þdt

 �
:

ð17Þ

From this, we can see

∂ = 1 − t sð Þ = 1 − exp −
ðs
0
κ tð Þdt

 �
: ð18Þ

At this time, each individual in the offspring population
corresponds to the amount of change in the initial solution

ΔEk = fitness x′
� �

− avgfitness: ð19Þ

Make the input data of each layer have a mean of 0 and a
variance of 1. However, the output limit is 0 and the variance
is 1. This will make the generalization ability of the model
worse. It is therefore necessary to add the parameters β
and γ that can be learned to scale and translate the data.
The values of β and γ are constantly updated during model
training. BN is an optimized data model after the model is
trained in batches. That is, when the batch input data is
guaranteed, the distribution of the generated and confronted
data is limited to a controllable range.

(4) Activation Function
When the network is running, it activates a certain part

of the neurons in the neural network and transmits the acti-
vation information back to the next layer of the neural net-
work. The reason why neural networks can solve nonlinear
problems is that the activation function adds nonlinear fac-
tors to make up for the expressive ability of the linear model
and retains the characteristics of the activated neurons
through the function to the next layer. Because the mathe-
matical foundation of the neural network is differentiated
everywhere, the activation function is chosen to ensure that
the data input and output are also differentiable.

2.2. Pest Detection. With the successful application of deep
learning in the fields of target detection, recognition, and
segmentation, many different depth-based learning-based
pest detection algorithms have been proposed. Among them,

Sensor

Satellite

Webcam

Intelligent

Digitizing

Disease and pest
prevention

Irrigation Weeding

Sowing FertilizeFacility planting

Field
management

Precise management
of crops

Figure 4: Accurate management process of crops.

Input image Convolution Pooling Fully connected Output

Figure 3: General model of convolutional neural networks.
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the MTCNN algorithm and the single-step detection algo-
rithm SSH of the cascaded multitasking network are the
most the representative algorithm, the former not only
works well in detection but also has an outstanding effect
on the alignment of pests and diseases; the most prominent
feature of the latter is the scale invariance, which occupies
less memory and is faster.

2.2.1. MTCNN Algorithm. The MTCNN pest detection
algorithm turns the pest detection task into a coarse-to-fine
process through the cascade convolutional neural network.
The specific process can be divided into three stages: in the
first stage, the shallow convolutional neural network quickly
generates candidate windows, removing a large number of
negative samples; in the second stage, further refining the
candidate window through a more complex convolutional
neural network is made, using nonmaximum suppression
to discard a large number of repeated windows; in the third
stage, using a more powerful convolutional neural network
further decides the retention of the candidate window and
finally completes the detection and outputs the key points
of the pest image (the type of pests and diseases, the degree
of pests and diseases, and the crops of pests and diseases).

(1) Pnet is a full convolutional network structure. The
input of the network is 12 × 12. After three convolu-
tional layers with a convolution kernel size of 3 and a
pooling layer, the 1 × 1 convolution is used to gener-
ate classification, border regression, and key points.
Pnet classifies the samples and returns the four can-
didate regions to the frame parameters of the target
region in each candidate region. After that, the can-
didate regions are corrected by four parameters to
obtain a more accurate target frame and the non-
maximum suppression filter is selected

(2) Rnet has an inner layer (full connection layer) com-
pared to Pnet. The network input is that we can get
more detailed features through the inner layer and
eliminate a large number of candidate pest and dis-
ease areas that do not meet the requirements. The
pest and disease areas were calibrated and finally
combined by nonmaximum suppression

(3) Onet’s network input is 48 × 48, and the network
structure has a layer of convolution layer more than
Rnet, which can get more complicated and accurate
image characteristics of pests and diseases, which
plays an important role in frame regression and
key point return of pests and diseases

2.2.2. Nonmaximum Suppression. Nonmaximum value sup-
pression (NMS) refers to the suppression of elements that
are not maximal values. In essence, it is a local search. In tar-
get detection, it is generally used for filtering and removing
the late target-repeating bounding box.

Target detection generates a number of bounding boxes
in a region when positioning. Each bounding box has a clas-
sification score, and most of them are redundant. NMS is to
perform the local maximum search for all detected bounding

boxes. Search for the maximum value within the domain to
filter out part of the bounding box. The main process is as
follows:

(1) First, get the bounding box of the object; the same
object may have many bounding boxes and its classi-
fication score

(2) Sort the scores of all bounding boxes and select the
highest score and its corresponding bounding box

(3) Traverse all the remaining boxes; if the IOU value of
the current highest score box is greater than the pre-
set threshold, delete it

(4) Continue to select the box with the highest score in
the unprocessed bounding box and repeat the 3rd
process until all reserved bounding boxes are found

2.2.3. Difficult Sample Mining. Difficult sample mining is an
important strategy to improve the quality of models. It has a
wide range of applications in image classification and gen-
eral target detection. The main idea is to find some difficult
positive samples and difficult negative samples in each step
and then further training these difficult samples to enhance
the performance of the model.

In recent years, with the continuous improvement of the
performance of target detection frameworks, online difficult
sample mining and Focal Loss have been widely used to
screen difficult samples. OHEM selects the most difficult
and difficult samples in each mini batch to calculate the neu-
ral network gradient, while Foal Loss is aimed at focusing
more on the difficult and wrongly classified samples, adding
a factor to control the standard cross-entropy.

(1) OHEM
When optimizing SVM, some samples in the algorithm

that cannot be distinguished due to concentration are
removed, samples that cannot be correctly judged are added
to the model, and then a new training is started. The OHEM
forwards all samples, then sorts the losses generated by each
sample, and selects the former part of the sample for back
propagation. For example, only 1 : 3 positive and negative
samples are taken to calculate the loss and the remaining
negative sample weights are all set to zero. A simple sample
with a small loss value has a small contribution to network
training, while a difficult sample with a large loss value
enhances the generalization ability of the network. Unlike
Focal Loss, OHEM takes only 1 : 3 positive and negative
samples and the remaining negative sample weights are reset
to zero, while Focal Loss trains all negative samples, giving
the positive and negative samples different weights based
on the loss value.

(2) Focal Loss
In the one-stage-based target detection algorithm, the

positive and negative samples can reach 1 : 1000, which leads
to the problem that the positive and negative samples are
extremely unbalanced and the negative sample dominates
the loss function. Although the negative sample has a high
accuracy and the loss value is small, a large number of
negative samples eventually produce a loss value that is
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sometimes greater than the loss value generated by the pos-
itive sample. Focal Loss first tries to solve the problem of
sample imbalance and introduces a weight coefficient in
the cross entropy loss function. When the sample is detected
as foreground, the cross entropy loss function is multiplied
by the weight α. When it is the background, the cross
entropy loss function is multiplied. For weight ð1 − αÞ, the
loss function can be changed to

CE ptð Þ = −αt log pt: ð20Þ

After solving the problem of sample imbalance, the
author also multiplies the ð1 − ptÞγ by the cross-entropy loss
function, which means that if the accuracy of the sample
prediction is higher, the smaller the ð1 − ptÞγ, the smaller
the overall loss value. The higher the accuracy of the sample,
the more the loss will be attenuated, and the lower the accu-
racy of the sample with less attenuation, then the overall loss
function will be dominated by the lower accuracy of the
sample, then the final loss function is

FL ptð Þ = −αt 1 − ptð Þγ log pt: ð21Þ

3. Experiments

3.1. Experimental Platform. At present, convolutional neural
networks are all three-dimensional input data, which reflects
two-dimensional pixels and RGB channels on a flat image.
The input is information such as image pixels in matrix
form. The length and width of the image and the depth of
the color channel constitute a three-dimensional matrix.
The depth of the black and white image is 1, and the depth
of the color image is 3.

Due to the batch processing of image data, a large
amount of memory is required. The computation of deep
learning relies on a generic GPU acceleration module.
Therefore, the experimental hardware platform used in this
paper is the DGX-1 deep learning server of NVIDIA. The
experimental platform configuration is shown in Table 1.

3.2. Training Sample Generation. Considering that the depth
of the multilayer network in deep learning can easily lead to
the increase in training complexity and the disappearance of
gradients; the ResNet convolutional neural network model is
used to train the crop disease dataset. The residual learning
unit in the ResNet network can simplify the convolutional
layer. In the learning process, only the difference between
input and output is learned, deepening the network layer
and accelerating model training.

For the training samples, an offset value can be randomly
taken at the real pest area and the candidate pest and disease
window can be randomly selected in the original map by the
offset value and the real pest area, and then, the candidate
pest and insect window can be obtained and the size of the
IOU through the real pest area is determined. Negative sam-
ples, suspect samples, and positive samples can be generated.
The IOU is specified to be greater than 0.7 as a positive sam-
ple. If the maximum IOU value is less than 0.7, the highest
threshold is considered as a positive sample, the IOU is less

than 0.3 as a negative sample, and between 0.3 and 0.7 is a
suspect sample. The interpolation is scaled to the specified
scale, and the IOU is the ratio of the real sample to the can-
didate window area, as shown in Figure 5 (picture from the
network, http://www.baidu.com/):

The calculation formula is

IOU = area Cð Þ ∩ area Gð Þ
area Cð Þ ∪ area Gð Þ : ð22Þ

The ratio of positive samples, suspect samples, and neg-
ative samples is about 1 : 1.5 : 3. The negative samples are
only responsible for detecting whether there are pests and
diseases, which is a two-class problem. The suspected sam-
ples and positive samples are subject to the pest return frame
and the key points of pest and disease. In order to enhance
the robustness of the network, the samples obtained by ran-
dom cropping can be sent to the training network to obtain
an initial network model to further obtain training samples.
After training Pnet, the original image can be input into the
Pnet training model and the detected pest area and the real
pest area IOU can be obtained, and finally, the Rnet training
sample is generated. As described above, when the IOU is
less than 0.3, it is regarded as a negative sample. An IOU
greater than 0.7 is considered a positive sample and an
IOU is considered a suspect sample between 0.3 and 0.7.
Repeat this step to send the original image to the trained
Rnet model to generate the training samples of Onet, so that
the samples sent to Rnet and Onet have both samples gener-
ated by offset values and samples predicted by the network,
which can enhance the generalization of the model.

Table 1: Experimental platform configuration.

CPU
Intel XeonE5-2698 v4 2.2GHz

processor

Memory 256G

Hard disk 4T SSD solid state

GPU Tesla P4 256bit ∗ 8

Operating system Ubuntu16.04

Deep learning
framework

TensorFlow1.8.0-gpu

Deep learning
acceleration

CUDA 9.0, CUDNN 7.14

Programming language Python 3.6

(gx1, gy1)

(gx2, gy2)

(cx1, cy2)

(cx1, cy1)

cnG

Figure 5: IOU schematic.

8 Wireless Communications and Mobile Computing

http://www.baidu.com/


4. Discussion

4.1. Pest Image Recognition

4.1.1. Pretreatment of Crop Disease Images. The training pro-
cess of using the ResNet network to recognize crop disease
images is initializing the weight parameters of the network
model, the convolutional layer in the ResNet network
extracts the characteristics of the training dataset image,
the characteristics are pooled to obtain the output, and the
output value and the difference between the target values
use the error to update the weight parameters of the network
to obtain a trained crop disease image recognition model.

The purpose of preprocessing is to remove the noise and
redundant information in the sample picture, which can
simplify the image and improve the recognition rate of valu-
able information, thereby improving the performance of
model identification. And the use of deep learning method
for classification and identification requires a high amount
of data. This paper only collects about 5,000 images, so the
data enhancement process needs to be done later. There
may be content in the image that has nothing to do with
the target recognition. They not only are useful for extract-
ing image features but also sometimes may reduce the effect
of feature extraction. Therefore, the image should be
extracted before image recognition. In this paper, ACD-
See9.0 software is used to manually cut the picture. For the
disease image, the cutting leaves a leaf and the main cutting
leaves the diseased part. The cutting effect is shown in
Figure 6.

4.1.2. Pathological Leaf Lesion Extraction. By multiplying the
background part and the preprocessed image, the green leaf
part can be removed and the leaf lesions can be extracted
and the treatment effect is shown in Figure 7. By processing
the image of the diseased leaf collected, a clear image of the
lesion is obtained, but the color, shape, and texture charac-
teristic parameters of the lesion image need to be separately
extracted to identify the disease.

4.2. Simulation Experiment of Disease Image Fusion. Under
the complex background of the field, in the same scene, the
collection equipment shoots diseased leaves under different
focal lengths and different lighting conditions. Some images
are clear and blurred in the foreground, and some images are
blurred in the foreground and clear. The disease image
fusion method based on wavelet transform is adopted. The
disease image is decomposed by a wavelet, and the schematic
diagram of wavelet decomposition is shown in Figure 8.

After that, the disease image fusion is performed on the
two fuzzy disease images of wolfberry leaves and the result
of disease fusion is shown in Figure 9.

It can be seen from the figure above that there are fuzzy
parts in the first two disease images. After the disease images
are fused, the fused image obtained is clearer. Based on the
wireless network communication and deep learning image
fusion method, the coefficient with a large absolute value is
selected as the wavelet coefficient to retain the details, which
not only corresponds to the significant brightness change in

the image, but also retains the salient features in the image,
making the disease image clearer.

For the diseased images of Lycium barbarum leaves col-
lected under the complex background of the field, the Sobel
operator, Robert operator, Prewitt operator, Cannon opera-
tor, Gauss-Laplacian operator, Canny operator, and phase-
based edge detection method were used to detect the dis-
eased leaves. For edge detection, the detection result is
shown in Figure 10.

For fuzzy disease images of the same diseased leaf, six
objective evaluation methods, including contrast, sharpness,
average fuzzy degree, fuzzy degree, color aggregation vector,
and hue count, are used to evaluate the image quality. The
value of the color aggregation vector is the histogram of
the aggregation pixel. For graph feature values, perform
quality evaluation on one of the blurred images and the eval-
uation results are shown in Table 2.

The objective quality evaluation of the regional image
after fusion of the diseased image is carried out by six indi-
cators such as contrast, sharpness, average fuzzy degree,
fuzzy degree, color aggregation vector, and hue count. The
evaluation results are shown in Table 3.

In order to prove that the segmentation method based
on wireless network communication and deep learning can
effectively segment disease images under complex back-
ground, this paper compares it with traditional segmenta-
tion algorithms. When the segmentation results are
basically the same, the segmentation algorithm based on
wireless network communication and deep learning has
obvious advantages. The comparison between the number
of iterations and the split time is shown in Table 4.

When the segmentation results are basically the same,
the number of iterations of the segmentation experiment
on the standard image set is reduced by about 13% and the
segmentation time is reduced by about 27%; the number of
iterations of the segmentation experiment on the diseased
image set is reduced by about 12%, and the segmentation
time is reduced by about 30%, and as the number of itera-
tions increases, the time for algorithm segmentation also
continues to increase.

Aiming at five different disease types (no disease, gray
spot, powdery mildew, gall mites, and anthracnose) of wolf-
berry disease images in small sample data, the segmentation
method based on wireless network communication and deep
learning proposed in this paper is compared with traditional
segmentation and comparison of fuzzy C-means clustering
segmentation algorithms. The average error rate of the
method is shown in Table 5.

As can be seen in Table 5, the average error rate of the
fuzzy C-means clustering segmentation algorithm is large,
which will cause a large number of redundant backgrounds;
the average error rate of the traditional algorithm segmenta-
tion is lower than the average error rate of the fuzzy C-
means clustering algorithm. The average error rate of the
methods exceeds 10%, and the average error rate of the deep
learning algorithm used in this paper is below 6%.

In order to verify the segmentation effectiveness of the
deep learning algorithm on the fine-grained category data-
set, compared with the GrabCut algorithm segmentation
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method based on the saliency map, the average accuracy of
the two segmentation methods is shown in Table 6.

Finally, in order to prove the segmentation effect based
on the deep learning algorithm in the light-affected environ-
ment, for the diseased images in the normal field environ-
ment and the light-affected environment, the segmentation

algorithm proposed in this paper is mainly based on the
average error rate and the average recall rate, as shown in
Table 7.

As can be seen in Table 7, for the disease images in the
normal field environment and the light-affected environ-
ment, the average recall rate under normal lighting

(a) Soy (b) Fruit tree

(c) Rice (d) Cucumber

Figure 6: Crop disease image after cropping.

(a) Preprocessed image (b) Color lesion image

Figure 7: Extraction of diseased leaf lesions.
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Figure 8: Schematic diagram of wavelet decomposition of the disease image.

Figure 9: Disease image fusion result.

(a) Original disease image (b) The edge detection result of the image by the Sobel operator

(c) Robert operator performs edge detection results on the image (d) Prewitt operator performs edge detection results on the image

(e) The edge detection result of the image by the Cannon operator (f) Gauss-Laplacian operator performs edge detection results on the image

(g) Canny operator performs edge detection results on the image (h) Phase-based image edge detection results

Figure 10: Disease image monitoring results.
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conditions based on the deep learning algorithm proposed in
this paper can reach 90%, while in a strong lighting environ-
ment, the following will affect the performance of the seg-
mentation algorithm, so the lighting conditions are an
important factor in the performance evaluation of the seg-
mentation algorithm.

4.3. Analysis of the Accuracy of Image Recognition of Pests
and Diseases

4.3.1. Accuracy of the Test Set under Different Settings of the
First Layer of Convolution. The image of crop pests and dis-
eases can be well satisfied with the crop pest identification
task after the background is removed at a resolution of about
100 × 100. Therefore, all relevant experiments are to align
the image detection of crop pests and diseases to 112 × 112
and the pixels of the image of three channels. Normalize
by subtracting 127.5 and dividing by 128. Like most convo-
lutional neural networks, the experiments in this article are
based on the ImageNet dataset, so the network input size
is generally large (such as 224 × 225). The first convolutional
layer is generally 7 × 7, and the size of the convolution kernel
in step A is a sample image of length 2, but for crop pest
images, greater perception also means smaller feature maps.
Therefore, the first layer of convolution kernel is set to 7 × 7
convolution kernel, the step size is 2, and it is named A. The
following is a ResNet-50 network. The first layer of convolu-
tional layers is set to A and B, namely, AResNet-50 and
BResNet-50, the loss function is the standard Softmax loss
function, and the training dataset is CASIA-Web, in LFW,
and the YTF test set was tested, and the experimental results
are shown in Table 8 and Figure 11.

We can find that the use of setting B is better than A.
The reason may be that the large convolution kernel will
make the feature size drop too fast, and the network cannot
effectively learn the features with strong expressive ability.
Using setting B, the first-layer output feature map size is
56 × 56, and the setting A first-layer output feature map size
is 112 × 112, so that the latter feature image size is twice that
of the former, improving the ability and speed of pest
identification.

Table 2: Image quality evaluation results of blurred diseases.

Disease Contrast Clarity Average ambiguity Ambiguity Color aggregation vector Hue

Powdery mildew 59.1527 52.1935 0.1997 0.6897 0.5736 57.9287

Grey spot 67.0272 60.9813 0.2158 0.8971 1.4638 59.7571

Gall mite disease 59.2672 44.7316 0.1402 0.2983 0.4991 52.3104

Anthrax 51.9514 40.5879 0.1021 0.4791 0.2947 41.7839

Table 3: Image quality after image fusion.

Disease Contrast Clarity Average ambiguity Ambiguity Color aggregation vector Hue

Powdery mildew 61.9579 63.9159 0.3894 0.9978 0.6907 59.9135

Grey spot 71.9108 65.8796 0.5709 1.1987 1.5092 61.9083

Gall mite disease 68.4391 64.0957 0.2794 0.3997 0.5913 62.0304

Anthrax 55.7942 55.0876 0.3935 0.6792 0.6792 47.7189

Table 4: Comparison of the number of iterations and split time.

Deep learning Traditional algorithm
Number of
iterations
(times)

Split time
(seconds)

Number of
iterations
(times)

Split time
(seconds)

Standard
image

300 14.01 260 9.98

Disease
image

250 11.64 220 8.09

Table 5: Comparison of average error rates of different
segmentation methods.

Disease
type

Fuzzy C-means
clustering algorithm

Traditional
algorithm

Deep learning
algorithm

Disease
free

19.8 14.7 4.5

Grey spot 41.91 35.73 5.27

Powdery
mildew

32.85 31.66 3.08

Gall mite
disease

33.03 32.18 2.27

Anthrax 27.59 26.87 2.86

Table 6: Comparison of the average accuracy of the two
segmentation methods.

Disease type
Deep learning
algorithm

GrabCut algorithm based on
saliency map

Disease free 94.4 90.2

Grey spot 93.52 71.27

Powdery
mildew

95.71 76.14

Gall mite
disease

96.52 75.64

Anthrax 96.03 81.09
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The experiment uses BResNet-50 as the baseline model,
and the experiment is carried out separately. The loss func-
tion is the standard Softmax Loss, the training dataset is
CASIA-Web, the test set is LFW and YTF, the parameter
in Dropout is set to 0.4, and the Dropout has a slight regu-
larization. The effect can alleviate the problem that the net-
work is overfitting. The results of the six groups of
experiments are shown in Figure 12. We can see that the
5th setting has the best recognition effect, that is, Dropout,
inner layer, and bulk lie can effectively enhance the expres-
sion of pests and diseases. Improve the ability and speed of
pest identification.

In the feature extraction layer setting, the final output of
the pest characteristic dimension has multiple choices and
which dimension is most suitable for expressing pest and
disease characteristics still depends on the experience of
the researchers. If you experiment with each dimension,
the cost of the experiment can be very high. In the past,
the characteristics of pests and diseases in the study of pest
and disease identification were also different. Generally
speaking, the higher the characteristic dimension of pests
and diseases, the stronger the expression ability, but the
increase of the number of feature channels will also increase
the computational burden of the network, resulting in ineffi-
ciency. Therefore, it is particularly important to find a suit-
able pest and disease feature dimension, not only to reduce
network parameters but also to accelerate the network train-
ing process.

The 7 Hu moment features of each lesion image are
shown in Table 9.

It can be seen in Table 9 that the parameter values of the
Hu moment feature between different lesions have obvious
differences, which can effectively distinguish 4 different
diseases.

Through each kind of lesion image (choose one image
for each), the size is unchanged, and when the rotation
degree is different, such as −30 degrees, −15 degrees, 0
degrees, 15 degrees, and 30 degrees, the calculated value of
the Zernike moment is 4 kinds. Lycium barbarum diseases
are analyzed, as shown in Table 10.

It can be seen in Table 10 that for each type of lesion
image, when the image size is unchanged, the feature param-
eters are relatively stable and the shape characteristics of the
lesion can be well represented by rotating at different angles.

In order to verify the stability of the characteristics, for a
kind of lesion image, under different rotation degrees and
different zoom magnifications, the calculated values are
compared and analyzed for the two diseases, as shown in
Table 11.

It can be known that the combination of feature and Hu
moment feature extraction of lesion features can be better
applied to the recognition of disease images and the recogni-
tion effect of the feature is better than the single use of the
Hu moment feature.

The average accuracy, precision, recall, and F-1 value are
used to evaluate the three models as a whole. The average
accuracy is the average of the last five results of the model.
The specific indicators are shown in Table 12. The data in
the table shows that DCNN has a better performance. With

Table 7: Performance evaluation of the segmentation algorithm.

Environment type
Average error rate

(%)
Average recall rate

(%)

Normal field
environment

0.089 0.913

Light affects the
environment

0.152 0.856

Table 8: Accuracy of the test set under different settings of the first
layer of the network convolution layer.

NET LFW YTF

AResNet-50-(4) 97.70% 92.11%

BResNet-50-(4) 98.08% 92.59%

89.00%
90.00%
91.00%
92.00%
93.00%
94.00%
95.00%
96.00%

98.00%
99.00%

AResNet-50- (4)
BResNet-50- (4)

LFW

Test set

YTF

97.00%

Ac
cu

ra
cy

Figure 11: Network first-layer convolution layer different settings
in the test set accuracy.
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Figure 12: Accuracy of image recognition of pests and diseases
under different feature extraction layers.
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strong representation ability, excellent results have been
achieved on the crop disease dataset in this article.

5. Conclusions

(1) Based on the theory of deep learning, this paper ana-
lyzes the classical and the latest neural network
structure. The network based on natural image clas-
sification is not suitable for crop pest identification
tasks. This paper improves the network structure
that can simultaneously recognize the recognition
speed and recognition accuracy. The influence of
the crop pest and disease feature extraction layer
on recognition performance is discussed. The advan-
tages and disadvantages of the layered and global
average pooling layer are finally adopted as the struc-
ture of the pest and disease feature extraction layer

(2) For the Softmax cross entropy loss function, the
problem of within-the-class austerity and interclass
increase cannot be satisfied at the same time. The
distance between classes is increased by adding inter-
vals from the metric learning perspective; the Soft-
max cross entropy loss function is changed to the
cosine distance loss function. Forcing the loss func-
tion to shrink the inner distance of the class, so that
the interface becomes a boundary area, the distance
between classes increases, which significantly
improves the recognition rate of pests and diseases.
This paper is different from the shortcomings of
multiplication interval, which is difficult to train
and difficult to adjust. The additive interval loss
function method is proposed. The experimental
results show that not only the training becomes sim-
ple but also the recognition rate of pests and diseases
can be improved

(3) There may be overlapping problems between the
pest and disease datasets, which is not conducive to
the generalization of the final model. This paper
carefully screens the commonly used pest and dis-
ease datasets. After removing the overlapping data,
the final accuracy of the test set will be slightly
reduced but can improve the generalization ability
of the model. The pest and disease detection system,
the improved pest network, and the loss function
were used to develop the interface of the pest identi-
fication system. The tensor flow deep learning
framework was used as the model forward reasoning
tool to verify the effectiveness of the system under
attitude and occlusion. In the later work, the diseased
leaves and the diseased parts were identified in crop
disease samples with complex environments. At the
same time, the recognition of the pictures taken
directly in the natural environment makes the recog-
nition accuracy of the model higher, so that the arti-
cle as a whole has more practical guiding significance
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Table 9: Seven Hu moment eigenvalues of crop images.

Disease Hu1 Hu2 Hu3 Hu4 Hu5 Hu6 Hu7

Grey spot 0.243 0.096 2.461 2.493 4.971 4.341 5.751

Powdery mildew 0.647 1.569 5.258 5.854 11.432 6.715 12.815

Gall mite disease 0.003 0.094 0.381 0.6633 0.391 0.743 0.779

Anthrax 0.371 1.207 1.654 1.935 3.812 2.564 3.626

Table 10: Image feature values at different degrees of rotation.

Disease
0

degree
15

degrees
30

degrees
-5

degrees
-30

degrees

Grey spot 0.057 0.051 0.053 0.046 0.058

Powdery
mildew

0.64 0.643 0.648 0.645 0.637

Gall mite
disease

0.003 0.036 0.034 0.037 0.038

Anthrax 0.371 0.37 0.373 0.371 0.373

Table 11: Different zoom multiples and different rotation angles.

Zoom factor Degree of rotation Grey spot Anthrax

0.8

−15 0.313 0.744

0 0.302 0.750

30 0.327 0.765

1

−15 0.330 0.763

0 0.314 0.743

30 0.320 0.761

Table 12: Evaluation indicators of different algorithms.

Model Accuracy Precision Recall F-1 value

AlexNet 0.83 0.86 0.82 0.84

DCNN 0.99 0.92 0.91 0.91

GoogLeNet 0.85 0.82 0.82 0.85
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