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This paper mainly discussed the problem of a multiechelon and multiperiod joint policy of inventory and supply network. According to the random lead time and customers’ inventory demand, the \((s, S)\) policy was improved. Based on the multiechelon supply network and the improved, the dynasty joint model was built. The supply scheme in every period with the objective of minimum total costs is obtained. Considering the complexity of the model, the improved particle swarm optimization algorithm combining the adaptive inertia weight and grading penalty function is adopted to calculate this model and optimize the spare part problems in various environments.

1. Introduction

As an important foundation of product maintenance, the research on spare parts in product maintenance is increasingly applied in industrial and military fields. Along with more and more research, it becomes more and more mature.

In the last practice, many researchers have studied many aspects in every field of spare parts. Sherbrooke in the establishment of the aviation spare for maximum availability considered the failure laws of a complex system and established a spare part demand model under complex factors [1]. Hu et al. analyzed the characteristics of various spare part inventory policies and distinguished the best use conditions for different inventory policies [2]. Ghobbar and Friend added dynamic coordination to the study of multistage spare part supply to improve the stability of the spare part supply process and improve system efficiency [3].

With the deepening of the research, the research of spare part work is not limited to one aspect and gradually begins to deepen the research on the whole process of spare part work. Among these, the researchers are more interested in the joint optimization of spare part inventory and supply process. In the study of joint optimization, it is resulting from the flexibility and random factors of maintenance mode, to consider multiperiod continuous process than to study spare part strategy for a certain period which is more valuable.

In the research of inventory policy, considering the characteristics of modern inventory, then the \((T, S)\) and \((s, S)\) policies are more in line with the actual inventory management experience [4]. According to the \((T, S)\) policy, the capacity will be replenished to \(S\) in the same time interval of time \(T\) [5]. As for the \((s, S)\) policy, when the capacity decreases less than \(s\), the capacity is replenished whose capacity maximum is \(S\). In contrast, the \((s, S)\) policy is more flexible and more complex in the research of inventory policy so that the joint inventory policy is less studied. This paper will make use of the characteristics and advantages of the \((s, S)\) policy in joint optimization to carry out joint optimization research [6].

In the project of joint optimization of inventory and supply, researchers focus on balancing transportation costs and breakdown losses caused by insufficient inventory based on satisfying demand and then determining the supply lead time, to achieve the purpose of maximizing benefits. In many previous works of literatures, fixed supply lead time is used to calculate, but in contrast to practical experience, this assumption is impractical, so much literature began to consider details of this aspect [7]. Reference [6] shows that the supply lead time set is an empirical formula, which is assumed to satisfy Poisson
distribution in the literature, but the lead time will change dynamically according to the influence of realistic objective, subjective, or random factors. Therefore, the lead time can still be further researched. The joint optimization in this paper can calculate the specific delivery time of each customer by optimizing the supply distribution process. The system optimizes the supply distribution process by adjusting the quantity of spare parts transporting between different nodes. So, the counts of the spare parts transporting between different nodes are regarded as the decision parameters and the optimization factors. The system can reduce the cost while ensuring the inventory consumption throughout the supply cycle as far as possible by adjusting these parameters.

The problem discussed in this paper is a multiechelon supply network optimization problem. This paper used an improved optimization algorithm to solve the problem. An adaptive particle swarm optimization (PSO) algorithm is proposed in this literature [8]. Based on the optimization framework of the traditional PSO algorithm, the improved algorithm can detect and respond to the changes in the optimization environment. Otherwise, we jointed the new parameters, such as the inertia weight and penalty function. The global exploration and local development ability of the algorithm is adjusted in time to improve the efficiency of the algorithm and adopt an adaptive neighborhood search policy when the environment changes.

The rest of this paper is arranged as follows: Section 2 outlines spare part supply, inventory policy, and joint optimization. Section 3 provides a multi-period spare part supply optimization model based on product characteristics and applying the \((s, S)\) policy. Section 4 introduces the proposed improved PSO algorithm. Section 5 gave a numerical case to analyze the corresponding results. Section 6 combined numerical examples to analyze the sensitivity of the model and compare it with the traditional policy. Conclusions and future work were given in Section 7.

2. Literature Review

2.1. Supply Network Optimization. Many researchers study supply networks for a long time. The main research objectives are two aspects. The first one is the supply cycle. Most of research tend to study the supply of spare parts in a single echelon, while multistage supply should be studied in joint optimization. Sherbrooke [9] firstly builds the metric model by multiperiod resupply process. Vaughan studied the multiperiod process of supply to build the ordering policy of spare parts according to random failure possibility [10]. The research on the supply cycle is developed to multiple periods.

Another one is the supply structure. Cachon [11] built the two-echelon supply network. Kennedy et al. [12] research on multiechelon supply process. The research on the supply network structure began to develop from single-echelon to two-echelon and multiechelon.

2.2. Inventory Policy. The inventory strategy, aiming at the optimization goal, can be divided into two main aspects. On the one hand, the periodic inventory strategy, which is mainly represented by the \((T, S)\) and \((T, Q)\) inventory strategy, regards the inventory time as the optimization object. This kind of inventory strategy complements the inventory at the specified time node which is a difference by one period \(T\) to replenish the inventory capacity to \(S\) [13, 14]. On the other hand, the other inventory strategy is mainly represented by the \((s, S)\) and \((s, Q)\) inventory strategy. According to the \((s, S)\) and \((s, Q)\) inventory strategy, when the capacity level is equal to or less than \(s\), the system will resupply the spare parts to increase inventory up to \(S\) or resupply the stable quantity \(Q\) of spare parts [6, 15, 16].

However, when analyzing the inventory strategy of the second kind, the inventory cannot be monitored in real-time under the actual situation, so the interval time of monitoring is still considered in the research process. In the process of optimization, more researchers’ points focused on the study of time, so \((s, S)\) and \((s, Q)\) which stand for the second kind of inventory strategy are developed into \((s, S, T)\) and \((s, Q, T)\) inventory strategy [17, 18]. What is more, the maximum inventory in different nodes can be different.

2.3. Joint Optimization. For the research of joint strategy optimization, more researchers focus on the joint optimization of maintenance and inventory policy, and there are relatively few joint optimization studies on inventory and supply policy.

Federgruen and Zipkin [19] firstly began to consider the joint of inventory and supply. In the present, the research of inventory and supply joint model mostly starts from two aspects. On the one hand, Spanjers et al. [16] used two echelons in the structure of the joint model. Then, Aharon and Boaz studied establishing multiechelon and multiperiod joint models [17]. Furthermore, the joint model of decentralization is established by Aggarwal and Moinzadeh [18].

On the other hand, many researchers begin to study joint optimization through fixed-length check inventory strategy, such as \((T, S)\) and \((T, Q)\) [14, 20]. However, with the development of joint policy, the complexity of joint optimization is getting deeper and wider. This kind of fixed-length check strategy is not suitable for the developed joint policy. So, some researchers change to another kind of inventory strategy, such as \((s, S)\) and \((s, Q)\) [10, 21].

2.4. Solution Algorithm. There are many algorithms that emerged endlessly in the field of algorithm research. The new intelligent algorithm which combined the advantages of different algorithms has also been developed deeply [21–23]. Whether it is a traditional algorithm or a new intelligent algorithm, there are mainly two types, namely, heuristic and metaheuristic [24]. Among most supply models, particle swarm optimization (PSO) is mostly used. The PSO algorithm is a parallel algorithm, which makes use of the advantages of parallel computing of current processors efficiently and greatly improves the efficiency of optimization. Kennedy et al. [12] firstly adopted this algorithm. However, considering the diversity and complexity of the current supply model, the traditional PSO algorithm solves this kind of model problem for a long time and cannot obtain the result even. In order to improve this, many researchers begin to work. One hand is that Clerc and Kennedy [25] adopted the contraction factor
into the algorithm structure. Leong and Yen [26] adjust the inertia weight according to the particles’ positions to speed up the convergence rate. On the other hand, Mezura-Montes and Coello Coello [27] improved the penal function in the algorithm to improve the optimization ability.

The improved algorithm in this paper combines the nonlinear dynamic inertia weight and the penalty factor of dynamic correction used to detect the global optimum. Adjusting the convergence weight of particles in global and local optimization adapts to the multiperiod iteration of the model. It is suitable for solving the multiperiod continuous optimization problem.

3. Modelling

3.1. Problem Description Assumptions. The three-echelon spare part supply network consists of supply centers, distribution points, and customers, and the organizational structure is shown in Figure 1. Spare parts are sent from the first-echelon supply centers to the second-echelon reloading points and then from the reloading points to the third-echelon customers (the third-echelon customers include the used machines and the storage storehouses). Spare part transportation at all echelons does not affect the consumption of spare parts at the third echelon. The used machines at the third echelon are maintained by replacement, and the failure rate of spare parts is determined. The storage storehouses at the third echelon adopted the \((s, S)\) policy [28].

Because the demand for spare parts is multiperiod and the demand is intermittent, the purpose of the model is to minimize the total cost under the previous condition of a certain support rate. By adjusting the supply time of each period, the number of spare part supplies in each period is optimized and the optimal allocation scheme for each period is found.

The plan formulation process is as follows:

First of all, according to the life distribution of parts, the consumption of spare parts in time intervals can be calculated. Then, according to the requirements of the selected inventory policy, calculating the spare part demand is possible in the corresponding periods. Second, aiming at the minimum cost, the spare part supply network is constructed, supplemented by the corresponding constraints (node distance, capacity, transportation cost, transportation capacity, and others). According to the capacity level of each storage storehouse to supply at the third echelon, the conditions conclude the supply level of the system; above all, the optimal spare part supply policy will be obtained.

Because the demand for spare parts is multiperiod and the demand is intermittent, the purpose of the model is to minimize the total cost under the previous condition of a certain support rate. By adjusting the supply time of each period, the number of spare part supplies in each period is optimized and the optimal allocation scheme for each period is found.

(1) Assumptions and conditions

(a) The capacity of supply centers at the first echelon is unlimited

(b) The second-echelon reloading points only carry on the spare part transshipment and do not store up

(c) This joint model only considers one key kind of parts

(d) Customers at the third echelon have the same importance degree

(2) Notions

\(i = 1, 2, 3 \ldots N\): index of supply centers at first echelon.

\(j = 1, 2, 3 \ldots M\): index of reloading points at second echelon.

\(k = 1, 2, 3 \ldots O\): index of customers at the third echelon.

\(n_k\): the quantity of customer \(k\)’s machines at the third echelon.

\(t_0\): arrival time of spare part resupply to a customer in period \(\tau\).

\(S_k\): the maximum inventory of customer \(k\).

\(s_k\): the inventory node of customer \(k\).

\(r^f\): lead time of resupply in period \(\tau\).

\(Tk^f\): the supply interval between period \(\tau - 1\) and period \(\tau\) for customer \(k\) theoretically.

\(Tk^f\): the time from arriving at customer \(k\)’s storage storehouse in the previous period to it in period \(\tau\) theoretically, as follows:

\[ T^{kr\tau} = r^{kr\tau - 1} + T^{kr\tau}. \]  

\(T^f\): the transporting time of system in period \(\tau\).

\(h(f)\): failure probability density function of the equipment resulting from the failure of the spare parts.

\(F(h)\): failure cumulative distribution function of the equipment resulting from the failure of the spare parts.

\(p_k\): supply support degree of the customer \(k\) at third echelon.

\(N_k^t\): consumption of customer \(k\)'s spare parts in the supply interval of period \(\tau\).
\( N_k^{\text{tr}} \): consumption of customer \( k \)'s spare parts in the lead time of period \( \tau \).
\( N_k^{\text{tr}} \): consumption of customer \( k \)'s spare parts in period \( \tau \).

\( C_{ij} \): unit transport cost from supply center \( i \) to reloading point \( j \).
\( C_{jk} \): unit transport cost from reloading point \( j \) and customer \( k \).
\( C_k \): total transport cost.
\( C_k^e \): unit inventory cost of customer \( k \) at third echelon.
\( C_k^e \): ordering cost of customer \( k \) at third echelon.
\( C_k^d \): total delay loss by no spare part.
\( C_k^l \): delay loss for customer \( k \) at third echelon by no spare part.
\( d_k^i \): the quantity of resupply spare parts to customer \( k \) at third echelon in period \( \tau \).
\( T_{ij} \): the time from supply center \( i \) at first echelon to reloading point \( j \) at second echelon.
\( T_{jk} \): the time from reloading point \( j \) at second echelon to reloading point \( k \) at second echelon.
\( w_p \): weight of unit spare part.
\( w_c \): limited weight of unit transport vehicle.
\( b_{NM} \): the count of transport vehicle from \( N \) supply centers to \( M \) reloading points in period \( \tau \).
\( b_{MO} \): the count of transport vehicle from \( M \) reloading points to \( O \) customers in period \( \tau \).

(3) Decision variable and notations

\( X_{ij}^t \): the count of the spare parts transporting from supply center \( i \) at first echelon to reloading point \( j \) at second echelon in period \( \tau \).
\( X_{jk}^t \): the count of the spare parts transporting from reloading point \( j \) at second echelon to customer \( k \) at third echelon in period \( \tau \).

3.2. Calculation of Spare Part Requirements. First of all, according to the principle of demand traction supply and the life distribution of spare parts, within the limited time range of each period, the replacement probability of spare parts (spare part consumption is \( s \)) is as follows:

\[ P_x(s) = F'(h) - F^{s+1}(h), \]  

(2)

where \( F'(h) \) represents \( F(h) \)'s \( s \)-fold convolution [29]. The formula of supply support degree is as follows:

\[ P = \sum_{s=0}^{N} P_x(s) = \sum_{s=0}^{N} [F'(h) - F^{s+1}(h)]. \]  

(3)

At the same time, the consumption formula of parts with different life distributions is given as follows:

(a) Assuming that the life of the part is exponentially distributed from the failure rate \( \lambda \), the consumption is as follows:

\[ \lambda h + Z_p \sqrt{\lambda h}, \]  

(4)

where \( Z_p \) is the quantile of the standard normal distribution.

(b) Assuming that the life of the component follows the normal distribution of mean \( \mu \) and standard deviation \( \sigma \), the consumption is as follows:

\[ \frac{h}{\mu} + Z_p \sqrt{\frac{\sigma^2}{\mu^2}}. \]  

(5)

(c) Assuming that the life of the component follows the Weibull distribution with shape parameter \( \alpha \), scale parameter \( \beta \), and position parameter \( \gamma = 0 \), the expectation of consumption is as follows:

\[ \left[ \frac{Z_p \Phi}{2} + \sqrt{\left( \frac{Z_p \Phi}{2} \right)^2 + \frac{h^2}{E}} \right]^2, \]  

(6)

where the expectation \( E \) and the variance \( \Phi \) are as Equations (7) and (8) in the following:

\[ E = \beta \cdot \Gamma \left(1 + \frac{1}{\beta} \right), \]  

(7)

\[ \Phi = \frac{\Gamma(1 + 2/\beta)}{\Gamma(1 + 1/\beta)^2 - 1}. \]  

(8)

Supply decision starts with spare part demand. Spare part resupply in each period \( \tau \) shall meet all spare part consumption of the interval time from the former resupply arriving time \( t_{\tau}^{\text{inf}} \) in period \( \tau - 1 \) to the current resupply arriving time \( t_{\tau}^{\text{arr}} \) in period \( \tau \). According to the definition of \( T^\tau \), it can be divided into the counts of consumption in supply interval \( T^\tau \) and lead time \( t^\tau \).

According to Equation (2), the spare part consumption of customer \( k \) in the supply interval \( T_k^t \) of the third echelon is as follows:

\[ N_k^{\text{tr}} = n_k \cdot \inf \left\{ N_k^{\text{tr}} \mid P_k \geq \sum_{s=0}^{N} [F'(h^{s+1}) - F^{s+1}(h^{s+1})] \right\}. \]  

(9)

Spare part consumption during lead time \( t^\tau \) at the third echelon is as follows:
3.3. The Joint Optimization Model Based on the (s, S) and Supply Policy. In the decisions of spare part inventory and supply, the model may involve the cost of transportation, inventory costs, ordering costs, downtime loss, and so on.

Due to equipment failure and the reduction of spare part consumption of customer \( k \) in the period \( \tau \) is as follows:

\[
N_k^{\tau s} = n_k \cdot \inf \left\{ N_k^s \mid p_k \geq \sum_{i=0}^{N_k^{\tau s}} \left[ F^i(\tau^s) - F^{i+1}(\tau^s) \right] \right\}.
\] (10)

Therefore, according to Equations (9) and (10), the spare part consumption of customer \( k \) in the period \( \tau \) is as follows:

\[
N_k^s = n_k \cdot \inf \left\{ N_k^s \mid p_k \geq \sum_{i=0}^{N_k^{\tau s}} \sum_{j=1}^{M} \left[ F^i(\tau^s - t^{j-1} + t') - F^{i+1}(\tau^s - t^{j-1} + t') \right] \right\}.
\] (11)

The resupply nodes in customers’ inventories in fact is determined by which inventory reaching the supply point at the latest.

The resupply quantity of spare parts during the period \( \tau \) should bring the inventory of each customer back to the maximum. When there are spare parts in store, the quantity should be the difference between the maximum inventory and the remaining inventory. When the spare parts are used up, the quantity should be equal to the maximum. It should be expressed as follows:

\[
d_k^s = \sum_{j} X_{jk}^s = \min (S_k, N_k^s).
\] (17)

Secondly, since the reloading points have no inventory capacity, the output of spare parts should be equal to the input of the reloading points, as follows:

\[
\sum_i X_{ij} = \sum_k X_{jk}^s.
\] (18)

Furthermore, the quantity of transport is limited and is not higher than the maximum transfer capacity of each reloading point, as follows:

\[
\sum_i X_{ij} \leq U_j.
\] (19)

At the same time, in the resupply process of spare parts, the part of downtime loss should be considered, as follows:

\[
C_r^s = \sum_k C_k n_k \left( -\min \left( s_k - N_k^{\tau s}, 0 \right) \right).
\] (20)

When the remaining spare parts in inventory are sufficient to meet the spare part consumption in the lead time \( \tau^r \), there is no downtime loss, as follows:

\[
s_k - N_k^{\tau r} \geq 0.
\] (21)

When the remaining spare parts cannot do it, it is necessary to bear the downtime loss of machines that cannot replace spare parts, as in Equations (22) and (23) in the following:

\[
s_k - N_k^{\tau r} < 0,
\] (22)
\[ C_t^\tau = \sum_{k} C_t^\tau n_k \left( s_k - N_t^{\text{lw}} \right). \] (23)

In the course of transport, taking into account the transport limit of vehicles, the total weight transported by a single means of transport shall not exceed the limit specified by the means of transport, as in Equations (24) and (25) in the following:

\[ b_{\text{NM}}^\tau = \sum_{i} \sum_{j} \left[ X_{ij}^\tau \times \frac{w_c}{w_p} \right], \] (24)

\[ b_{\text{MO}}^\tau = \sum_{i} \sum_{j} \left[ X_{jk}^\tau \times \frac{w_c}{w_p} \right], \] (25)

where the Gaussian function is used in the above formulas, which is rounding up. When the resupply weight exceeds the limit weight for a vehicle, an additional vehicle is needed.

The transport cost is related to the distance of transport carrying out transport, as follows:

\[ C_t^\mu = b_{\text{NM}}^\tau \times C_{ij}^\mu + b_{\text{MO}}^\tau \times C_{jk}^\mu = \sum_{i} \sum_{j} \left[ X_{ij}^\tau \times \frac{w_c}{w_p} \right] \times C_{ij}^\mu \]

\[ + \sum_{i} \sum_{j} \left[ X_{jk}^\tau \times \frac{w_c}{w_p} \right] \times C_{jk}^\mu \]

In this model, it is one of the previous conditions that spare parts can start to be delivered to customers only after all spare parts arrive at the reloading points. For different customers, the delivery time between supply centers and reloading points is the same, but the delivery time between reloading points and customers is determined by the time of the spare parts arriving at the customers. Therefore, the customer’s arrival time is different from each other, and the span of the transportation time is related to the quantity of spare parts transported.

In period \( \tau \), the lead time \( t^\tau \) for the entire system is as follows:

\[ t^\tau = \max \left( X_{ij}^\tau t_{ij}^\mu \right) + \max \left( X_{jk}^\tau t_{jk}^\mu \right). \] (27)

The lead time is determined by the amount of spare parts transported between nodes and transportation time. The system would not start the next resupply until the current supply ends. So, the lead time should be equal to the maximum resupply time between nodes.

At the same time, as shown in Equation (28) in the following:

\[ \rho^\tau = 0, \] (28)

where the beginning of the system needs not a resupply.

There is a one more thing that the variable is the natural number and positive number, as follows:

\[ X_{ij}^\tau, X_{jk}^\tau \in N^+. \] (29)

Composed with the previous formulas, the multiperiod joint model of inventory and supply is as follows:

\[
\begin{align*}
\min C_t &= \sum_{i} \sum_{j} \left[ X_{ij}^\tau \times \frac{w_c}{w_p} \right] \times C_{ij}^\mu + \sum_{i} \sum_{j} \left[ X_{jk}^\tau \times \frac{w_c}{w_p} \right] \times C_{jk}^\mu + \sum_{i} \sum_{j} \left[ X_{ij}^\tau \times \frac{w_c}{w_p} \right] \times C_{ij}^\mu, \\
\text{s.t.} X_{ij}, X_{jk} &\in N^+.
\end{align*}
\]

\[
\begin{align*}
N_t^\nu &= \inf_{N} \left\{ N_t^\nu \left| N \right. \sum_{i} \sum_{j} \left[ X_{ij}^\tau \times \frac{w_c}{w_p} \right] \times C_{ij}^\mu + \sum_{i} \sum_{j} \left[ X_{jk}^\tau \times \frac{w_c}{w_p} \right] \times C_{jk}^\mu \geq d_{\tau}, \text{s.t.} X_{ij}, X_{jk} \in N^+ \right. \}
\end{align*}
\]

\[
\begin{align*}
N_t^\nu &= \inf_{N} \left\{ N_t^\nu \left| N \right. \sum_{i} \sum_{j} \left[ X_{ij}^\tau \times \frac{w_c}{w_p} \right] \times C_{ij}^\mu + \sum_{i} \sum_{j} \left[ X_{jk}^\tau \times \frac{w_c}{w_p} \right] \times C_{jk}^\mu \geq d_{\tau}, \text{s.t.} X_{ij}, X_{jk} \in N^+ \right. \}
\end{align*}
\]

4. Proposed Algorithm

For calculating the proposed model, it is used the intelligent algorithm in this paper. Because of the learning ability of them, especially the PSO algorithm, it can make good use of the existing resources to search the optimal decision variables fully, so the PSO algorithm is a good method to solve it. So, we decide to adopt the PSO algorithm to solve this problem.

On the other hand, there are many assumptions and conditions established in this article. Because of that, there are many model constraints, and the target environment structure is more complicated. As the number of data increases, the solution of the PSO algorithm is likely to enter the “local selection trap” and thus cannot obtain the global optimal solution. Therefore, in order to solve this problem, this paper used an improved PSO algorithm.

4.1. Traditional PSO Algorithm. Set the potential solution to the optimization problem as a group of particles in space. Suppose there are \( N \) particles in a \( D \)-dimensional search space, and the vector of the \( i \)th particle in the \( D \)-dimensional space is expressed as Equation (31) [30].

\[ X_i = (x_{i1}, x_{i2}, x_{i3} \cdots x_{iD}), \quad i = 1, 2, 3 \cdots N. \] (31)

Each particles have an adaptive value (fitness value)
determined by its location and passing velocity. The “flying” velocity is as follows:

\[ V_i = (v_{i1}, v_{i2}, v_{i3}, \ldots, v_{iD}), \quad i = 1, 2, 3 \ldots N. \]  

(32)

Their location updates are as in Equations (33) and (34) in the following:

\[ v_{id}(t + 1) = w \cdot v_{id}(t) + c_1 \cdot r_1 \cdot [p_{id} - x_{id}(t)] + c_2 \cdot r_2 \cdot [g_{id} - x_{id}(t)], \]  

(33)

\[ x_{id}(t + 1) = x_{id}(t) + v_{id}(t + 1). \]  

(34)

Among them, \( p_{best}^i \) is the \( i \)-th particle that so far obtained the optimal position. The individual extreme point is recorded as follows:

\[ p_{best}^i = (p_{i1}, p_{i2}, p_{i3}, \ldots p_{iD}), \quad i = 1, 2, 3 \ldots N. \]  

(35)

\( g_{best} \) is the optimal position that the entire particle swarm has searched so far. The global extreme point is denoted as follows:

\[ g_{best} = (g_{11}, g_{22}, g_{33}, \ldots, g_{DD}), \quad i = 1, 2, 3 \ldots N. \]  

(36)

For inertia weight \( w \), it is used to represent the influence of the initial state on the particle motion. The acceleration degree \( (c_1, c_2) \) and the acceleration weight coefficient \( (r_1, r_2) \), which are composed of the last two terms of Equation (33), represent the influence of the particle’s own historical experience data and the collective historical data on the particle motion. Find the position of the optimal fitness value particles, compare and adjust the local and global extremum points. From then on, repeat Equations (33) and (34), update the local and global extremum, and get the optimal extremum of the system [31].

However, the PSO algorithm also has its disadvantages. For an in-depth discussion of it, one of the biggest advantages lies in the application of the algorithm. The adjustment parameters are less, but they directly affect the performance and convergence of the algorithm [32]. For the weight parameter \( w \), the traditional PSO algorithm can improve the global search ability and reduce the local search ability of the algorithm. Therefore, many researchers began to put forward many programmers that improved the weight parameter \( w \), such as the adaptive weight method, the random weight method, and the linear recursive weight method.

4.2. Adaptive Weight Method. The adaptive weight method mainly has two kinds of optimization directions. Firstly, according to the early convergence degree of particle swarm, and the value of population fitness, the change of inertia weight \( w \) is determined, and the population is divided into three subsets. It is known that the velocity of the algorithm’s constringency depends on the dispersion degree of particles. Therefore, when the dispersion degree of particles is a little dispersed, the adaptive weight method reveals details that decreasing the value of \( w \) does well in speeding up the velocity of algorithm’s constringency. On the other hand, it can raise the value of \( w \) to decrease the degree of falling into the “local optimal” trap either [32–34].

Secondly, there is also a method used in this paper to adjust the inertia weight \( w \) for the global optimal distance from the current position, as shown in Figure 2. Because the PSO algorithm gets closer to the global optimal in theory through optimization, it decreases \( w \) continuously with iterations. On the contrary, it will increase \( w \) to strengthen the ability of global research [35].

According to the former discussion, the nonlinear dynamic inertia weight coefficient is determined by the current position. The formula is as follows:

\[
\begin{align*}
    w &= \begin{cases} 
        w_{min} - \frac{(w_{max} - w_{min}) \times (\text{fitness} - \text{fitness}_{\text{avg}})}{\text{fitness}_{\text{avg}} - \text{fitness}_{\text{min}}}, & \text{fitness} \leq \text{fitness}_{\text{avg}} \vphantom{+1} \\
        w_{max}, & \text{fitness} > \text{fitness}_{\text{avg}} \vphantom{+1} 
    \end{cases}
\end{align*}
\]  

(37)

where fitness represents the current fitness value, \( \text{fitness}_{\text{min}} \) and \( \text{fitness}_{\text{avg}} \) represent the minimum and average of the fitness values of all current particles. It can be seen from Equation (37) that when the adaptation value difference of each particle is getting larger, the inertia weight \( w \) will be decreasing. When the adaptation value of each particle swarm is getting closer, the inertia weight \( w \) will be increasing.

4.3. Fitness Function. In order to deepen the fluence of the constraints in the optimization, the penalty function is introduced into the adaptive function. As a common method to deal with constraints, the penalty function method can transform the constraint optimization problem into an unconstrained

\[ \text{Algorithm 1: Traditional PSO algorithm.} \]
optimization problem. The punishment function method is mainly divided into an internal punishment method and external punishment method. Set the appropriate parameters according to the constraint conditions and establish the penalty function.

The adaptive function is composed of three parts, which conclude the set variables, the optimized objective function, and the variable constraint condition. The general formula is as follows:

\[ L[x(i), j] = \text{fitness}[x(i, j)] + \sigma \cdot P[x(i, j)], \]  

where \( \text{fitness}[x(i, j)] \) is the objective function, \( \sigma \) is the penalty factor, and \( P[x(i, j)] \) is the limit function.

Among them, \( G_n[x(i, j)] \) is the function of the corresponding constraint condition, which is affected by the constraint function, as follows:

\[ P[x(i, j)] = \sum_{n=1}^{N} G_n[x(i, j)]. \]  

(38)

Among them, \( G_n[x(i, j)] \) is the function of the corresponding constraint condition, which is affected by the constraint function, as follows:

\[ P[x(i, j)] = \sum_{n=1}^{N} G_n[x(i, j)]. \]  

(39)

A limit function is a set of \( n(n = 1, 2, 3 \cdots N) \) limiting conditions, as follows:

\[ h_n[x(i, j)] = 0, (\delta \rightarrow 0). \]  

(42)

In most algorithms, a fixed penalty value method is generally used. With the iterations of the particle swarm algorithm, the parameters of the group will change. A dynamic correction method whose penalty value changes with the constraint value is shown in Reference [34]. The general formula of the penalty function is as follows:

\[ L[x(i, j), k] = \text{fitness}[x(i, j)] + h(k) \cdot P[x(i, j)]. \]  

(43)

Among them, the penalty factor \( h(k) \) is obtained with the number of iteration \( k \) increases, and the limit function \( P[x(i, j)] \) is improved to satisfy the requirements of multistage iterative changes, as follows:

\[ P[x(i, j)] = \sum_{n=1}^{m} \theta[q_n][x(i, j)] \cdot q_n[x(i, j)]^\gamma(q_n[x(i, j)]), \]  

(44)

where \( q_n[x(i, j)], \theta[q_n][x(i, j)], \) and \( \gamma[q_n[x(i, j)]] \) are the corresponding series of violation constraint function, multistage distribution function, and penalty function.

The search space of the constrained optimization problem is composed of feasible points and infeasible points. The feasible points satisfy all the constraints, and the infeasible points violate at least one constraint. Penalty function technology solves the constrained optimization problem through penalty constraints. If the penalty value of penalty function is too high, the optimization algorithm is easy to converge to the local minimum solution. If the penalty value is too low, it is difficult to find a feasible optimization solution. The penalty function is divided into fixed penalty value and dynamic correction of penalty value. The penalty function depends on the constraint condition. The optimization result obtained by the dynamic modification of the penalty value with the change of the constraint value is better than that of the fixed penalty value.
Above the former discussion, the rules of corresponding parameter satisfied are as the following:

(1) When

$$q_n[x(i,j)] < 1, \gamma\{q_n[x(i,j)]\} = 1, \quad n = 1, 2, 3 \cdots m$$  \hspace{1cm} (45)

(2) When

$$q_n[x(i,j)] < 1, \gamma\{q_n[x(i,j)]\} = 1, \quad n = 1, 2, 3 \cdots m$$  \hspace{1cm} (46)

(3) When

$$q_n[x(i,j)] < 1, \gamma\{q_n[x(i,j)]\} = 1, \quad n = 1, 2, 3 \cdots m$$  \hspace{1cm} (47)

(4) When

$$0.001 \leq q_n[x(i,j)] < 0.1, \theta\{q_n[x(i,j)]\} = 20, \quad n = 1, 2, 3 \cdots m$$  \hspace{1cm} (48)

(5) When

$$0.1 \leq q_n[x(i,j)] < 1, \theta\{q_n[x(i,j)]\} = 100, \quad n = 1, 2, 3 \cdots m$$  \hspace{1cm} (49)

(6) When

$$q_n[x(i,j)] \geq 1, \theta\{q_n[x(i,j)]\} = 300, \quad n = 1, 2, 3 \cdots m$$  \hspace{1cm} (50)

It can be seen from the penalty function value corresponding to the function value listed above that for different limit function values, the penalty function is classified. The closer the function value is, the smaller the penalty amount. On the contrary, the farther the value is, the penalty the larger the value of the function, the stronger the convergence efficiency of the improved PSO algorithm mentioned in the article.

4.4. Particle Coding: In this article, an integer coding method is used to index each particle, and the variation of each dimension of each particle represents the number of spare parts transported between different nodes.

As shown in Figure 3, it represents the quantity of the spare parts transferring to every second-echelon reloading point in the first-echelon supply center i. Resulting from it, $x_i \sim x_j$ represent the number of spare parts transferred from the first-echelon supply center 1 to the second-echelon reloading points, $x_{j+1} \sim x_{j+K}$ represent the number of spare parts transferred from the first-echelon supply center 2 to the second-echelon reloading points, and so on. While $x_{j+K+1} \sim x_{j+K+2}$ are the quantity of transporting from second-echelon reloading point 1 to the storage storehouses of third-echelon customers, $x_{j+K+1} \sim x_{j+K+2}$ are the quantity of transporting from second-echelon reloading point 2 to the storage storehouses of third-echelon customers, etc.

4.5. Improved Algorithm Framework. To sum up, this paper combined the inertial weight method and the multistage allocation penalty function method to adjust the global optimal distance from the current position and adopts the improved PSO algorithm. The following is the main process of the improved algorithm:

5. Case Analysis

5.1. Case Description. This paper will provide a case to show the actual optimization effect and test the correctness of the established model and algorithm. Data comes from a spare parts supplier in 2019.

At present, a kind of machine has widely used in a certain area, so that there is a demand that 6 customers need to be supplied spare parts to the three reloading points at first echelon by one supply center at first echelon. When the inventory level of spare parts' capacity reaches the set spare part supply level, the customers send out the required supply information. The first-echelon supply center supplies the same. In this case, all customers are factories assuming that six factories use the machine in the area. Considering the complexity of the distance and transportation...
conditions, the factories reserve spare parts for this kind of machine, but because of the particularity of the parts using this kind of spare parts, these kinds of parts can only be used in the factory for the maintenance and replacement of the machine. The lifetime distribution of parts is known, as shown in Table 1.

According to the practice, the production environment parameters, such as the number of machines put into production, the number of spare parts stored, the maximum inventory, and the supply support required by production are different. At the same time, due to the influence of regional, production products and policies, various factories pay the cost of ordering, inventory, or breakdown losses caused by spare parts differently. According to statistics, the relevant parameters and costs are shown in Table 2, among which the left five columns are production environment parameters, which are the number of machines put into production in each factory, the supply level, the maximum inventory, and the supply support. The three in the right are listed as economic costs, which are spare part storage cost, order cost, and delay cost.

Transportation costs are one of the most important aspects of the cost; as a result of transport conditions and policies, the cost of transporting spare parts from the first-echelon supply center to the second-echelon reloading points and the second echelon to the storage storehouse of third-echelon factories is different, as shown in Table 3. What is more, the cost of transporting spare parts from the second-echelon reloading point to the third-echelon factory is lower than the cost of transferring spare parts from the first-echelon supply center to the second-echelon reloading point due to the impact of transport conditions and policies. While the reloading points have their own limitations, the maximum transportation volume is set to 100, 100, and 120.

In spare part supply, another very important parameter is time. A large part of the time in the actual supply process is determined by the volume of spare part transportation. So, the transportation time of unit spare parts in the supply structure is provided in Table 4 in the parameter setting.

In this paper, we divided the whole supply process into five periods, ignoring the transmission time of spare part information. At the same time, the supply process adopted

### Algorithm 2: Improved PSO algorithm.

```
Begin
Input acceleration degree $c_1, c_2$
time of maximum iteration $M$
search space dimension $D$
number of individual groups $N$
inertia weight $w$
Set condition of stopping iteration
Initialize local extremum $P_{best_i}$ and global extremum $G_{best}$
For condition of stopping iteration
Do for $i \leftarrow 1$ to $N$
Do for $j \leftarrow 1$ to $D$
Do initialize particle position $x(i, j)$ randomly
Initialize particle position $v(i, j)$ randomly
For $i \leftarrow 1$ to $N$
Do for $j \leftarrow 1$ to $D$
Do calculate fitness value of each particle according to (26) and (27)
If (fitness($x(i, j)$) < fitness($P_{best_i}$))
Then $[P_{best_i} \leftarrow x(i, j)]$
If (fitness($P_{best_i}$) < fitness($G_{best}$))
Then $[G_{best} \leftarrow P_{best_i}]$
Adjust inertial weight($w$) according to (24)
$v_{id} \leftarrow w \cdot v_{id} + c_1 \cdot r_1 \cdot (p_{id} - x_{id}) + c_2 \cdot r_2 \cdot (p_{id} - x_{id})$
$x_{id} \leftarrow x_{id} + v_{id}$
End
```

### Table 1: Failure distribution of the discussed part.

<table>
<thead>
<tr>
<th>Name</th>
<th>Detail</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failure probability $(\lambda)$</td>
<td>$0.6 \times 10^{-4}$ time/hour</td>
</tr>
<tr>
<td>Failure distribution function</td>
<td>$F(t) = 1 - e^{-\lambda t}$</td>
</tr>
<tr>
<td>Failure distribution convolutional function</td>
<td>$F^*(t) = \frac{c-1}{\lambda^n} \sum_{i=0}^{n-1}(\lambda t)^i e^{-\lambda t}$</td>
</tr>
</tbody>
</table>

| Table 2: Improved PSO algorithm. |
road transportation which is widely used. The weight of spare parts is 0.5 tons, and the carrying weight of transporting vehicles is limited to 31 tons, without considering the high medium limit of transportation. The best supply scheme is obtained by calculating the above parameters.

Finally, set the PSO algorithm parameter: the maximum number of iterations $M = 300$, the number of individual groups $N = 200$, and the penalty factor is as follows:

$$h(k) = k\sqrt{k},$$

(51)

learning factor $c_1 = 1.6962$, $c_2 = 1.8962$, and the range of inertia weight $[w_{\text{min}}, w_{\text{max}}] = [0.6, 0.8]$.

5.2. Analysis Process. For the joint model in this paper, Equation (18) shows that the transferring quantity of spare parts from first to second is the same as the quantity transferred from first to third echelon. In the calculation of this case, to decrease the decision parameters and programming space, the code schematic can be simplified to encode the second-level supply. The simplified code is shown in Figure 4.

The simplified code schematic transforms constraints into logical relationships between decision parameters to speed up the convergence rate. $x_1, x_2 \cdots x_J \times K$ represent the number of spare parts transported from the second-echelon reloading point 1 to the storage storehouses of third-echelon customers, $x_{K+1} \sim x_{2 \times K}$ represent the number of spare parts transported from the second-echelon reloading point 2 to the storage storehouses of third-echelon customers, etc. What is more, the sum of each group is the number of spare parts transported to the second-echelon reloading points at the corresponding first-echelon supply center, such as the sum of spare parts which includes the number of $x_{K+1} \sim x_{2 \times K}$ which is equal to the number of spare parts transported to the second-echelon reloading points at the first-echelon supply center 1.

5.3. Result Analysis. According to the improved PSO algorithm proposed in this paper, the corresponding calculation results are obtained in Table 5.

As shown in Figure 5, they are the change of the objective function, fitness function, and penalty function with the number of iterations.

In Figure 5, the longitudinal axis represents the function value, and the transverse axis represents the iteration period and the number of iterations, where Figure 5(b) represents the change of the penalty function following the objective function and Figure 5(c) represents the convergence of the objective function.

It is learning that the adaptive function and objective function tend to converge slowly with the increase of iteration.
They tend to be the same at the same time, which shows that the convergence of the results is better, and the convergence of the first stage is slow.

On the other hand, since the adaptive weights used in this paper are closely related to the value of the objective function, the curve of the penalty function in Figure 5(b)) is similar to the objective function. At the same time, the fitting value when all periods are finished tends to 0, indicating that the result is the minimized optimal solution.

The results of the decision variables are shown in Tables 5 and 6. As can be seen from Table 6, they are shown which are inventory node, the cost of supply at each period, the total cost of the system, and the quantity of spare part delays. Secondly, in Table 5, columns 1-6 are the volume of transport from the second-echelon reloading point 1 to the third-echelon factories, 7-12 are the volume of transport from the second-echelon reloading point 2 to the third-echelon factories, and 13-18 are the volume of transport from the second-echelon reloading point 3 to the third-echelon factories. According to Equation (18) and the former discussion, the volume of transportation from the first-echelon supply center to the second-echelon reloading points can be calculated.

As shown in Table 7, compared to the last three columns included in Table 6, the calculated volume of transport is from the first-echelon supply center to the second-echelon reloading points. Among them, column 19 is the sum of columns 1-6, that is, the transfer volume of the transfer of the
### Table 6: Result of the best supply scheme.

<table>
<thead>
<tr>
<th></th>
<th>Period 1</th>
<th>Period 2</th>
<th>Period 3</th>
<th>Period 4</th>
<th>Period 5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cost (unit: ¥)</strong></td>
<td>137967</td>
<td>139404</td>
<td>138765</td>
<td>138758</td>
<td>139907</td>
</tr>
<tr>
<td><strong>Total cost (unit: ¥)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>694801</td>
</tr>
<tr>
<td><strong>Consumption</strong></td>
<td>[30,40,24,15,30,44]</td>
<td>[30,39,24,17,30,48]</td>
<td>[30,38,24,15,30,42]</td>
<td>[30,38,24,14,30,48]</td>
<td>[30,36,24,15,32,50]</td>
</tr>
<tr>
<td><strong>Level of supply</strong></td>
<td>40,50,34,35,30,44</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Breakdown (unit: ¥)</strong></td>
<td>[0,0,0,0,0,0]</td>
<td>[0,0,0,0,0,0]</td>
<td>[0,0,0,0,0,0]</td>
<td>[0,0,0,0,0,0]</td>
<td>[0,0,0,0,0,0]</td>
</tr>
</tbody>
</table>

### Table 7: Optimized and calculated optimal supply options.

|                  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 |
|------------------|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|
| **Period 1**     | 6 | 4 | 0 | 8 | 17| 9 | 0 | 8 | 24| 8 | 12| 9 | 0 | 12| 19| 8 | 16| 43| 44| 61| 98|
| **Period 2**     | 0 | 7 | 23| 11| 10| 6 | 8 | 24| 17| 14| 0 | 0 | 9 | 12| 26| 0 | 7 | 58| 69| 54|
| **Period 3**     | 0 | 8 | 12| 10| 12| 4 | 0 | 0 | 0 | 20| 13| 0 | 0 | 0 | 42| 9 | 0 | 46| 33| 60|
| **Period 4**     | 0 | 5 | 40| 8 | 12| 6 | 0 | 0 | 14| 8 | 6 | 5 | 0 | 44| 0 | 6 | 15| 8 | 71| 33| 73|
| **Period 5**     | 35| 0 | 15| 7 | 15| 5 | 0 | 8 | 0 | 11| 12| 1 | 0 | 12| 0 | 10| 14| 8 | 77| 32| 44|

### Table 8: Different optimization results of changing the failure degree.

<table>
<thead>
<tr>
<th><strong>λ (10^{-4})</strong></th>
<th><strong>Cost of each period (unit: yuan)</strong></th>
<th><strong>Consumption</strong></th>
<th><strong>Total cost (unit: yuan)</strong></th>
<th><strong>Breakdown loss (unit: yuan)</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>137967</td>
<td>30,40,24,15,30,44</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>139404</td>
<td>30,39,24,17,30,48</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>138765</td>
<td>30,38,24,15,30,42</td>
<td>694801</td>
<td>0,0,0,0,0,0</td>
</tr>
<tr>
<td></td>
<td>138758</td>
<td>30,38,24,14,30,48</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>139907</td>
<td>30,36,24,15,32,50</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>144112</td>
<td>30,40,32,15,30,48</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>144509</td>
<td>30,38,32,15,30,45</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>145219</td>
<td>30,38,30,15,30,48</td>
<td>723862</td>
<td>0,0,0,0,0,0</td>
</tr>
<tr>
<td></td>
<td>143910</td>
<td>30,40,32,18,25,47</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>146112</td>
<td>35,37,30,15,28,48</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>186998</td>
<td>40,60,32,20,30,72</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>170912</td>
<td>40,50,32,20,30,60</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>170455</td>
<td>40,50,32,20,30,60</td>
<td>887221</td>
<td>0,0,0,0,0,0</td>
</tr>
<tr>
<td></td>
<td>186751</td>
<td>40,60,32,20,30,72</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>172106</td>
<td>40,50,32,20,30,60</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>199304</td>
<td>40,60,40,20,40,72</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>185191</td>
<td>40,60,32,20,30,72</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>188756</td>
<td>40,65,32,20,32,72</td>
<td>946741</td>
<td>0,0,0,0,0,0</td>
</tr>
<tr>
<td></td>
<td>185761</td>
<td>40,60,32,25,30,58</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>187729</td>
<td>38,60,35,20,30,66</td>
<td>0,0,0,0,0,480000</td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>3097202</td>
<td>40,70,48,20,40,84</td>
<td>0,0,0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>199658</td>
<td>40,60,40,20,40,72</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>198548</td>
<td>40,65,40,20,35,72</td>
<td>3887792</td>
<td>0,0,0,0,0,0</td>
</tr>
<tr>
<td></td>
<td>193576</td>
<td>40,60,32,20,40,72</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>198807</td>
<td>40,60,38,20,40,76</td>
<td>0,0,0,0,0,0</td>
<td></td>
</tr>
</tbody>
</table>
first-echelon supply center to the second-echelon reloading point 1; column 20 is the sum of columns 7-12, that is, the transfer volume of the transfer of the first-echelon supply center to the second-echelon reloading point 2; column 21 is the sum of 13-18, that is, the transfer volume of the first-echelon supply center to the second-echelon reloading point 3.

6. Result Analysis

6.1. Different Failure Degree ($\lambda$) Analysis. As shown in Table 8, change the size and observe the different optimization results of the model and algorithm.

As can be seen from Table 8, with the increasing failure degree ($\lambda$), the consumption of the whole process is gradually increasing and the demand for spare parts is increasing. As a result, the preset inventory node is difficult to meet the consumption of spare parts during the process of supply. When $\lambda$ reached $1.4 \times 10^{-4}$, there is a delayed loss, and in the actual supply of spare parts, delay consumption should be eliminated or avoided as far as possible.

6.2. Different Quantity of Inventory to Supply Analysis. As can be seen from Table 9, when the inventory node is reduced, the consumption of spare parts is increasing continuously, the same as the failure degree, and the cost of each period is also increased. On the other hand, the reduction of the inventory node leads to insufficient advance supply time. Eventually, there is a breakdown loss when the inventory node drops to 20, 10, 10, 8.

6.3. Compared with Results of Traditional $(s, S)$ Policy. In order to test the effect of the model and algorithm optimization, the model is compared with the traditional $(s, S)$ policy based on different inventory nodes.
Table 10: Comparison of No. 6 supply node with the traditional \((s, S)\) policy.

<table>
<thead>
<tr>
<th>Cost of each period (unit: yuan)</th>
<th>Consumption</th>
<th>Total cost (unit: yuan)</th>
<th>Breakdown loss (unit: yuan)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traditional model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3078278</td>
<td>50,70,48,25,50,84</td>
<td>0,0,0,0,480000</td>
<td></td>
</tr>
<tr>
<td>3078580</td>
<td>50,70,60,25,60,82</td>
<td>0,0,160000,0,1000000,240000</td>
<td></td>
</tr>
<tr>
<td>Improved model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3079982</td>
<td>55,70,52,30,50,82</td>
<td>15395954</td>
<td>0,0,320000,0,240000</td>
</tr>
<tr>
<td>3079691</td>
<td>50,76,48,40,53,80</td>
<td>0,0,0,300000,0</td>
<td></td>
</tr>
<tr>
<td>3079422</td>
<td>50,70,48,25,48,84</td>
<td>0,0,0,480000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>199304</td>
<td>40,60,40,20,40,72</td>
<td>0,0,0,0,0</td>
</tr>
<tr>
<td></td>
<td>185191</td>
<td>40,60,32,20,30,72</td>
<td>0,0,0,0,0</td>
</tr>
<tr>
<td></td>
<td>188756</td>
<td>40,65,32,20,32,72</td>
<td>946741</td>
</tr>
<tr>
<td></td>
<td>185761</td>
<td>40,60,32,25,30,58</td>
<td>0,0,0,0,0</td>
</tr>
<tr>
<td></td>
<td>187729</td>
<td>38,60,35,20,30,66</td>
<td>0,0,0,0,0</td>
</tr>
</tbody>
</table>

Table 11: Comparison between the improved algorithm and the traditional algorithm.

<table>
<thead>
<tr>
<th>Cost of each period (unit: yuan)</th>
<th>Consumption</th>
<th>Total cost (unit: yuan)</th>
<th>Breakdown loss (unit: yuan)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improved algorithm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>137967</td>
<td>30,40,24,15,30,44</td>
<td>0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td>139404</td>
<td>30,39,24,17,30,48</td>
<td>0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td>138765</td>
<td>30,38,24,15,30,42</td>
<td>694801</td>
<td>0,0,0,0,0</td>
</tr>
<tr>
<td>138758</td>
<td>30,38,24,14,30,48</td>
<td>0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td>139907</td>
<td>30,36,24,15,32,50</td>
<td>0,0,0,0,0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>288765</td>
<td>70,40,24,15,30,35</td>
<td>150000,0,0,0,0,0</td>
</tr>
<tr>
<td></td>
<td>279907</td>
<td>30,38,24,15,64,58</td>
<td>0,0,0,0,140000,0</td>
</tr>
<tr>
<td>2</td>
<td>138569</td>
<td>30,37,24,15,30,42</td>
<td>982756</td>
</tr>
<tr>
<td></td>
<td>137659</td>
<td>30,38,24,15,30,48</td>
<td>0,0,0,0,0</td>
</tr>
<tr>
<td></td>
<td>137856</td>
<td>30,36,24,15,32,40</td>
<td>0,0,0,0,0</td>
</tr>
<tr>
<td></td>
<td>186998</td>
<td>40,50,40,20,40,60</td>
<td>0,0,0,0,0</td>
</tr>
<tr>
<td></td>
<td>160912</td>
<td>30,50,32,20,40,60</td>
<td>0,0,0,0,0</td>
</tr>
<tr>
<td>Traditional algorithm</td>
<td>2 160455</td>
<td>30,50,32,20,30,60</td>
<td>867222</td>
</tr>
<tr>
<td></td>
<td>186751</td>
<td>40,50,32,20,40,60</td>
<td>0,0,0,0,0</td>
</tr>
<tr>
<td></td>
<td>172106</td>
<td>40,55,32,28,30,72</td>
<td>0,0,0,0,0</td>
</tr>
<tr>
<td></td>
<td>139967</td>
<td>30,37,26,17,30,46</td>
<td>0,0,0,0,0</td>
</tr>
<tr>
<td></td>
<td>139204</td>
<td>30,36,24,15,30,50</td>
<td>0,0,0,0,0</td>
</tr>
<tr>
<td>3</td>
<td>138765</td>
<td>30,38,24,15,30,42</td>
<td>696718</td>
</tr>
<tr>
<td></td>
<td>139258</td>
<td>30,38,24,15,31,48</td>
<td>0,0,0,0,0</td>
</tr>
<tr>
<td></td>
<td>139524</td>
<td>32,39,24,17,30,48</td>
<td>0,0,0,0,0</td>
</tr>
</tbody>
</table>

Table 10 is the model optimization comparison results based on the inventory node \(s_k = [60,80,50,45,50,80]\). It can be seen from the table that the consumption of the adjustment model is lower so that the cost of the traditional model is lower than that of the improved model in this paper. However, from the comparison optimized results based on the inventory node \(s_k = [20,20,10,25,10,8]\) in Table 9, the consumption of the adjustment model proposed in this paper is lower. At the same time, when the inventory node is in this state, the traditional model cannot meet the consumption in the supply period because the consumption of spare parts is not considered. This leads to delays and breakdown loss.

Although the cost of the traditional model is lower than that of this paper when setting lower supply nodes, considering the fault tolerance and stability of the whole model, the model proposed in this paper can meet the lower demand of inventory nodes while ensuring the stable supply of spare parts. It is in order to ensure that there are no delays and delay losses as much as possible and make it more stable and reliable.

6.4. Comparison between Improved Algorithm and Traditional Algorithm. In order to analyze the effect of the improved algorithm, the joint model is also calculated by the traditional PSO algorithm. The comparison result is shown in Table 11.

From Table 11, it is very obvious that the results of the first and second calculation through the traditional algorithm are in the position of local optimization. The system calculates the final result only once. Even the third result is
higher than the result of improved algorithm. However, with the effect of algorithm error, the final results of them can be seen as the same.

7. Conclusion

In this paper, the joint policy combines the inventory policy and spare part supply network. In the joint model, the multiperiod and multiechelon supply network is built, and the \((s, S)\) policy is improved by the random lead time and different customers’ maximum inventory. Due to the nonlinear, nonmonotonic, and multiperiodic changes of the established model, an improved PSO algorithm is proposed. The algorithm used in this paper is optimized by adding adaptive inertia weight and penalty function to speed up the optimization efficiency and improve the convergence effect. A case is given. The optional supply scheme is obtained by the proposed algorithm. The sensitivity analysis is used to discuss the influence of important parameters on the model cost. The statistical characteristics of the model are summarized to provide a reference for the next intelligent decision. Except that, the comparison results concluding the traditional \((s, S)\) model and the traditional PSO algorithm are analyzed. We hope that the joint policy and used method can provide a reference for the spare part supply in industry and military.

In this paper, the parameters in the inventory policy are given as known, which can regard as optimized objects in the future research. In addition, it can continue to study the supply of multikind spare parts under different lifetime distribution and so on.
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