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Abstract

Since the beginning of the new century, risk events such as the world economic crisis have occurred, which have greatly impacted the real economy of our country. A wireless network is a network implemented using wireless communication technology. It includes both global voice and data networks that allow users to establish long-distance wireless connections, as well as infrared technology and radio frequency technology optimized for short-distance wireless connections. These events have a great impact on many small- and medium-sized listed companies, resulting to many small- and medium-sized listed companies going bankrupt. Indeed, one of the important reasons for the frequent bankruptcy of small- and medium-sized listed companies is the lack of awareness of risk prevention and effective financial risk early warning mechanism. The support vector machine is a machine learning method based on the VC dimension theory of statistical learning and the principle of structural risk minimization. This method shows many unique advantages when dealing with classification problems and has been widely used in many fields. The purpose of this article is to realize the financial risk analysis of listed companies through wireless network communication and the optimal fuzzy SVM artificial intelligence model, which help small- and medium-sized listed companies find abnormalities in their business management activities in advance and deal with market risks in a timely manner. Taking 81 small- and medium-sized listed companies as the research object, this paper chooses the small- and medium-sized listed companies in every quarter of 2018 as the research sample. By using the financial and nonfinancial data of small- and medium-sized listed companies and introducing the support vector machine (SVM) with the fuzzy method, the model of the fuzzy support vector machine (FSVM) is constructed. And the performance of the FSVM under four different kernel functions is compared and studied. At the same time, the performance of the FSVM is compared with other artificial intelligence models. The empirical results show that different kernel functions have different effects on the prediction performance of the FCM-SVM model. Under the Gauss radial basis function, the prediction accuracy of the FCM-SVM is over 86%. It can be seen that in predicting the financial crisis of small- and medium-sized listed companies, the FCM-SVM model with Gauss radial basis function has the best predictive performance. The FSVM model based on Gauss radial basis function not only has the advantages of linearity, being polynomial, and nonlinearity of neurons but also is significantly superior to the traditional artificial intelligence model.

1. Introduction

In recent years, the state has vigorously advocated inclusive finance and established financing guarantee companies for small- and medium-sized listed companies to support and encourage the development of small- and medium-sized listed companies. Under the policy support environment, the development momentum of small- and medium-sized listed companies in China is rapid. At the same time, China’s small- and medium-sized listed companies have a series of problems, such as fierce market competition, inadequate financial risk management capabilities, and imperfect corporate governance structure. In recent years, the occurrence of risk events such as the international financial crisis has
greatly impacted the real economy of our country and led to
the bankruptcy of a large number of small- and medium-
sized listed companies [1, 2]. Fuzzy support vectors are
supervised learning models and related learning algorithms
that use classification and regression analysis to analyze data.
By adjusting the weights of these coefficients, the artificial
intelligence model allows data scientists to be trained with
different results. The core requirement for the success of
the algorithm is to have clear data without too much noise
(low-value information) and delete input variables with sim-
ilar values (related input values), for example, banking,
insurance, medical, marketing, and other industries that
can optimize financial statistics. Indeed, the lack of aware-
ess of risk prevention and effective financial crisis early
warning mechanism is one of the important reasons for
the frequent bankruptcy of small- and medium-sized listed
companies. The formation of financial crisis of small- and
medium-sized listed companies is affected not only by finan-
cial factors but also by the lack of managers’ professional
ability and the imperfect corporate governance mechanism.
In the postfinancial crisis era, the market operation risk is
still significant. How can small- and medium-sized listed
companies withstand risks and prevent risks in the complex
living environment has become the focus of academic and
practical circles. Nowadays, the application of wireless net-
work communication is increasing rapidly. In academia,
medical industry, manufacturing, warehousing, etc., wireless
network communication is playing an increasingly import-
ant role in all walks of life. Through it, our lives become
more intelligent and convenient.

With the acceleration of the process of economic global-
ization, the competition of small- and medium-sized listed
companies is becoming increasingly fierce, which makes
the possibility of financial crisis outbreak being greatly
increased [3]. Once the financial crisis breaks out, it not only
threatens the survival and development of small- and
medium-sized listed companies but also seriously damages
the investment interests of investors and even brings severe
challenges to the development of the national economy [4].
Therefore, it is of great practical significance to carry out
early warning research on financial crisis to accurately pre-
dict and effectively prevent and resolve financial crisis for
promoting the healthy development of small- and
medium-sized listed companies, optimizing the investment
decisions of investors and promoting the stable develop-
ment of the national economy, especially for the subprime mort-
gage crisis, European debt crisis, and other financial crises.
Following the outbreak, financial crisis, early warning
research has become one of the hot issues in the theoretical
and practical circles [5, 6]. Therefore, it is of great practical
significance to study the early warning of the financial crisis
of small- and medium-sized listed companies in the eco-

domic zone to maintain the stable operation and develop-
ment of small- and medium-sized listed companies and
promote the prosperity and harmony of the economic zone.

The kernels of SVM mainly include the linear kernel,
polynomial kernel, Gauss radial basis function kernels, and
the nonlinear interaction kernels of neurons [7, 8]. However,
there is no unified conclusion about which kind of kernel
function can make the SVM early warning model achieve
the best prediction effect. Although some scholars have
proved through empirical research that the prediction effect
of the SVM model based on Gauss radial basis function is
the best, due to the inconsistency of the research object,
the SVM model based on Gauss radial basis function may
not achieve the optimal prediction effect [9, 10] in the finan-
cial crisis early warning of small- and medium-sized enter-
prises in the economic zone. Based on this, this paper will
build different FSVM models based on the above four kinds
of kernels and explore an optimal FSVM model, to provide
an effective decision-making reference for small- and
medium-sized enterprises in the economic zone to control
and prevent financial crisis [11, 12]. Based on the above
analysis, this paper takes small- and medium-sized enter-
prises in an economic zone as the research object, constructs
different FSVM financial crisis early warning models based
on four different kernel functions, and compares and studies
a kind of FSVM early warning model with the best predictive
performance, to play an important role in promoting the
healthy operation of small- and medium-sized enterprises
in the economic zone and the stable development of the
economy in the economic zone.

The structure of this paper is as follows: the first part
introduces the background and significance of this study,

as well as the innovation and organization of this paper;
the second part introduces the related research of predeces-
sors in this field, machine learning, and other related theo-
ries, as well as the model of the support vector machine.
The third part introduces the data source, data sample parti-
tion, and LIBSVM toolbox of the experiment. The fourth
part discusses the following: first, the comparative analysis
of different kernels in the experiment, second, the compara-
tive analysis of the performance of different early warning
models, third, the McNemar test result analysis of different
early warning models, fourth, the logistic model analysis,
and fifth, the discussion of the causes of financial crisis.
The fifth part summarizes the related research work and
draws relevant conclusions.

2. Proposed Method

2.1. Related Work. Hang proposed a CCPR algorithm which
combines the fuzzy support vector machine (SVM) with
hybrid kernel function and genetic algorithms (GA). Firstly,
two shape features and two statistical features independent
of distribution parameters and sample number are proposed
to describe the characteristics of cops. Then, a multiclass
classification method based on the hybrid kernel function
fuzzy support vector machine is proposed. By assigning a
certain degree of membership to each training sample, this
method weakens the influence of outliers on the classification
accuracy of classifiers based on the support vector
machine. At the same time, a hybrid kernel function com-
bining Gauss kernel and polynomial kernel is used to further
improve the generalization ability of the classifier. To solve
the problem of feature selection and parameter optimization,
a genetic algorithm is used to optimize the input feature sub-
set and parameters of the classifier based on the fuzzy
support vector machine. Finally, the feasibility and effectiveness of the method are verified by simulation experiments and examples. The simulation results show that this method can achieve better CCPR performance than other methods, such as the learning vector quantization network, multilayer perceptron network, probabilistic neural network, fuzzy clustering, and support vector machine. In recognition accuracy, the example shows that this method has potential application to solve the interpretation problem of the actual control charts. However, in their experimental research, there are still some problems in the experiment and all influencing factors have not been eliminated technically. The result is not so perfect [13, 14].

The support vector machine (SVM) is a machine learning method that can complete classification tasks. Many researchers use support vector machine libraries to accelerate their research and development [15, 16]. Using such libraries saves time and avoids writing the code from scratch. LIBSVM is one of the support vector machine libraries, which is widely used by researchers to solve problems. The library also integrates Weka, a popular data mining tool. This paper includes our work on complexity analysis of support vector machines. Abdiansah and Wardoyo study the support vector machine algorithm and its implementation in LIBSVM. Abdiansah and Wardoyo also use two popular programming languages, C++ and Java, to test our analysis and experiments using three different datasets. The results show that the complexity of the support vector machine (LIBSVM) is 0. The time complexity shows that C++ is faster than Java in training and testing, and the increase of data will affect and increase the computing time [17, 18].

Poliszczuk et al. used the fuzzy support vector machine algorithm to select AGN candidates, which allows the introduction of measurement uncertainty in the classification process. The training dataset is based on spectral data that can be used to select objects in the NEP deep field and NEP wide field. The synthetic samples are based on AKARI NEP-Deep Field data, including objects without optical counterparts, using only infrared information. A high-quality catalogue of 275 AGN candidates not previously classified was compiled [19, 20].

Thaseen and Kumar presented an intrusion detection model based on chi-square feature selection and the multiclass support vector machine (SVM). The parameter tuning technique is used to optimize the core parameter gamma of the radial basis function. Gamma is expressed as an overfitting constant. These are two important parameters for the support vector machine model [21]. The main idea of this model is to construct a multiclass support vector machine which has not been used for IDS so far, to reduce the training and testing time of network attacks and improve the accuracy of individual classification of network attacks. The experimental results on the improved NSL-KDD dataset of KDDCUP 1999 show that the proposed method has a better detection rate and lower false alarm rate. The computational time required for training and testing is also experimented for time-critical applications [22, 23].

2.2. Wireless Network Communication. The so-called wireless network refers to a network that can realize the interconnection of various communication devices without wiring. Wireless network technology covers a wide range, including global voice and data networks that allow users to establish long-distance wireless connections, as well as infrared and radio frequency technologies optimized for short-range wireless connections. According to the different network coverage, wireless networks can be divided into a wireless wide area network (WWAN), wireless local area network (WLAN), wireless metropolitan area network (WMAN), and wireless personal area network (WPAN), as shown in Figure 1.

2.3. Correlation Theory

2.3.1. Machine Learning Theory. In human wisdom, the ability to learn and promote is an important ability. First of all, people can learn, analyze, and summarize from things, extract experience, and acquire laws and knowledge to continue to inherit and improve. In this process, people can not only explain the known things better but also predict the results that cannot be observed directly and make correct judgments and predictions for the future. Machine learning (ML) is a scientific research in which computer systems do not use explicit instructions to perform specific tasks effectively but rely on algorithms and statistical models used for patterns and inference. It is regarded as a subset of artificial intelligence. Machine learning algorithms build a mathematical model based on sample data, called “training data,” to make predictions or decisions without explicit programming to perform tasks. Machine learning algorithms are used in various applications, such as email filtering and computer vision. In these applications, it is not feasible to develop algorithms for specific instructions to perform tasks. Machine learning is closely related to computational statistics, which focuses on the use of computers to make predictions. The research of algorithm optimization provides methods, theories, and application areas for the field of machine learning. Data mining is a research field in machine learning, focusing on exploratory data analysis for unsupervised learning. In the application of cross-business problems, machine learning is also called predictive analysis. The research of machine learning is expected to simulate the ability of learning and promotion. To realize these two abilities, pattern recognition and integrated learning are indispensable. The machine learning equipment is shown in Figure 2.

2.3.2. Pattern Recognition. Patterns refer to things that can be observed and analyzed. Whether in terms of time, space, or data, the premise of patterns is that they can be distinguished, that is, they can get the information that they can analyze through observations and determine the category that they belong to. In other words, patterns mean that time, space, and data can be observed and analyzed. The premise of the models is that they can be distinguished. They can be observed and classified by analyzing their information. Pattern recognition specifically refers to the processing and
analysis of various information forms, such as things and phenomena and, in this process, can identify, judge, classify, and analyze them. In other words, pattern recognition is the process of categorizing specific objects into specific categories. Even if a certain number of samples are used, classifiers are designed according to their differences, and then, classifiers are designed to categorize the identified samples. The purpose of pattern recognition research is to analyze, describe, judge, and classify all kinds of things and phenomena by computer and to make the recognition results consistent with the target object under the condition of minimizing the error probability. As shown in Figure 3.

Human beings are engaged in and complete pattern recognition activities in every link of life or learning. First of all, people can learn, analyze, and summarize from things, extract experience, and acquire laws and knowledge to continue to inherit and improve. In this process, people can not only explain well what is known but also predict accurately what cannot be observed directly and make correct judgments and predictions for the future. However, it is very difficult for computers. The most basic way to identify things is to calculate the similarity between the things that need computer analysis and standard templates. The exact difference between things to be determined is the difference between

Figure 1: Wireless network communication.

Figure 2: Machine learning equipment diagram.
2.3.3. Ensemble Learning. Learning and promoting ability requires the human brain and sensory system to undergo a complete process of activity—the brain completes a series of complex processes of analysis, judgment, and decision-making by processing the information received by the senses. However, without decomposing the whole process, it is difficult to achieve the human brain in any way. In addition to the treatment of neural network models, people also get inspiration from the macrointegration of group division of labor and cooperation in nature and explore machine learning methods to solve the same problem using a variety of learning machines. Different from the traditional single learning machine, ensemble learning uses multiple learning machine training based on different assumptions and then combines the training results to output the final results. Ensemble learning can be divided into two categories: one is to construct a base classifier with fixed process and combined weighted voting and the other is to construct a random classifier with random process and without combined weighted voting. The principle of integrated learning is shown in Figure 4.

Integrated learning has good generalization performance and stability. The difference of different learning modes can be used to improve the learning ability. The difference between the accuracy of the single learning model and the learning model is the main factor affecting the learning effect. The method of ensemble learning can be divided into two aspects: the construction of classifiers and the combination of classifiers. At present, scholars generally believe that if the errors generated by different sublearning are independent of each other and show diversity, the integrated learning system will perform better. Many scholars have studied this point. Unfortunately, research has shown that generating sublearners independently of each other is not an easy task. Firstly, for the same problem, we construct a group of different sublearners, which can be different parameters of a sublearner or different types of sublearners. Then, we synthesize the predicted results of each sublearner according to certain strategies. We know that it is very difficult to obtain high-precision learning in machine learning. Fortunately, integrated learning integrates individual accuracy. As long as the result is slightly better than the random guess, general learning can satisfy this condition. Therefore, the integrated learning algorithm mainly considers how to make the differences between sublearners effective. Achieving better integration effects has become the research focus of ensemble learning.

2.3.4. Statistical Learning Theory. Statistical learning theory starts from some observation (training) samples, trying to obtain some laws that cannot be analyzed in principle, and uses these laws to analyze objective objects, so that the laws can be used to make more accurate predictions on future data. For example, to predict the population of the country in the next few years, it is necessary to collect the population data of the past few years or even decades and make a statistical analysis and summary of its changing laws, to obtain an
overall prediction model, so that you can make a rough estimate and forecast of the overall population trend in the next few years. Statistical learning theory is essential and is the common basic theory of machine learning methods. Compared with the traditional machine, statistical machine learning can accurately give the learning effect and can answer a series of questions such as the number of samples needed.

2.4. SVM Model

2.4.1. Support Vector Machine. Support vector machine (SVM), also known as support vector network, is a supervised learning model and related learning algorithms that use classification and regression analysis to analyze data. Given a set of training samples, each training sample is marked as belonging to one or the other of the two categories. The support vector machine (SVM) training algorithm creates a model that assigns a new sample to one of the two categories, making it a nonprobabilistic binary linear classifier (although in the probabilistic classification setting, there is a model like Prato correction and such methods use support vector machines). The support vector machine model represents samples as mapped points in space, so that samples of a single category can be separated as clearly as possible. All such new samples are mapped to the same space, and it is possible to predict which category they belong to based on which side of the interval they fall on. At present, SVM is widely used in classification and regression. It regards the optimization training error as the optimization purpose, and the ultimate goal is to minimize the value of the confidence range. Analyzing the SVM algorithm, we can find three advantages: first, the SVM avoids the problem of local extremum. For example, neural network (BP) algorithm has this difficult problem. Secondly, when searching for the optimal classification solution, the SVM algorithm searches for the optimal classification solution based on the limited number of sample data, which is not the best result when searching for infinite data information. Its generalization ability, and application ability on scientific issues are higher than some traditional methods, and the complexity of its calculation is not directly related to the ingenious data dimension. Therefore, SVM has significant advantages over other methods in dealing with high-dimensional pattern recognition, nonlinear problems, and small sample problems. The core idea of the SVM classifier is to use mathematical methods to establish the most appropriate classification boundaries and eventually classify the two sample data that need to be separated.

The optimal classification surface of the SVM is developed in the linear separable case. Its basic idea can be explained by the case of binary classification. As shown in Figure 5, the hollow point and solid point represent two different types of samples, namely, the classification line, the nearest sample passing through each kind of mid-off classification line, and the straight line parallel to the classification line. The shortest distance from the hyperplane to the hyperplane is called the classification interval. The optimal classification surface requires that the classification hyperplane ensures the correct segmentation of samples and maximizes the classification interval.

The equation for classifying hyperplanes is that the hyperplane equation is:

\[ x_i w + b \geq +1, \quad \text{for } y_i = +1, \]
\[ x_i w + b \leq -1, \quad \text{for } y_i = -1. \]

That is equivalent to

\[ y_i [(w \cdot x_i) + b] - 1 \geq 0, \quad i = 1, \cdots, n. \]

At this point, the classification interval is equal to \( 2/|w| \),
satisfies formula ((2)), and makes it \((1/2)||w||^2\). The smallest classified hyperplane is the optimal hyperplane. \(H_1, H_2\) is called the support vector.

In the case of linear inseparability, a relaxation term can be added to formula (2). \(\xi \geq 0\), so the upper form becomes

\[
y_i[(w \cdot x_i) + b] - 1 + \xi_i \geq 0, \quad i = 1, \cdots, n. \tag{3}
\]

At this point, we find the minimum \((w, \xi) = (1/2)||w||^2 + C(\sum_{i=1}^n \xi_i)\) and the generalized optimal classification surface can be obtained. Among them, it is constant and greater than 0, which controls the degree of punishment of the right and wrong samples.

2.4.2. Linear Vector Machine. (1) Linear Branchable Support Vector Machine

Beginning with linear classification, \(\{x_i, y_i\}, i = 1, \cdots, l, y_i \in \{-1, 1\}, x_i \in \mathbb{R}^d\), \(\{x_i, y_i\}, i = 1, \cdots, l, y_i \in \{-1, 1\}, x_i \in \mathbb{R}^d\), and \(\{x_i, y_i\}, i = 1, \cdots, l, y_i \in \{-1, 1\}, x_i \in \mathbb{R}^d\), the above optimal classification surface problem is transformed into a quadratic programming problem:

\[
\begin{align*}
\min & \quad \frac{1}{2}||w||^2 \\
\text{s.t.} & \quad y_i(w \cdot x_i + b) \geq 1, \quad i = 1, 2, \cdots, l. \tag{4}
\end{align*}
\]

To make the problem easier to deal with, the above problem is transformed into the Lagrange form and the positive Lagrange multiplier \(\alpha_i, i = 1, \cdots, l\) is introduced. Each of them should have an inequality constraint formula (4) for the \(\alpha_i\) multiplied by positive Lagrange multipliers on both sides of the equation, and approximated by the objective function, the following Lagrange functions are formed:

\[
L_p = \frac{1}{2}||w||^2 - \sum_{i=1}^l \alpha_i y_i (x_i w + b) + \sum_{i=1}^l \alpha_i. \tag{5}
\]

\(L_p\) must be minimized relative to \(w, b, L_p\) is required to be zero for all derivatives of \(\alpha_i\) and is bound by \(\alpha_i \geq 0\) (this special set of constraints is called \(C_1\)). To solve the problem, we can solve the dual problem of this problem: \(L_D\) maximization, subject to \(L_p\)’s constraint on \(w, b, \) and \(\alpha_i \geq 0\) (this special constraint set is called \(C_2\)), and can get the following conditions:

\[
\begin{align*}
\omega &= \sum_i \alpha_i y_i x_i, \tag{6} \\
\sum_i \alpha_i y_i x_i &= 0. \tag{7}
\end{align*}
\]

Putting the above two generations (6) and (7) into (5) will get

\[
L_D = \sum_i \alpha_i - \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j y_i y_j (x_i \cdot x_j), \tag{8}
\]

\[
\text{s.t.} \quad \alpha_i \geq 0, \quad \sum_{i=1}^l \alpha_i y_i = 0.
\]

To describe the convenience of the problem, we will refer to \(L_p\) as the original problem and \(L_D\) as its dual problem, \(L_p\) and \(L_D\) have different constants, so that \(b = 0\), then, the hyperplane will pass the origin, and then, \(\sum_{i=1}^l \alpha_i y_i = 0\) can be eliminated.

According to the Karush-Kuhn-Tucker condition, the product of the most advantageous Lagrangian multiplier and the constraint are equal to 0, so the following equation can be obtained.

\[
\alpha_i[y_i(w \cdot x_i + b) - 1] = 0. \tag{9}
\]

Regarding any of the standard support vectors, \(x_i\) will satisfy

\[
y_i(w \cdot x_i + b) = 1. \tag{10}
\]

Then, the parameter \(b\) can be calculated by equation (11) as follows:

\[
b = \frac{1}{N_{NSV}} \sum_{x_i \in SV} \left(y_i - \sum_{x_j \in SV} \alpha_j y_j (x_i \cdot x_j)\right). \tag{11}
\]

\(N_{NSV}\) is the number of standard support vectors.

After the above discussion, we finally get the discriminant function:

\[
y(x) = \text{sgn}(w \cdot x + b). \tag{12}
\]

(2) Linear Nonseparable Support Vector Machine

In machine learning, classification and regression analyses are used to analyze data-supervised learning models and related learning algorithms. The above analysis is used to classify the separable data and cannot be applied to the indivisible data. Therefore, we can introduce a loss of \(\xi_i \geq 0, i = 1, 2, \cdots, l,\) as shown in equation (3).
The function is not ideal in many cases. Some improvements can be made to the linear inseparable support vector machine classifying linear space where the dimension may be large and the classification hyperplane is
\[ w \cdot \phi(x) + b = 0. \] (15)

And the optimal classification hyperplane is
\[
\min_{w,b,\xi} \frac{1}{2} ||w||^2 + C \sum_{i=1}^{l} \xi_i \\
\text{s.t. } y_i(w \cdot x_i + b) \geq 1 - \xi_i.
\] (16)

In formula (16), \( \xi_i \geq 0 \) is the nonnegative relaxation variable that we introduced, \( i = 1, \cdots, l \). Dual optimization problem
\[
L_D = \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{l} \alpha_i \alpha_j y_i y_j \phi(x_i) \cdot \phi(x_j), \\
\text{s.t. } 0 \leq \alpha_i \leq C, \sum_{i=1}^{l} \alpha_i y_i = 0.
\] (17)

For \( \alpha_i \) to maximize \( L_D \), all \( \alpha_i, i = 1, \cdots, l \) can be found, thereby finding \( w = \sum_{x_i \in SV} \alpha_i x_i y_i \) further and finding parameter \( b \) according to the Karush-Kuhn-Tucher condition:
\[
b = \frac{1}{N_{NSV}} \sum_{x_i \in SV} \left[ y_i - \sum_{x_j \in SV} \alpha_j y_j \phi(x_i) \cdot \phi(x_j) \right].
\] (18)

The above transformation may be complicated and not easy to implement. From equations (14) to (18), it can be found that only the inner product operation \( \langle \phi(x_i), \phi(x_j) \rangle \) is involved. According to the related theory of functionals, the kernel function \( K(x_i, x_j) = \phi(x_i) \cdot \phi(x_j) \) satisfies the Mercer established conditions. That corresponds to the inner product in a transform space. Therefore, \( K(x_i, x_j) \) can be used instead of inner product to avoid complicated problem solving. The new function is as follows:

From formula (14) to (19), it can be found that all of the above transformations involve only inner product operation \( \langle \phi(x_i), \phi(x_j) \rangle \). According to the theory of functional \( K(x_i, x_j) = \phi(x_i) \cdot \phi(x_j) \), as long as a kernel function satisfies Mercer conditions, it corresponds to the inner product in a transform space. Therefore, \( K(x_i, x_j) \) can be used instead of the inner product operation to avoid complex problem solving. The new function is as follows:
\[
L_D = \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{l} \alpha_i \alpha_j y_i y_j K(x_i, x_j), \\
\text{s.t. } 0 \leq \alpha_i \leq C, \sum_{i=1}^{l} \alpha_i y_i = 0,
\] \( L_D = \frac{1}{N_{NSV}} \sum_{x_i \in SV} \left[ y_i - \sum_{x_j \in SV} \alpha_j y_j K(x_i, x_j) \right]. \) (20)

In summary, the final classification discriminant is
\[
y(x) = \text{sgn} \left( \sum_{i} \alpha_i y_i K(x_i, x) + b \right).
\] (21)

The financial risk in \( F \) refers to the mark \( \Phi(x) \). Assuming that the input data meets the conditions of centralization to guarantee zero mean,
\[
\sum_{k=1}^{M} \phi(x_k) = 0.
\] (22)

Then, the covariance matrix of the sample in the feature space \( F \) is
\[
C = \frac{1}{M} \sum_{k=1}^{M} \phi(X_k) \phi(X_k)^T.
\] (23)

KPCA does not need to understand the form of the non-linear mapping function \( \Phi \) for feature extraction; only the kernel function needs to be determined.
\[
v \times \phi(x) = \sum_{k=1}^{M} a_k \phi(x_k) \phi(X) = \sum_{k=1}^{M} a_k K(x, x). \] (24)

2.5 Fuzzy System

2.5.1 Introduction of Fuzziness. The so-called fuzziness refers to the uncertainty of the nature and scope of objective
things. Its essence is that there is a series of mutual penetration and interconnection between similar things and there is no clear distinction between them. However, fuzziness is not equal to randomness. It is an uncertain attribute inherent in some objective things, that is, the event itself has uncertainty before it appears. This is caused by the vague concept boundary of the event and the inaccurate definition of the event. Therefore, it has obvious subjective consciousness. Random refers to the uncertainties contained in clearly defined but not necessarily occurring events. It does not change with people’s subjective consciousness but is determined by the causal law of things themselves. Fuzzy mathematics does not completely subvert the thought of classical mathematics but takes classical mathematics as the theoretical basis to quantitatively describe and reveal the essence and law of the indefinite and vague things in the objective world.

2.5.2. Fuzzy Statistical Method. Fuzzy statistical decision-making refers to a method of finding the optimal strategy in a statistical system with fuzzy information or fuzzy actions. It is actually an extension of classical statistical decision-making. Suppose that $U$ is the domain and $x_0$ is a point in $U$. Under the condition that the fuzzy concept is connected, the result of each experiment is to obtain a normal subset $A'$ of $U$ and $A'$ is related to the fuzzy subset $\hat{A}$ related. Since each experiment does not strictly define how the fuzzy concept is divided, a different $A'$ can be obtained, which may or may not contain $x_0$. Due to the uncertainty of the fuzzy concept division, it is impossible to determine the membership relationship of $x_0$ to $A'$. Therefore, it is necessary to use fuzzy statistics to determine the uncertain problem by means of certain means. It is assumed that in each test, $x_0$ is determined and $A'$ is constantly changing. $n$ trials are repeated, the membership frequency of $u'$ versus $\hat{A}$ is calculated, and the membership of $u'$ to the fuzzy subset $\hat{A}$ is obtained.

2.5.3. Delphi Method. Using the method of anonymously expressing opinions, through multiple rounds of survey experts' opinions on the questionnaires raised in the questionnaire, after repeated consultations, summarization, and revisions, they are finally summarized into the consensus opinions of the experts. As the result of the prediction, this method has a wide range of representatives. It is more reliable. The Delphi method was originally produced in the field of science and technology and then gradually applied to forecasts in various fields, such as military forecasts, population forecasts, health care forecasts, business and demand forecasts, and education forecasts. In addition, it is also used for evaluation, decision-making, management communication, and planning work. The Delphi method has been widely used in various fields of economic and management science. This method is a typical method to determine the membership degree. Its main idea is to get membership function based on expert’s practical experience after certain mathematical treatment. This method can also be used to calculate the fuzzy distribution. In practice, to avoid the different academic level and experience of experts and to have a certain impact on the results, the weighted average method can also be used.

2.6. Financial Early Warning Model. A financial early warning model is a macrofinancial monitoring system that uses a certain statistical method to predict the probability of
currency crises, banking crises, and stock market crashes in a certain economy within a certain time frame. In addition to the indicator system, it also includes major legal frameworks and organizational structures and other constraints. Whether using statistical analysis methods or artificial intelligence methods to establish early warning models, the quality of the selection of financial early warning indicators is directly related to the establishment of early warning models and the accuracy of forecast results. The dotted box in the figure emphasizes the newly added early warning indicators for industry environment adaptation. The construction of the entire early warning indicator system is shown in Figure 6. The symbiosis of the occurrence of multiple types of crises means that there are multiple forms of correlation channels between the various subsystem crises in the financial system, forming a variety of correlation methods and contagion effects. The currency crisis, the banking crisis, the bursting of the bubble in the stock market, and the real estate market are closely linked and contagious and affect the whole body. Therefore, the author believes that when establishing a country’s financial risk early warning system, it is necessary to examine the instability factors of the financial system from many aspects according to the market.

Small- and medium-sized enterprises have their own characteristics because they are different from the general main board enterprises, so they comprehensively consider profitability, operating ability, risk control ability, and cash flow ability and increase the two indicators of corporate growth ability and shareholder profitability. Based on the analysis of the overall status quo of listed companies on the SME board, taking into account the feasibility of index data acquisition and quantification, this article is divided into two major levels and six small levels to construct an evaluation index system. The concrete construction idea is shown in Figure 7.

The hardware equipment is shown as in Figure 8.

3. Experiments

3.1. Data Sources

3.1.1. Selection of Data Sources and Characteristic Indicators. In this paper, a number of small- and medium-sized enterprise companies in a certain economic zone are studied and these companies are treated as special signs of financial crisis due to abnormal financial conditions (ST). Calling it the financial crisis sample company and the financial normal sample company. To obtain as many financial crisis sample companies as possible, this article will use the ST companies as a financial crisis sample company, with the financial indicators of the previous year of the most recent ST incident as a characteristic indicator, while the remaining other listed companies as a financial indicator. The normal sample company, with its 2018 financial indicators as the characteristic indicators, was finally divided into 28 financial crisis sample companies and 53 financial normal sample companies. In addition, to select as much as possible the characteristics of the listed company’s financial status, select a total of 20 financial indicators that reflect the listed company’s profitability, development capabilities, solvency, and operational capabilities, as shown in Table 1. The financial data of the sample company is derived from Huatai Joint Stock Trading Software and GOU TAI AN Information Technology Co. Ltd.

3.1.2. Data Preprocessing. Because the financial crisis early warning sample has many characteristic indicators and the dimensions between various indicators are not the same, to avoid the influence of larger dimension indicators on smaller dimensional indicators, this paper uses the standard
difference method to carry out the innumerable sample data. For outline processing, the method is as follows:

\[ x'_i = \frac{(X_i - \bar{X}_i)}{SD_i} \]  \hspace{2cm} (25)

Among them, \( \bar{X}_i \) is the mean of the indicator \( x_i \), and \( SD_i \) is the standard deviation of the indicator \( x_i \). By performing the above dimensionless processing on the sample data, a new sample set \( (y_i, x'_i, s_i) \) is obtained to further carry out the construction of the FSVM.

3.2. Training Sample and Test Sample Division. Since the construction of the financial crisis early warning model needs to be completed through two steps of training and testing, it is necessary to divide the training samples and test samples in advance before constructing the FSVM early warning model. In this paper, 60% of all financial crisis sample companies and financial normal sample companies are divided into training samples (including 49 listed companies, 35 financial normal sample companies, and 14 financial crisis sample companies), and the remaining 40% are divided into test samples (including a total of 32 listed companies, 18 financial normal sample companies, and 14 financial crisis sample companies).

3.3. LIBSVM Toolbox. Currently, most people apply the LIBSVM toolbox to classification and regression problems. And LIBSVM has several advantages:

1. The program is small and requires less computer space
2. Using the operating default, new default parameters are too many and you need to set the parameters less
3. Provide the source code, which can be easily extended by those who need it, such as modifying and improving its algorithm in different fields
4. The calculation takes less time, saves time, and is efficient. Due to its many advantages, it is one of the most widely used SVM libraries in China.

More importantly, because it implements various types of files, we can operate the library under Windows. This makes our domestic computers more convenient to use. In summary, the LIBSVM toolbox is used to complete the learning classification and establish a prediction model.

The eigenvalues and contribution rates of each principal component are shown in Table 2. Selecting the principal components whose eigenvalues exceed 0.65, there are 7 principal component factors, which contain 89.484% of the original information. To explain these seven factors, it is necessary to obtain the factor loading of the 14 original financial ratio indicators to these 7 principal component factors (i.e., the correlation coefficient between the original index and the principal component factors). The factor loading matrix is shown in Table 3.

The size of the financing risk is closely related to the business status of the enterprise. From the cash flow statement, borrowing is mainly based on financing but also includes part of external investment. The net cash flow shows that the investment amount is generally high and the flow of operating activities is generally low. It can be seen that the investment scale of enterprises is gradually expanding, especially in 2017, when the investment amount reached 2.162 billion yuan, while operating activities only generated 1.68100 million yuan. At the same time, the annual amount of debt repayment by enterprises is also huge but it is basically within the controllable range. As shown in Table 4.

The indicators of debt solvency reflect certain financing risks. Only when the company has sufficient working capital to repay its debts can it ensure its healthy development. Three indicators are selected here: asset-liability ratio, current ratio, and quick ratio, as shown in Table 5.

The debt-to-asset ratio is used to measure long-term debt solvency. The debt-to-asset ratio of enterprises has not been high, especially in the past three years, with only about 20%. Regarding the economic situation in recent years.
Investment activities will bring investment risks. Fixed assets and intangible assets account for a large proportion in Figure 9. Investment risks of an enterprise have appeared in the indicators of operational capability, and the stable development of an enterprise depends on a strong operational capability. Here, three indicators of the current asset turnover rate, total asset turnover rate, and accounts receivable turnover rate are selected to analyze the operating capability, as shown in Table 10.

The net profit has shown a trend of rapid increase and sharp decline, which shows the determination of the enterprise to reorganize in recent years. In particular, the company’s loss of control over Neusoft Medical and Xikang in 2016 caused a substantial increase in profits. However, the distribution of cash dividends is still in a relatively stable state and there has been no significant increase or decrease in recent years, which helps in enhancing shareholders’ trust in the company. At the same time, the distribution of Neusoft’s cash dividends in 2018 is also worth looking forward to. In the face of negative net profit, it is obvious that the risk of income distribution has increased, as shown in Table 11.

The change in the growth rate of net assets reflects the state of the company’s expansion in 2015, 2016, and 2017. In 2018, the capital has shown a negative growth trend. It is very likely that the company does not have enough funds to supply the expansion of the scale and even bring cash flow years, maintaining a low debt ratio is indeed conducive to coping with risks, but enterprises must also actively use leverage to obtain more benefits for enterprises, as shown in Figure 9.

Table 1: Financial data of sample companies.

<table>
<thead>
<tr>
<th>Financial capacity</th>
<th>Order number</th>
<th>Financial index</th>
<th>Financial capacity</th>
<th>Order number</th>
<th>Financial index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Debt paying ability</td>
<td>X1</td>
<td>Current ratio</td>
<td>Profitability</td>
<td>X12</td>
<td>Gross profit rate of main business</td>
</tr>
<tr>
<td></td>
<td>X2</td>
<td>Quick ratio</td>
<td></td>
<td>X13</td>
<td>Profit margin of main business</td>
</tr>
<tr>
<td></td>
<td>X3</td>
<td>Cash ratio</td>
<td></td>
<td>X14</td>
<td>Cost and expense profit margin</td>
</tr>
<tr>
<td></td>
<td>X4</td>
<td>Asset-liability ratio</td>
<td></td>
<td>X15</td>
<td>Return on net assets</td>
</tr>
<tr>
<td></td>
<td>X5</td>
<td>Debt equity ratio</td>
<td></td>
<td>X16</td>
<td>Earnings per share</td>
</tr>
<tr>
<td></td>
<td>X6</td>
<td>Shareholder equity ratio</td>
<td></td>
<td>X17</td>
<td>All capital earning rate</td>
</tr>
<tr>
<td>Operational capacity</td>
<td>X7</td>
<td>Average accounts of receivable turnover ratio</td>
<td></td>
<td>X18</td>
<td>Net asset growth rate</td>
</tr>
<tr>
<td></td>
<td>X8</td>
<td>Inventory turnover ratio</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>X9</td>
<td>Turnover of current assets</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>X10</td>
<td>Fixed asset turnover</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>X11</td>
<td>Turnover of total capital</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>X12</td>
<td>Gross profit rate of main business</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>X13</td>
<td>Profit margin of main business</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>X14</td>
<td>Cost and expense profit margin</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>X15</td>
<td>Return on net assets</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>X16</td>
<td>Earnings per share</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>X17</td>
<td>All capital earning rate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>X18</td>
<td>Net asset growth rate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>X19</td>
<td>Total asset growth rate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>X20</td>
<td>Growth rate of revenue from main business</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Table of eigenvalues and contribution rates of each principal component.

<table>
<thead>
<tr>
<th>Main ingredient</th>
<th>Eigenvalues</th>
<th>Contribution rate</th>
<th>Total contribution rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.428</td>
<td>31.630</td>
<td>31.630</td>
</tr>
<tr>
<td>2</td>
<td>2.707</td>
<td>19.339</td>
<td>50.969</td>
</tr>
<tr>
<td>3</td>
<td>2.046</td>
<td>14.615</td>
<td>65.584</td>
</tr>
<tr>
<td>4</td>
<td>964</td>
<td>6.883</td>
<td>72.467</td>
</tr>
</tbody>
</table>

The growth of corporate outbound investment is particularly prominent in available-for-sale financial assets. The shares subscribed for in 2017 include Honghe Renai Medical Co. Ltd. and the Bank of Gansu, which were all sold at the initial public offering price. In 2018, it subscribed for the initial public offering of AsiaInfo Technologies with its own funds. Due to the existence of other price risks, there are many unstable factors for Neusoft Group to subscribe for shares and foreign investment risks appear, as shown in Table 8.
risk. The growth rate of the company’s total assets shows a fluctuating development trend, which may be related to the company’s annual strategic development, but there is a suspicion of blind expansion. It is necessary to track the quality of asset expansion and whether the follow-up development momentum is sufficient. The growth rate from 25.42% to 456.26% and then from 456.26% to −47.78% is a little bit hit in this span; this is very likely to have fraudulent accounts, as shown in Figure 11.

### 4. Discussion

#### 4.1. Comparative Analysis of Different Kernel Functions in Experiments

This article uses MATLAB2011b to model, SVM parameter C is set to 1, and other parameters take the default settings. The comparison between the FCM-SVM and the SVM models under the four kernel functions is shown in Figure 12. It can be clearly seen in Figure 2 that the prediction accuracy of the FCM-SVM model is much higher than that of SVM, no matter which kernel function is used, which indicates that the fuzzy method can effectively reduce the impact of singular points or wild spots in the sample on SVM prediction performance, thereby greatly improving the prediction accuracy of the SVM. In addition, it is found that different kernel functions have different effects on the prediction performance of the FCM-SVM model. Under the Gauss radial basis kernel function, the prediction accuracy of the FCM-SVM is as high as 86%, which is much higher than the FCM of the other three kernel functions. The prediction accuracy of SVM indicates that the FCM-SVM model under the Gauss radial basis kernel function has the most superior predictive performance in the financial crisis prediction of small- and medium-sized listed companies in the economic zone.

#### 4.2. Comparative Analysis of Performance of Different Early Warning Models

In addition, to more fully demonstrate the superior predictive performance of the FCM-SVM model, this paper also uses the BP neural network (BPNN), decision tree (DT), logit regression and probit regression four models, and Gauss radial basis kernel function. The FCM-SVM was compared and the results are shown in Figure 13. The prediction accuracy of the FCM-SVM is as high as 86.69%, BPNN is 52.17%, DT is 26.09%, and LOGIT and probit are both 82.61%. It can be seen from this that the prediction accuracy of the FCM-SVM is good. As can be seen in Figure 3, the FCM-SVM has the highest prediction accuracy, indicating that the FCM-SVM is not only superior to traditional early warning models, such as logit and probit, but also better than the other intelligent early warning models, such as BPNN and DT. The FCM-SVM model with Gauss radial basis kernel function has the most superior prediction performance.

#### 4.3. Analysis of McNemar Test Results for Different Early Warning Models

Since the prediction performance of the model is only lacking from the classification accuracy rate, it lacks the scientificty similar to the mathematical statistics test. Therefore, this paper will introduce the McNemar test method to compare the prediction results of each early warning model to see if there is a significant difference, which is more scientific. The predicted performance of each model was accurately evaluated, and the results are shown in Figure 14. It can be seen in Figure 4 that the McNemar test p values of the FCM-SVM and the other four models are all
Table 6: 2015–2018 inward investment situation table.

<table>
<thead>
<tr>
<th>Report date</th>
<th>2018-12-31</th>
<th>2017-12-31</th>
<th>2016-12-31</th>
<th>2015-12-31</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed assets</td>
<td>1,769,954,205</td>
<td>1,607,798,554</td>
<td>1,479,246,234</td>
<td>1,812,379,068</td>
</tr>
<tr>
<td>Construction in progress</td>
<td>126,291,398</td>
<td>146,943,581</td>
<td>346,179,321</td>
<td>477,054,653</td>
</tr>
</tbody>
</table>

Table 7: Table of inward investment growth rate, etc.

<table>
<thead>
<tr>
<th>Report date</th>
<th>2018-12-31</th>
<th>2017-12-31</th>
<th>2016-12-31</th>
<th>2015-12-31</th>
</tr>
</thead>
<tbody>
<tr>
<td>R&amp;D spending</td>
<td>1,769,954,205</td>
<td>1,607,798,554</td>
<td>1,479,246,234</td>
<td>1,812,379,068</td>
</tr>
<tr>
<td>Other expenses</td>
<td>253,881,787</td>
<td>422,147,331</td>
<td>253,623,080</td>
<td>94,058,499</td>
</tr>
<tr>
<td>Growth rate</td>
<td>9.57%</td>
<td>−4.36%</td>
<td>−18.15%</td>
<td>5.36%</td>
</tr>
</tbody>
</table>

Table 8: 2015–2018 foreign investment situation table.

<table>
<thead>
<tr>
<th>Report date</th>
<th>2018-12-31</th>
<th>2017-12-31</th>
<th>2016-12-31</th>
<th>2015-12-31</th>
</tr>
</thead>
<tbody>
<tr>
<td>Available for sale of financial assets</td>
<td>197,197,037</td>
<td>38,245,830</td>
<td>5,853,340</td>
<td>35,678,420</td>
</tr>
<tr>
<td>Long-term equity investment</td>
<td>3,079,630,695</td>
<td>2,966,950,050</td>
<td>793,382,049</td>
<td>232,547,310</td>
</tr>
<tr>
<td>Investment real estate</td>
<td>856,127,717</td>
<td>893,389,082</td>
<td>600,607,506</td>
<td>620,933,753</td>
</tr>
</tbody>
</table>

Table 9: 2015–2018 profitability change table.

<table>
<thead>
<tr>
<th>Report date</th>
<th>2018-12-31</th>
<th>2017-12-31</th>
<th>2016-12-31</th>
<th>2015-12-31</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROA</td>
<td>−0.76</td>
<td>6.9</td>
<td>14.51</td>
<td>2.53</td>
</tr>
<tr>
<td>Cost and expense margin</td>
<td>−0.82</td>
<td>14.72</td>
<td>24.76</td>
<td>5.22</td>
</tr>
<tr>
<td>Operating profit margin</td>
<td>−0.84</td>
<td>13.27</td>
<td>21.43</td>
<td>1.77</td>
</tr>
<tr>
<td>ROE</td>
<td>1.25</td>
<td>11.87</td>
<td>24</td>
<td>6.36</td>
</tr>
</tbody>
</table>
less than 1%, indicating that the significance of the FCM-SVM and the other four models is proved by the significance test with a significance level of 1%. There are significant differences between performance.

In summary, under the four kernel functions, the prediction performance of the FCM-SVM model is better than that of the SVM model, especially that the FCM-SVM model under the Gauss radial basis kernel function has the most superior prediction performance and is also significantly superior. And it is also significantly superior to traditional statistical models and other artificial intelligence early warning models.

4.4. Logistic Model Analysis. Compared with the completion of the efficiency coefficient method, the more important thing is the establishment of evaluation standards, which determine the division of corporate financial risks. Due to the poor flexibility of risk division originally stipulated by the efficacy coefficient method, this article uses five levels to classify financial risks after referring to the previous classifications, namely, nonalert, mild, moderate, severe, and giant, as shown in Table 12.

After the above experimental steps, the statistics of 100 training and test results in each case are as follows and the training and test accuracy is retained two decimal places, as shown in Table 13.

The sample number of companies that have declared bankruptcy or delisting as distressed companies is 32. Four classification models are used to classify financial data. The classification results are shown in Table 14.

To make the results of this paper more convincing, the collinearity test will be carried out after statistical test according to the index system of “asset scale,” and then, the logistic regression model will be established directly after...
standardization and normalization and the tenfold crossover will be carried out. The prediction results are shown in Table 15 and Figure 15.

It can be seen from the experimental results in Table 2 and Figure 5 that the logistic model will be directly established by the financial indicator system that passed the significance test and the collinearity test. The prediction accuracy percentages in T-2, T-3, and T-4 are 90%, 71.25%, and 57.5%, respectively, and on the basis of the addition of corporate governance indicators, the forecast accuracy has improved significantly, followed by 91.25%, 72.5%, and 60% respectively. Compared with the classical logistic experiment results, the logistic regression model established after RS reduction has significantly improved the accuracy of SME financial crisis early warning classification. The prediction accuracy rates in T-2, T-3, and T-4 are 91.25%, 71.25%, 65%, respectively; after adding corporate governance indicators, the forecast accuracy rates are 93.75%, 73.75%, and 66.25%, respectively. That is to say, the logistic regression model is established directly by using the statistical test index system and its prediction accuracy is lower than that of the model based on the RS reduction index system.

4.5. Discussion on the Causes of Financial Crisis. China’s small- and medium-sized listed companies are mostly small and growing small enterprises. Compared with many large enterprises, they have the following characteristics: firstly,
they are small in scale. The small scale of production and operation is the primary feature of small- and medium-sized listed companies that are different from large enterprises. Due to the limited resources necessary for the operation of small- and medium-sized listed companies, such as manpower, material resources, and financial resources, small- and medium-sized listed companies generally have a relatively simple business model, relatively large operational

Table 12: Financial risk warning levels.

<table>
<thead>
<tr>
<th>Warning level</th>
<th>Evaluation interval</th>
<th>Risk profile</th>
<th>Instruction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Giant police</td>
<td>$0 \leq X &lt; 0.3$</td>
<td>Significant risk</td>
<td>The financial situation of the enterprise has fallen to the bottom and is on the verge of bankruptcy, and production and operation are interrupted at any time. Almost all indicators show a negative trend</td>
</tr>
<tr>
<td>Heavy warning</td>
<td>$0.3 \leq X &lt; 0.5$</td>
<td>Greater risk</td>
<td>The operation of the enterprise is difficult, most of the financial indicators are at the lowest value, and it is very likely to face financial risks</td>
</tr>
<tr>
<td>Police</td>
<td>$0.5 \leq X &lt; 0.7$</td>
<td>Less risk</td>
<td>The business is not doing well, some indicators are deteriorating, the overall financial situation is declining, and it may face financial risks</td>
</tr>
<tr>
<td>Light police</td>
<td>$0.7 \leq X &lt; 0.85$</td>
<td>Focus on risk</td>
<td>The operation of the enterprise is almost normal, and individual indicators are abnormal, and there is little possibility of facing financial risks</td>
</tr>
<tr>
<td>No police</td>
<td>$0.85 \leq X &lt; 1$</td>
<td>No risk</td>
<td>The business is operating well, almost all indicators perform well, the financial situation is stable, and there is only a small chance of facing financial risks</td>
</tr>
</tbody>
</table>

Table 13: Financial risk early warning training test situation.

<table>
<thead>
<tr>
<th>Training set/test set</th>
<th>Total training accuracy</th>
<th>Total test accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>8/2</td>
<td>85.08%</td>
<td>73.51%</td>
</tr>
<tr>
<td>7/3</td>
<td>84.97%</td>
<td>73.21%</td>
</tr>
<tr>
<td>6/4</td>
<td>85.16%</td>
<td>73.64%</td>
</tr>
</tbody>
</table>

Figure 13: Performance comparison results of different early warning models.

Figure 14: McNemar test results ($p$ values) for different early warning models.
risks, and relatively low market share. Second is the number. Small- and medium-sized listed companies have low barriers to enter in the market, so the number is large. With the support of the national policy environment, the distribution of small- and medium-sized listed companies and the industries involved have gradually expanded and become an important force in the development of the national economy. Furthermore, ownership is highly concentrated. Most small- and medium-sized listed companies are funded by one or several investors, so the decision-making power is more concentrated and the management decision-making process is faster. Finally, the bankruptcy rate is high. The establishment of small- and medium-sized listed companies in China has fewer restrictions. The operators are mostly individual investors, lack the quality of professional managers, and have less long-term planning. Therefore, they are more sensitive to the development of the economic environment and have relatively weaker ability to resist market risks.

The causes of the financial crisis of small- and medium-sized listed companies can be discussed and analyzed from several aspects: first, the capital structure is...
unreasonable. Small- and medium-sized listed companies are mostly small and emerging enterprises, lack of capital structure and financial risk measurement, have less long-term planning, and have blind investment. In addition, the relative centralization of decision-making power in operation and management increases the risk of overinvestment or underinvestment, resulting in financial risks due to unreasonable capital structure. Second is financing difficulties. There are a large number of small- and medium-sized listed companies in China, which are established quickly, but there are also many small- and medium-sized listed companies that fail. One of the key reasons is the financing problem. Due to the unreasonable governance structure and blind investment of small- and medium-sized listed companies, the financial risk of enterprises is high and investors lack confidence in the investment of small- and medium-sized enterprises, which leads to the financing difficulties of small- and medium-sized enterprises. Once the enterprise capital chain is interrupted, the enterprise will fall into a greater crisis and it is difficult to reverse. Third, the governance structure is unreasonable. Due to the low entry threshold, many investors and corporate managers do not have the quality of professional managers, corporate management is not standardized, the internal management system of employees is not perfect, and the application of financial systems is unreasonable. This series of problems will lead to poor business operations, weak ability to bear risks, and being prone to financial crises. Fourthly, there is a lack of effective financial crisis early warning mechanism. Compared with post-control, precontrol is more effective and cost effective. The operators of small- and medium-sized listed companies lack risk prevention awareness, fail to establish an effective financial crisis early warning system, and fail to find problems in operation in time and take corresponding preventive measures, resulting in frequent financial crises of small- and medium-sized listed companies.

5. Conclusions

This paper takes the small- and medium-sized listed companies in the economic zone as the research object, introduces the fuzzy method into the SVM, constructs the FSVM model, and makes a performance comparison study based on four different kernels. At the same time, it also makes a performance comparison study with the traditional statistical model and other artificial intelligence models. The empirical results show that the FSVM model based on Gauss radial basis function has the best prediction performance compared with the other three kernel functions. At the same time, it is also significantly superior to the traditional statistical model and other artificial intelligence models. Based on the above empirical results, this paper argues that the FSVM model under Gauss radial basis function can most effectively predict the financial crisis of small- and medium-sized companies in China’s economic zone, which can play a good role in maintaining the stable development of the economic zone.

After analyzing the advantages and disadvantages of different stock investment models, this paper chooses the SVM integrated model to study stock selection. According to the defects of the previous SVM integrated model in application, this paper explains the necessity of improving the SVM-integrated model and introduces the variable penalty factor and fuzzy membership degree to improve the traditional SVM integrated model. Finally, a fuzzy dynamic SVM integrated model is constructed, which makes it possible to select different penalty factors for different types of stocks instead of simply dividing them into two equal categories. The model can be directly applied to the prediction of annual return on investment of stocks and improve the application of the SVM in the field of stock investment.

This paper successfully constructed an evaluation index system for wireless network communication and the application of the optimal fuzzy SVM artificial intelligence model. Based on the quarterly report data of 2018 of several small- and medium-sized listed companies in an economic zone, four groups of experiments in different industries were designed with the annual return on investment as the predictive variable. Factor analysis is used for dimensionality reduction. By compiling LIBSVM and running on WEKA, the results of stock selection of the integrated model of the fuzzy dynamic SVM are output. The investment returns of the selected results are higher than the average return of the sample. It is proved that the wireless network communication and optimal fuzzy SVM artificial intelligence model established in this paper can be used for investors to make further investment decisions. Under the Gaussian radial basis kernel function, the prediction accuracy of the FCM-SVM is as high as 86%, which is much higher than that of the FCM of the other three kernel functions. The prediction accuracy of the SVM shows that the FCM-SVM model under the Gaussian radial basis kernel function has the most superior prediction performance in the financial field. Through comparative analysis of the integration of fuzzy dynamic support vector machines and traditional support vector machines, fuzzy dynamic support under different sample sizes is obtained. Compared with the support vector machine integration model, the prediction error of the vector machine integration model has fewer industries and time conditions, which proves that the improvement of wireless network communication and the optimal fuzzy SVM artificial intelligence model is effective. There are still many unresolved problems in the theory and technology of the article, and the consideration of the problems is not comprehensive. But I believe that in the future research life, we will make financial early warning models more widely used and more valuable.
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