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Human gestures have been considered as one of the important human-computer interaction modes. With the fast development of
wireless technology in urban Internet of Things (IoT) environment, Wi-Fi can not only provide the function of high-speed
network communication but also has great development potential in the field of environmental perception. This paper
proposes a gesture recognition system based on the channel state information (CSI) within the physical layer of Wi-Fi
transmission. To solve the problems of noise interference and phase offset in the CSI, we adopt a model based on CSI
quotient. Then, the amplitude and phase curves of CSI are smoothed using Savitzky-Golay filter, and the one-dimensional
convolutional neural network (1D-CNN) is used to extract the gesture features. Then, the support vector machine (SVM)
classifier is adopted to recognize the gestures. The experimental results have shown that our system can achieve a recognition
rate of about 90% for three common gestures, including pushing forward, left stroke, and waving. Meanwhile, the effects of
different human orientation and model parameters on the recognition results are analyzed as well.

1. Introduction

Gesture is a common visual body activity that contains a rich
content of indications. Unlike physical device-based control
methods, gesture control does not require specific devices
for smart home applications such as keyboards, mice, and
remote controller. Nowadays, human gesture is becoming a
promising indication for human-computer interaction due
to the contactless and device-free characteristics for many
Internet of Things applications [1].

In traditional gesture recognition systems, a variety of
sensing devices such as high-resolution cameras and various
sensors have been proved to be able to recognize gesture
activities [2]. But these sensing devices have great limitations
in installation difficulty, privacy security, and installation
cost [3]. In contrast, wireless signal gradually becomes a very
attractive carrier for gesture recognition. Because with the
advent of the urban Internet of Things, Wi-Fi devices will

become ubiquitous, and Wi-Fi signals also spread through-
out the home environment [4]. Wireless signals do not need
to be received in the range of sight and can easily penetrate
walls, so Wi-Fi has the advantages of easy deployment and
low cost in activity recognition [5].

Therefore, Wi-Fi is easy and inexpensive to deploy for
motion recognition. At the same time, the gesture recogni-
tion based on Wi-Fi signal can also realize the gesture recog-
nition in a more private way without strong user perception,
and the security of privacy is also guaranteed.

In the nineteenth century, the famous physicist Fresnel
proposed the Fresnel zone model, which is widely used in
the field of optical wave dynamics to explain the interference
and diffraction of light. With the development of wireless
sensing, researchers found that the propagation of radio fre-
quency signal can also be explained by the Fresnel zone
model. Different gestures will crossdifferent Fresnel zone at
different angles and speeds, so the interference is also
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different, and the final CSI sequence is also different. This
provides a theoretical basis for identifying different gestures
through the CSI sequence of Wi-Fi devices.

2. Related Works

The gesture recognition based on the wireless signal of com-
mercial Wi-Fi devices can be roughly divided into two cate-
gories, one is the early RSS-based system, and the second is
the more popular CSI-based system at present.

In 2015, Abdelnasser et al. proposed a gesture recogni-
tion system WiGest [6]. The system identified five gestures
by analyzing received signal strength (RSS) changes. The
recognition rate reaches 87.5% when using a single wireless
access point and more than 96% when there are multiple
wireless access points. However, RSS can only get a value
of overall signal change in measurement, so the RSS-based
perceptual recognition system can only identify some
coarse-grained human activities. In 2010, Halperin et al.
from the University of Washington, in collaboration with
Intel, released a tool called CSITOOL based on the Intel
5300 network card [7]. This tool provides a method to
extract CSI values from commercial Wi-Fi devices on Linux
systems. Since then, passive sensing technology based on CSI
of commercial Wi-Fi devices soon became a research hot-
spot in wireless sensing. In 2018, Yu et al. from Nanjing Uni-
versity proposed a QGesture gesture recognition system [8].
This system separates gesture movements from the daily
environment by modeling the amplitude and phase changes
in CSI with the direction and distance of gesture move-
ments. The system finally achieves more than 90% recogni-
tion rate in the presence of multiple interfering daily
activities. Jiang et al. at the State University of New York at
Buffalo, USA, proposed an EI framework for device-free
activity recognition based on deep learning techniques [9].
The core module of the EI framework is an adversarial net-
work, which consists of three main components: feature
extractor, human activity recognizer, and environment dis-
criminator. The EI framework removes the environmental
information contained in the activity data in the process of
integrated learning, and the recognition rate reached more
than 90% [10]. Zheng et al. of Tsinghua University proposed
a gesture recognition system called WIDAR3.0 in 2019 [11].
This system adopts an environment-independent signal fea-
ture—velocity spectrum BVP in human body coordinate
system. It applies time-frequency analysis to CSI sequence
to estimate Doppler frequency shift profile, restores BVP
sequence, and realizes crossdomain gesture recognition. Its
intradomain recognition rate for pushing, waving, and other
activities reaches 92.7%, and the crossdomain recognition
rate reaches between 82.6% and 92.4%.

It is not difficult to see from the above; using channel
state information for behavior recognition has become the
mainstream scheme in the field of wireless perception.
Moreover, the behaviors that can be identified through CSI
gradually shift from coarse-grained daily activities such as
falls and walking to fine-grained actions such as gestures
and gaits. In this paper, we proposed a gesture recognition
system based on the CSI of Wi-Fi devices. The main content

of our paper is structured as follows: in Section 2, we out-
lined the basic content of the system design. In Section 3,
we introduced the Fresnel zone model, discussed the influ-
ence of gesture activity on CSI signal, and finally explained
the characteristics and principles of CSI quotient model. In
Section 4, the principles and steps of the four basic modules,
namely, system data acquisition and extraction, CSI data
preprocessing, gesture feature extraction, and gesture classi-
fication and recognition, were detailed. In Section 5, we
designed the experimental scheme and made a comprehen-
sive analysis and comparison of the experimental results.
In Section 6, we summarized the system design process.

3. The Analysis of Wi-Fi Signals of
Gesture Activities

3.1. Channel State Information of Wi-Fi. CSI estimates the
channel information by representing the channel attribute
of the communication link, which can reflect the influence
of the environment on the signal transmitted from the trans-
mitter equipment to the receiver [12]. CSI can be extracted
from commercial Wi-Fi devices based on 802.11.n protocol.
Wi-Fi equipment adopts multiple-input multiple-output
(MIMO) technology. A communication system consists of
multiple transmitting antennas and receiving antennas.
Therefore, CSI data collected from commercial Wi-Fi
devices include multiple subcarriers on different receiving
and transmitting antenna channels. Each pair of amplitude
and phase of CSI signal describes the state information of
subcarriers.

In a narrowband smooth fading channel, the orthogonal
frequency division multiplexing system in the frequency
domain is modeled as

Y =HX +N: ð1Þ

In the formula, Y and X represent the received signal
vector and the transmitted signal vector, respectively, and
H and N represent the channel matrix and the random
Gaussian white noise vector, respectively. The channel state
information of the subcarrier can be estimated from the
above equation as

Ĥ = y
x
: ð2Þ

It describes the channel gain between the transmitting
antenna of a commercial Wi-Fi device and the receiving
antenna of a network card, where the CSI of a single subcar-
rier is mathematically represented as

h = hj jej∙sin ∠hð Þ, ð3Þ

where ∣h ∣ is the amplitude and ∠h is the phase of each sub-
carrier. CSI-based sensing systems usually use the amplitude
and phase values of CSI to achieve the sensing of action
behavior.
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3.2. The Influence of Gesture Activities on CSI. In this paper,
we design a preexperiment to verify the interference of hand
gestures to Wi-Fi signal CSI sequences. In the case of no
change in the position of the receiving end and the sending
end, the experimenters made two different gestures of push
and clap. The Savitzky-Golay filter is used to smooth the
CSI amplitude, and the final CSI amplitude sequence is
shown in Figures 1 and 2, respectively. Through comparative
analysis, we can draw the following conclusions. Gesture
movements will have an impact on the CSI sequence wave-
form, and different gesture movements have different
impacts on the CSI sequence waveform. These conclusions
provide a theoretical basis for the recognition of different
gestures through CSI sequence.

3.3. CSI Quotient Model. The CSI amplitude extracted in the
actual typical indoor environment has noise due to hardware
defects and environmental interference, which greatly limits
the clarity of CSI data. However, in the recognition of fine-
grained gestures, there is a high requirement for the clarity
of CSI sequence. The amplitude of CSI can be filtered to
reduce some ambient noise so as to restore a relatively regu-
lar CSI amplitude sequence. However, there is a random off-
set noise in the CSI phase sequence that is difficult to
compensate, which completely limits the use of CSI phase
information in monitoring the direction and displacement
of hand movement.

In 2019, Zeng et al. proposed the CSI quotient model to
push the range limit of Wi-Fi-based respiration sensing [13].
This model abandons the CSI value collected by the original
single antenna and takes the quotient of the CSI values
received by the two adjacent antennas at the receiver as a
new metric. Mathematically, the magnitude of the CSI quo-
tient is the quotient of the original CSI magnitude, while the
phase of the CSI quotient is the phase difference of the orig-
inal CSI data.

CSIquotient =
CSIantenna1
CSIantenna2

: ð4Þ

The CSI quotient model is based on the following two
conclusions. (1) For commercial wireless NETWORK
CARDs, the same set of crystal clocks and RF processing
circuits are shared between different antennas on the NET-
WORK CARD, and their amplitude noise is equally propor-
tional. At the same time, the time-varying phase offsets of
different antennas are the same. (2) When the observation
target moves for a small distance, the difference of the
reflected path length between two adjacent antennas can be
considered as a constant.

In order to further compare the difference between orig-
inal CSI and CSI quotient, we conducted a comparative
experiment. During the experiment, the volunteer made a
pushing forward gesture within 1m of the receiving and
transmitting equipment of the receiver and then extracted
the CSI values and CSI quotient amplitude sequences col-
lected on the original two receiving antennas for compari-
son. The amplitude sequence of CSI value is shown in
Figures 3 and 4, and the amplitude sequence of CSI quotient

is shown in Figure 5. It can be seen that the amplitude wave-
form of CSI quotient is obviously better than that of the
other two original CSI values.

From the above analysis and comparison experiments, it
is easy to find that the CSI quotient has more excellent char-
acteristics than the original CSI value. CSI quotient can also
provide better performance addition to the system when
used for gesture recognition. Therefore, the CSI quotient
model is used for gesture recognition in this paper.

4. Design of Gesture Recognition System

4.1. Software Environment. The system is built on personal
laptop. This study uses Python to parse, preprocess, extract
features, and classify CSI gesture data and uses Pycharm as
an integrated development environment for system develop-
ment. Anaconda3 is selected as the interface. Anaconda inte-
grates a large number of Python tool libraries, which is one
of the common development environments for developers.
In terms of data preprocessing, scipy.signal library is used,
which contains common filter functions. In the selection of
neural network framework, the system uses Keras to train
the neural network model. Keras is a commonly used highly
modular deep learning framework. The Scikit-Learn library
in Python is used for machine learning, which integrates var-
ious machine learning algorithms, and is also very friendly in
data preprocessing and classification results visualization.

4.2. Raw Data Acquisition and CSI Extraction. In order to
further verify the stability of the gesture recognition system,
the system also uses raw CSI gesture data from some public
datasets on the basis of self-collected CSI gesture data. The
experimental data source in this system design includes the
gesture recognition data set adopted by the Zheng et al. team
of Tsinghua University in WiDar3.0 in 2019, which is the
original CSI gesture package in multiple scenarios [14]. By
studying the original CSI data of gestures in different scenar-
ios, it provides great help to study the mechanism behind
gestures. At the same time, the WiAr data set released by
Guo of Dalian University of Technology is also used in the
system [15]. The data set includes 30 groups of reference
cases of 16 different activities of 10 volunteers, including ges-
tures such as waving, sliding, and throwing. These data pro-
vide a large number of reliable experimental data reference
for the study of gesture data preprocessing and gesture fea-
ture extraction in this paper.

In the process of actual experiments, phase and ampli-
tude information were used as the comparison for several
times. These experimental results showed that the phase
information of CSI quotient was identified with high recog-
nition rate and stability in the real environments. Therefore,
we decided to use CSI quotient phase information as the
original data for identification of human gestures.

4.3. Data Preprocessing

4.3.1. Filtering and Denoising. The CSI data parsed from the
original CSI packet contains a large amount of noise, which
seriously interferes with the clarity of the CSI sequence
waveform. Although CSI quotient model is adopted in this
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system and a large number of noises have been filtered out,
the amplitude waveform is not smooth enough. Therefore,
the Savitzky-Golay filter is used to further smooth the wave-
form for subsequent feature extraction and classification.

Savitzky-Golay filtering is a filtering method based on
local area polynomial least square fitting for time series sig-
nals. One of the characteristics of the filter is that it can
ensure the basic stability of the signal width while filtering

12.0

12.5

13.0

13.5

14.0

14.5

15.0

15.5

16.0

1 54 10
7

16
0

21
3

26
6

31
9

37
2

42
5

47
8

53
1

58
4

63
7

69
0

74
3

79
6

84
9

90
2

95
5

10
08

10
61

11
14

11
67

12
20

12
73

13
26

13
79

14
32

A
m

pl
itu

de

Sample index

Gesture 1

Figure 1: Amplitude sequence of gesture 1.
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Figure 2: Amplitude sequence of gesture 2.
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Figure 3: The first receiving antenna amplitude sequence.
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out the high-frequency noise in the original signal. Savitzky-
Golay method is used to smooth the CSI data, which can
improve the smoothness of the CSI gesture data sequence
and reduce the interference of environmental noise, so as
to facilitate the subsequent gesture feature extraction and
classification. When the typical peak of the signal is narrow,
the filter has good filtering effect.

The method requires first setting a sliding window of size
n and a fitting order k, where n = 2m + 1, to perform a left-
to-right filtering of the curve before filtering with this win-
dow size. Suppose the original signal is x½r�, where r = 0, 1,
-1, 2, -2… Firstly, the filtering center x½0� is selected, and 2
m + 1 points of each m point around the center are selected
as the primary filtering object. The polynomial fitting of
k − 1 order is used for n data points in the selected window,
as shown in the following formula.

y = 〠
N

k=0
akn

k: ð5Þ

The fitting equation is expressed as a matrix, as the
following.

Y = X∙A + ε: ð6Þ

The least square solution Â of A is

Â = XT∙X
� �−1∙XT∙Y : ð7Þ

The final predicted value obtained Ŷ is

Ŷ = X∙Â = X∙ XT∙X
� �−1∙XT∙Y : ð8Þ

The window slides from left to right on the original sig-
nal, and the data points are fitted sequentially until all data
points are fitted to the end. The fitted CSI data are finally
used for subsequent gesture feature extraction and classifica-
tion recognition.

A comparison between the original CSI data amplitude
sequence and the CSI amplitude sequence filtered by
Savitzky-Golay filter is shown in Figures 6 and 7. Through
image comparison, it can be obviously observed that most
of the noise in the original CSI sequence is removed by
two filtering, and most of the change information of the
original CSI amplitude curve is retained. After filtering, the
CSI amplitude sequence fluctuation caused by gesture can
be clearly identified.
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Figure 4: The second receiving antenna amplitude sequence.
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Figure 5: Amplitude sequence of CSI quotient.
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4.3.2. Segmentation of CSI Stream Data. As shown in
Figure 8, the starting and ending points of gestures can be
determined by detecting the fluctuation of this mutation.

In this system, the sliding window variance comparison
method is used to detect the occurrence of gesture activity,
and the specific implementation process is as follows. Firstly,
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Figure 6: CSI amplitude sequence before denoising.
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Figure 7: CSI amplitude sequence after denoising.
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the window size is set as 10 CSI packets, and the sliding
distance is set as 5 CSI packets. By calculating the variance
of CSI amplitude in each window, a variance sequence can
be obtained. By comparing the variance sequence, the
position where the amplitude of CSI fluctuates greatly
due to the influence of gesture can be detected. It can be
used to roughly identify the beginning and end of each
gesture from the data sequence. It is stipulated that when
the variance of the latter window is three times that of
the former window, gesture activity can be considered to
occur between the two windows. The end of the former
window is recorded as the occurrence point of the activity.
Similarly, the end point of the activity can be found from
the back forward.

4.4. Gesture Feature Extraction

4.4.1. 1D-CNN-Based Gesture Feature Extraction. Convolu-
tional neural network (CNN) is a deep learning structure.
It consists of multiple convolutional layers and pooling
layers combined with each other and is capable of feature
extraction and classification recognition of images, sounds,
and texts [16].

Since CNNs are widely used in the field of image recog-
nition, researchers usually prefer to convert CSI data into the
form of images and use two-dimensional CNNs for image
recognition to achieve the purpose of classification [17].
However, CSI values are a set of one-dimensional time series
data that can be classified and recognized by a one-
dimensional CNN. The one-dimensional CNN has a simpler
structure and fewer parameter settings, so it can save com-
puter resources and time, and is conducive to rapid recogni-
tion of gestures. The basic structure of the 1D-CNN is
shown in Figure 9.

In the convolution layer, the neural network convolu-
tions the segments of the input signal to generate the
corresponding one-dimensional feature map. Various con-
volution kernels extract different features from the input sig-
nal, and each convolution kernel detects the specific features
of all positions on the input feature map to achieve the
weight distribution on the same input feature map. After
the convolution layer, the number of feature maps and the
dimension of data features increases greatly, which makes
the next work difficult. Therefore, the pooling layer is used
here to process the features, reduce the number of parame-
ters, and extract the main features. Through multilayer con-
volution and pooling, the classification results are finally
output through the dense layer, and the classification activa-
tion function is generally set as softmax.

4.4.2. 1DCNN-SVM Model. Based on the RCNN model pro-
posed by Lei [18], this paper does not use the softmax func-
tion to output the results at the end of CNN, but only uses
CNN as a feature extractor and inputs the extracted feature
vectors into the SVM classifier for training and classification.
Girshick and others from Harbin Institute of Technology
applied the model to Chinese text recognition [19], and
Liu et al. applied the CNN-SVM model to classification of
liquids [20], both of which achieved good results. Based on
the above research, this paper uses neural network as a fea-
ture extractor and SVM as a classifier. The CNN-SVM
model is shown in Figure 10.

This paper is always faced with the problems of small
amount of data and difficulty to selecting gesture features.
1DCNN-SVM model is undoubtedly very suitable to solve
the above two problems. SVM classifier can solve the model
overfitting problem caused by the small amount of data to
some extent. CNN is a powerful feature extractor, and
1DCNN can automatically and effectively extract the fea-
tures of CSI gestures [21]. A comparative discussion of the
recognition rate of the 1DCNN-SVM model and the CNN
model alone will be presented in chapter 4 below.

Through the above analysis, this paper finally adopts the
hierarchical structure as shown in Table 1. Regardless of the
additional layers, such as batch normalization and dropout
layers, the network mainly consisted of five convolutional
layers, three pooling layers, one flat layer, and two fully con-
nected layers.

In this paper, the output of full connection layer of one-
dimensional convolutional neural network is put into SVM

Input

Convolution Pooling
Fully

connected Softmax

Output

Class 1
Class 2
Class 3
Class 4

Figure 9: Structure of a one-dimensional CNN.
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Figure 10: CNN-SVM model diagram.
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classifier as feature vector to classify and recognize. There-
fore, the number of neurons in the full connection layer in
the model is the characteristic number of SVM training. By
comparing the system recognition accuracy and training
time under different feature number, the most suitable value
of feature number is 64.

4.5. Design of the Real-Time Recognition System. A set of
real-time acquisition system is designed for the data col-
lected by the self-collected Atheros network card. The
real-time system is divided into the offline stage and the
online stage. In the off-line stage, the basic process of data
acquisition and extraction, data preprocessing, and feature
extraction process classification and recognition are com-
pleted, and the classification model is trained to detect
and classify the collected data. The flow chart is shown in
Figure 11.

To meet the requirements of data volume and real-time,
an unconventional gesture acquisition method is used in this
project for the actual data acquisition process. In the process
of gesture acquisition, the single gesture activity is no longer
stored separately, but the same gesture activity is repeated
many times in a fixed time. The same gesture activity is col-
lected in the same CSI original packet. The gestures are
sliced, and the models are built using these fragments. In

the process of detection, the gestures collected on the scene
are sliced with the same size. Then, each fragment is classi-
fied, and the classification results are determined to return
the final recognition results.

5. Experimental Result and Analysis

5.1. Platform and Data Extraction. In this design, gesture
data samples are collected in two indoor environments.
The first indoor environment is the home environment out-
side the school, and 20 gesture samples of hand waving, push
forward, and stroke are collected. The second indoor acqui-
sition environment is the school dormitory. Here, 20 gesture
samples of hand waving, push forward, and left stroke in
four different directions of the human body are collected
for comparative experiments.

Two TP-Link TL-WDR4310 Wi-Fi routers were used as
signal transceiver devices for data acquisition. The routers
were equipped with Atheros AR9344 network cards, and a
computer was used as the console to control the two routers
for interactive communication for the acquisition of the
original CSI data. The two routers are located at the same
height, 1.5m apart, and the collector is located on the verti-
cal line of the two routers, 0.5m apart from the transceiver
equipment. Human face toward two routers for gesture data
collection.

Table 1: Hierarchical structure of proposed 1D-CNN.

Number Layer name Function Parameter setting

1 Convolutional layer Extracting local features
Number of convolutional kernels: 16

Size of convolutional kernel: 3

2 Pooling layer Spatially dimension reduction
Number of pooling kernels: 16

Size of pooling kernel: 3

3 Convolutional layer Extracting local features
Number of convolutional kernels: 32

Size of convolutional kernel: 3

4 Pooling layer Spatially dimension reduction
Number of pooling kernels: 16

Size of pooling kernel: 3

5~7 Convolutional layer Extracting local features
Number of convolutional kernels: 64

Size of convolutional kernel: 3

8 Pooling layer Spatially dimension reduction
Number of pooling kernels: 16

Size of pooling kernel: 3

9 Flat layer
Realizing the transition from convolution layer

to full connection layer

10 Fully connected layer Output size: 64

11 Fully connected layer Classification and recognition using SVM classifier Output size: 3
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Figure 11: Real-time processing flow chart.
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In this paper, the data collected by two kinds of network
cards are tested simultaneously. The CSI data of Atheros
network card are collected by ourselves, and the data col-
lected by Intel5300AGN network card are from the WiAr
data set published by Guo, Dalian University of Technology
[22–24]. The data of real-time system is collected by Atheros
network card.

5.2. Analysis of Experimental Results

5.2.1. Classification Results Based on CSI Data. In order to
improve the efficiency of data acquisition and data volume,
the data collected by the Atheros network card is classified
by window sliding slice. The window size is set to 2 seconds;
sliding step size is set to 0.2 seconds. Figure 12 shows the
change curves of accuracy and loss during the training pro-
cess, and it can be seen that the model accuracy and loss
tend to smooth out after 10 iterations. Finally, the recogni-
tion rate of three different hand gestures, pushing forward,
waving, and left stroke, can reach up to 92% or more. After
50 times of random division of the data set, the compre-
hensive accuracy of the recognition results is between 85%
and 92%.

The recognition rate for each gesture is shown in
Figure 13, where the recognition rate is 90.1% for the left
stroke, 88.6% for the waving motion, and 97.6% for the for-
ward pushing motion. Among the three different gestures,
the recognition rate of forward pushing activity is the high-
est, and the recognition rate of left stroke and waving activity
is relatively lower. Left strokes and hand wavings are both
right-to-left in physical space, crossing the Fresnel zone sim-
ilarly and having similar effects on CSI. Therefore, it is easy
to confuse the recognition, and the recognition rate is lower
than that of the former.

5.2.2. Classification Results. Due to the limited type and
quantity of gesture data collected by the Atheros network
card, it is difficult to fully detect the stability of the system.
Therefore, the system readapts the CSI data of Intel 5300
network card. The gesture data in WiAr dataset are classified
as a supplement to the correctness of the detection system
[25–27]. Figure 14 shows the curves of accuracy and loss
during the training process, and it can be seen that the
model accuracy as well as the loss tends to be smooth after
10 iterations. The final combined accuracy for the recogni-
tion of the four different gestures can reach up to 94% or
more. After 50 random divisions of the data set, the com-
bined accuracy is between 85% and 94%.

5.3. Experimental Analysis

5.3.1. The Influence of Different Human Orientations on the
Results. In order to explore the influence of different human
orientations on the accuracy of gesture recognition, a com-
parative experiment is set up in this paper. Three different
gesture data are collected in four different directions of the
human body. The final recognition results for the three
gestures are shown in Figure 15. Direction 1 is the direc-
tion facing the transmitter and the receiver connection,
direction 2 facing the receiver, direction 3 back to the

transmitter and the receiver connection, and direction 4
back to the receiver. From the results, we can see that the
recognition rate is lower when on the direction that is fac-
ing the transmitter and the receiver connection, and the
recognition results of the other three directions are basi-
cally similar [28–31].

5.3.2. Comparison of Experimental Results of 1DCNN-SVM
Model. At the same time, the experiment also compared
the performance of separate CNN and CNN-SVM under
the same gesture data set [32]. After 50 comparative experi-
ments, the accuracy of CNN and CNN-SVM is shown in
Figure 16. It can be seen in 50 comparative experiments that
CNN-SVM model is better than the softmax function-
activated CNN model in 43 times, accounting for 86%.
Among them, the average recognition rate of CNN model
using softmax activation classification is 89.8%, and the
average recognition rate of CNN-SVM can reach 91.4%. It
can be seen that CNN-SVM is suitable for CSI gesture data
[33], which can slightly improve the recognition rate of ges-
ture recognition system [34].
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Figure 13: The results of recognition rate of different gestures.
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6. Conclusion

Gesture recognition technology based on the CSI of Wi-Fi
device is an emerging gesture recognition scheme. Com-
pared with the traditional gesture recognition technologies
based on video images and sensors, it has unique advantages
of high privacy and convenient deployment. As a result, the
scheme has great potential for use in smart homes as well as
smart healthcare. In this paper, a gesture recognition system
based on CSI is designed based on Wi-Fi equipment. The
system adapts the CSI data collected on two different Net-
work Interface Cards and also compares the correctness of
system recognition when the human body makes gestures
in different orientations. The Savitzky-Golay filter is used
to reduce the noise and smooth the curve of CSI sequence,
and the sliding window is used to separate the process of
static and motion from CSI, so as to extract the segment of
gesture activity. Then, we build appropriate 1D-CNN model
to achieve gesture feature extraction. Furthermore, we use
the SVM classifier to recognize the gestures and compare
the effect of different kernel functions on the gesture recog-
nition results, then select the appropriate kernel function.
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