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Embedded networking has a broad prospect. Because of the Internet and the rapid development of PC skills, computer vision
technology has a wide range of applications in many fields, especially the importance of identifying wrong movements in
sports training. To study the computer vision technology to identify the wrong movement of athletes in sports training, in this
paper, a hidden Markov model based on computer vision technology is constructed to collect video and identify the landing
and take-off movements and badminton serving movements of a team of athletes under the condition of sports training,
Bayesian classification algorithm to analyze the acquired sports training action data, obtain the error frequency, and the
number of errors of the landing jump action, and the three characteristic data of the displacement, velocity, and acceleration of
the body’s center of gravity of the athlete in the two cases of successful and incorrect badminton serve actions and compared
and analyzed the accuracy of the action recognition method used in this article, the action recognition method based on deep
learning and the action recognition method based on EMG signal under 30 experiments. The training process of deep learning
is specifically split into two stages: 1st, a monolayer neuron is built layer by layer so that the network is trained one layer at a
time; when all layers are fully trained, a tuning is performed using a wake-sleep operation. The final result shows that the
frequency of the wrong actions of the athletes on the landing jump is concentrated in the knee valgus, the total frequency of
error has reached 58%, and the frequency of personal error has reached 45%; the problem of the landing distance of the two
feet of the team athletes also appeared more frequently, the total frequency reached 50%, and the personal frequency reached
30%. Therefore, athletes should pay more attention to the problems of knee valgus and the distance between feet when
performing landing jumps; the difference in the displacement, speed, and acceleration of the body’s center of gravity during the
badminton serve will affect the error of the action. And the action recognition method used in this study has certain
advantages compared with the other two action recognition methods, and the accuracy of action recognition is higher.

1. Introduction

1.1. Background Meaning. In this era of rapid development
of science and technology, computer technology has gradu-
ally spread throughout people’s daily studies, work, and
lives. The development of computer technology is gradually
changing people’s thinking and living habits. As a very key
technology in computer technology, computer vision has a
wide range of roles in artificial intelligence, image process-
ing, motion recognition, and other fields [1, 2]. In this con-
text, the field of sports has also begun to introduce computer
vision technology to analyze and study the wrong action

recognition of athletes in sports training. And with the con-
tinuous improvement of computer technology, there are
increasing methods and models for action recognition.
Bayesian algorithms and hidden Markov models have
always been algorithms and models frequently used in action
recognition-related research.

The basis of wireless LAN is traditional wired LAN,
which is an extension and replacement of wired LAN. It real-
izes wireless communication through wireless hubs, wireless
access nodes, wireless bridges, wireless network card, and
other equipment on the basis of wired LAN. To provide bet-
ter convenience to people’s lives, video surveillance systems
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are now using embedded microprocessors as the platform
for system building, and data transmission is carried out
through the network. The scope is extremely wide, from
the original 4-bit processor, the 8-bit single-chip micro-
computer that is still in large-scale applications, to the lat-
est 32-bit and 64-bit embedded CPUs that are widely
favored. The 32 bits are used in this article. Among them,
the characteristics of embedded microprocessors are as fol-
lows: with strong support for real time and multitasking,
multitasking can be completed, and the interrupt response
time is short, thereby reducing the execution time of internal
code and real-time operating system to a minimum. On the
basis of the existing Internet, video capture equipment is con-
nected to it. Computer vision technology can effectively iden-
tify athletes’ sports training actions by extracting computer
vision features, making it more convenient for researchers
to collect experimental data. And the use of hidden Markov
model and Bayesian algorithm makes it more convenient
for researchers to deal with experimental data, reduces the
complexity of experimental calculations, and improves the
recognition performance of the model. It can be said that
the combination of computer vision technology and sports
training error action recognition research is a breakthrough
in the sports field. It can effectively improve the effectiveness
and accuracy of athletes’ training and can effectively judge
the athletes’ movements, to improve the level and perfor-
mance of athletes.

1.2. Related Work. At present, a number of authors have
conducted studies related to the recognition of incorrect
movements in sports training. Liu et al., to simplify the
feature extraction process of Human Activity Recognition
(HAR) and improve the generalization ability of extracted
features, proposed an algorithm based on multiscale deep
convolutional neural network [3], but the experimental cost
of this method is relatively high. Liu et al. proposed a new
action recognition method that uses 3D skeletal motion data
captured by the Kinect depth sensor [4], but the data collec-
tion process of this method is more difficult. Zhou et al. pro-
posed an effective method that can extract intermediate
features from the Kinect skeleton for 3D human action
recognition [5], but the operation steps of this method are
too complicated. Jaouedi et al. introduced a human action
recognition method based on the fusion and combination
of sequential visual features and moving paths [6], but the
experimental data of this method is incorrect and the results
are unreliable. Li et al. proposed an effective framework that
can recognize actions for the 3D skeletal kinematics joint
model in less calculation time [7], but the experimental data
of this method is too large. Yu et al. proposed a novel action
recognition method based on deep convolutional neural
network- (SP-CNN-) hierarchical pooling [8], but the data
calculation process of this method is too complicated. Cui
et al. proposed a motion recognition method based on depth
features and motion sequences and added depth convolu-
tion information on the basis of motion units [9], but
the experimental subjects of this method are too one-
sided. All above studies have certain shortcomings. Based
on this, we have made certain improvements to the above

studies, constructed a computer vision-based recognition
model for athletes’ sports training errors, and conducted
simulation experiments.

1.3. Innovation of This Article. This article collects data on
athletes’ landing and jumping actions and badminton serve
actions, counts the frequency of errors in landing jump
actions and the displacement, speed, and acceleration of
the body’s center of gravity in the case of success and error
in the badminton serve action, and compares and analyzes
the accuracy of three different action recognition methods.
The innovations of this paper are as follows: (1) using com-
puter vision technology to collect athletes’ sports training
actions, (2) using hidden Markov model to identify and ana-
lyze the collected athletes’ sports training actions, (3) using
Bayesian algorithm to calculate and analyze the analyzed
movements, and (4) using the embedded operating system;
the main research is to optimize the embedded operating
system, improve the operating system for specific applica-
tion scenarios, and increase the support for commonly used
device drivers.

2. Related Techniques of Wrong Movement
Recognition in Sports Training

2.1. Computer Vision and Embedded Wireless
Communication. Computer vision is a fast and economical
nondestructive testing technology [10]; it is an important
branch of motion recognition and image processing technol-
ogy. Computer vision mainly simulates the visual characteris-
tics of humans or other animals through computers and some
other intelligent devices [11]. For example, industrial machine
vision systems, for example, inspection bottles on the produc-
tion line to accelerate through, researched as artificial intelli-
gence and computers or robots, can understand the world
around them. It can use the acquired video image as a medium
to process the video image to obtain the three-dimensional
information in the corresponding environment. It takes the
expression and understanding of the input image as the goal
to study the characteristic information of the image and then
to give a computerized expression of the image content. We
can use computer vision algorithms to design automated aids
for human inspection tasks [12]. Computer vision uses differ-
ent video image acquisition systems to replace the human
visual organs, using it as an input means of visual perception,
and then analyzes and processes the obtained data through the
computer instead of the human brain. The ultimate research
goal of computer vision is to allow computers to recognize
the surrounding environment or objects in the form of human
observation and understanding of the world and have the
ability to adapt to the environment independently, which
can only be achieved through long-term efforts. Therefore,
before realizing the final research goal of computer vision,
we must first establish a vision system that can complete
certain tasks intelligently based on a certain degree of visual
sensitivity and feedback [13]. Energy function refers to the
matter to be clustered as a system, and the degree of differ-
ence between things is regarded as the energy between the
elements of the system. When the energy reaches a certain
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level, the things form a new class, which means that the
system needs to be reclassified.

The development of computer vision has been going on
since the last century; at the beginning, MIT in the United
States obtained three-dimensional structures of polyhedrons
from digital images; through the analysis of two-dimensional
image, the relationship between object shape and space is
established, and the 3D scene information of the object is
obtained. 2D refers to the four directions of left, right, top,
and bottom, and there is no front or back side. The stuff
on a paper can be considered as 2D. It means that there is
only area and absence of volume. After that, some scholars
proposed a computer vision theory different from two-
dimensional image analysis. More specifically, it refers to
the use of cameras and computers instead of human eyes
to recognize, track, and measure objects. The processing
becomes an image that is more suitable for human eyes to
observe or transmit to the instrument for inspection. Active
vision refers to the fact that the vision system allows the
motion of the camera to be defined based on the available
analysis and the current visual requirements, and the respec-
tive picture is obtained from the right angle. Computer
vision has been widely used in all walks of life because of
its advantages such as no contact with the object to be mea-
sured, wide range of observations, long-term observation,
and investigation of experimental objects, and has achieved
many excellent research results [14]. However, with the
current development of computer vision, computer vision
is still in the stage of organizing and recognizing image
information, the analysis and processing of the identified
object are still in the primary stage of research, and there is
not much research related to it. Embedded wireless network
video surveillance system is driven by the development of
these technologies, and it produces an embedded system that
integrates image acquisition, video compression, network
transmission, and other tasks. The embedded network video
surveillance system uses a high-performance MCU com-
bined with a multitasking operating system to form an
embedded application platform. After the hardware device
is connected to the system through a driver in the Linux
operating system, the hardware device will be in the form
of a file Exist, and the system performs various operations
on hardware devices in the form of accessing files. The aim
of image preprocessing in this system is mainly to remove
extraneous messages from images, recover useful and true
messages in images, improve the measurability of pertinent
messages, simplify data to the maximum extent, and thus
improve the reliability of feature extraction, image segmen-
tation, matching, and recognition. Image banalization is
the process of setting the gray value of the pixels in the
image to 0 or 255, that is, the entire image presents an obvi-
ous black and white effect.

2.2. Bayesian Classification Algorithm. Bayesian classifica-
tion algorithm is a classification method of statistics. It is a
class of algorithms that use knowledge of probability and
statistics for classification. The algorithm can be applied to
large databases, and the method is simple, the classification
accuracy is high, and the speed is fast.

Bayesian classification algorithm is an algorithm that
uses probability and statistical knowledge to classify statis-
tical data, and Bayesian model is a model used to process
the prior probability; the final prediction result is the
category with the highest probability. In the process of
probability calculation, the Bayesian formula is an essential
step. Suppose the sample space is Ω, the randomized trial
is E, and A1, A2,⋯, An is a set of event groups of E; for
any event B, when PðBÞ > 0, the Bayesian formula is as
follows:

P Ak ∣ Bð Þ = P Akð ÞP B ∣ Akð Þ
∑n

i=1P Aið ÞP B ∣ Aið Þ , k = 1, 2, 3,⋯, n: ð1Þ

The naive Bayes algorithm is based on Bayes rules. In
many cases, the naive Bayes classification algorithm can be
compared with ensemble learning and K-value nearest
neighbor classification algorithms. Assuming that the attri-
butes X1, X2,⋯, Xn are all conditionally independent of
each other, this hypothesis Y effectively simplifies the
expression formula of PðX ∣ YÞ and the estimated probabil-
ity of the training data. In the case of X = ðX1, X2Þ, there
is a probability formula:

P X ∣ Yð Þ = P X1 ∣ Yð ÞP X2 ∣ Yð Þ: ð2Þ

When X contains n conditionally independent attributes,
under the given hypothesis Y , there is a probability for-
mula:

P X1, X2,⋯, Xn ∣ Yð Þ =
Yn
i=1

P Xi ∣ Yð Þ: ð3Þ

Suppose that Y is an arbitrary discrete-valued variable,
and the attribute X1, X2,⋯, Xn is an arbitrary discrete-
valued or real-valued attribute. For each new instance X
that it is required to classify, assign possible values of Y
and train a classifier that will produce a probability. P rep-
resents the probability of Y taking k possible value, and
the Bayesian rule is

P Y = yk ∣ X1, X2,⋯, Xnð Þ
= P Y = ykð ÞP X1, X2,⋯, Xn ∣ Y = ykð Þ
∑jP Y = yj

� �
P X1, X2,⋯, Xn ∣ Y = yj
� � , ð4Þ

where yj is the sum of all possible values of Y ; assuming
that the characteristics of a given category Y and Xi are
independent of each other, then

P Y = Yk ∣ X1,⋯, Xnð Þ = P Y = ykð ÞQiP X1 ∣ Y = ykð Þ
∑jP Y = yj

� �Q
iP X1 ∣ Y = yj
� � :

ð5Þ
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When Y is the most probable value, it conforms to the
naive Bayes classification rule:

Y ⟵ arg max
yk

P Y = ykð ÞQiP X1 ∣ Y = ykð Þ
∑jP Y = yj

� �Q
iP X1 ∣ Y = yj
� � : ð6Þ

Since the denominator in the formula does not depend
on yk, formula (6) can be simplified to

Y ⟵ arg max
yk

P Y = ykð Þ
Y
i

P X1 ∣ Y = ykð Þ: ð7Þ

2.3. Sport Training. Sports training is an important part of
competitive sports. It can be regarded as a course, a branch
of science, and an academic classification, and its tendency
is generally regarded as a comprehensive operational and
applied discipline [15]. Sports training can improve the level
of sports, and the active implementation of sports training
can find and provide high-quality talent for national compet-
itive sports, which has important practical significance in
sports power [16]. After many years of improvement, the
essence and system of sports training are constantly changing
and progressing. Sports training has changed from the devel-
opment of natural to the stage of development based on
emerging technologies and multiamount of sports training
and started the scientific training stage [17].

Adhering to the principle of physical and mental health
in sports training can improve the health protection of coa-
ches and athletes and avoid physical injury in the process of
sport. This can not only help athletes maintain a healthy
physique and follow regular sports training arrangements
but also help athletes improve their wrong movements in
sports training, improve their sport level, and create good
competition results [18]. In sports training, the sports load
borne by athletes will affect the effect of sports training.
Proper exercise load can make the fitness of the body stron-
ger. Once the exercise load is too low, it will not allow the
body to achieve a certain level of energy and cause a stress
reaction so that the training is invalid; when the load exceeds
a certain level, the function of the body will be adversely
affected, endangering the health of athletes [19]. The key to
the successful innovation of sports training technology and
tactics is to understand the development law of sports train-
ing technology and tactics. The innovation of organizational
form can make the coaches’ knowledge diversified, give full
play to the collective wisdom, formulate a more scientific
sports training plans, and improve the performance of sports
training. The structural elements of sports training include
training basis and preparation, training operation, and train-
ing support. The structure of sports training is the special
relation between the elements of the training system,
strengthening framework of the training system, and an
open system.

2.4. Action Recognition. The banalization of the image is
conducive to the further processing of the image, which
makes the image simpler, reduces the amount of data, and

can highlight the contour of the region of interest. The
research of sensor network node system is the basis of
large-scale sensor network research. The design and imple-
mentation of the node system greatly affect the function,
performance, and investment cost of the entire network.
Whether it is the traditional feature extraction method or
the feature extraction method based on wavelet decomposi-
tion, it is necessary to manually design features for specific
problems. Traditional image feature extraction is generally
divided into three steps: preprocessing, feature extraction,
and feature processing; and then, use machine learning
methods to classify features and other operations. These fea-
tures are not universal when the scene changes or the target
performs different actions [20]. The main task of action rec-
ognition is to analyze the collected picture or video, identify
the action sequence in the picture or video, use the computer
to process the action in the video image, and finally achieve
the purpose of positioning, tracking, and identifying the tar-
get in the video image through the computer. Video image
processing system is a system that processes video images
based on image processing algorithms. Action recognition
is an important and challenging task, which is caused by
the different styles and durations of executed actions [12].
Many action representation methods have been proposed
to improve the performance of action recognition [21]. Since
action sequences can be regarded as 3D objects in spacetime,
we solve the problem of action recognition by recognizing
3D objects and characterize 3D objects by the probability
distribution of local spatiotemporal features [22, 23]. Judg-
ing from the current research status, motion recognition
technology can only collect human contours or movements
based on the background environment that people set in
advance or under the background of certain unfavorable fac-
tors, obtain the information and characteristics that we are
interested in, and finally use a certain method or model to
perform the final action recognition of the human body. In
computer vision, action recognition refers to the action of
classifying the actions present in a given video, and action
detection involves locating the action of interest in space
and/or time .

There are many methods of action recognition, includ-
ing the following: (1) the method based on template match-
ing, whose basic idea is to match the template to be
classified with the template of known categories and realize
the classification of the unknown categories through the
similarity measurement between templates. (2) Based on
the generation model method, this method uses the com-
mon probability function to determine the relationship
between the observed attribute values and the action cate-
gory information. (3) The motion recognition method used
in this study is based on the method of generating model.
Different movements need to train different models, and
the parameters of each model can be obtained by learning
the training data. In the process of classification, the fea-
tures to be classified are input into the model of each cate-
gory trained in advance, the matching degree with each
model is calculated, respectively, and the matching category
is selected as the category attribute of the action to be
performed.
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3. Construction of Recognition Model of Wrong
Movement in Sports Training

3.1. Data Acquisition. In this experiment, 12 members of a
sports team were selected as the test objects; firstly, com-
puter vision technology is used to collect the movement
training action of the test object, and then, the hidden Mar-
kov model is used to recognize the video data; finally, the
Bayesian algorithm is used to calculate and analyze the iden-
tified data and evaluate the experimental data. The basic
information of the 12 test objects is shown in Table 1.

According to the data in Table 1, we can see that the dif-
ference between the maximum height and minimum height
of the team’s 12 athletes is 5 cm, the difference between the
maximum weight and the minimum weight is 3 kg, the
difference between the maximum age and the minimum
age is 4 years, and the difference of body mass index and
training years is not big. Therefore, the influence of individ-
ual factors on sports training can be ignored.

3.2. Construction of Action Recognition Model. The action
recognition model used in this experiment is a hidden Mar-
kov model, which enables us to guess the most likely next
state through the apparent state, and is widely used in speech
recognition, artificial intelligence, and action recognition.
Hidden Markov model is a statistical model, which is used
to describe a Markov process with hidden unknown param-
eters. The difficulty is to determine the hidden parameters of
the process from the observable parameters. Hidden Markov
model is composed of five parameters, which can be repre-
sented by five tuples or three tuples. There are five elements
to determine five tuples: initial probability matrix, state tran-
sition matrix, observation probability matrix, number of
states, and the number of observations corresponding to
each state. In the representation of triples, the last two points
are removed and the first three points are used to represent
our model. Suppose Q is the set of hidden states and S is the
set of possible observations corresponding to the hidden
states, n and m in formula (8) denote all possible cases:

Q = q1, q2,⋯, qnf g, S = s1, s2,⋯, smf g, ð8Þ

X = x1, x2,⋯, xTð Þ, Y = y1, y2,⋯, yTð Þ: ð9Þ

The state transition probability matrix of the model is as
follows:

A = aij
� �

N×N , ð10Þ

aij = P xt+1 = qj ∣ xt = qi
� �

: ð11Þ

The observation probability matrix of the model is as
follows:

B = bj kð Þ� �
N×N , ð12Þ

where bjðkÞ is the probability of generating observation
sk under the condition of state qj at time t:

bj kð Þ = P yt = sk ∣ xt = qj
� �

: ð13Þ

π = πi is the probability vector of the initial state,
where πi is the probability of being in state qi at t = 1:

πi = P x1 = qið Þ: ð14Þ

Therefore, the three elements of the hidden Markov
model are as follows:

λ = A, B, πð Þ: ð15Þ

3.3. Human Motion Analysis Method Based on Sports
Energy Flow. Motion energy flow is a time-domain differ-
ence detection algorithm based on image spatial features.
When using this method, we first extract the spatial features
of the moving image. Let the human moving image beM, the
two-dimensional Gaussian function of the standard devia-
tion δ is GðδÞ, the symbol ∗ represents the convolution oper-
ation, and the image M can be decomposed into d scale
Laplacian pyramid description operator:

SL Mð Þ ∣ 0 ≤ L ≤ df g: ð16Þ

When L = 0, for SLðMÞ,

SL Mð Þ =M −M ∗G δð Þ: ð17Þ

When L > 0, for SLðMÞ,

SL Mð Þ =M ∗G δL
� �

−M ∗G δL+1
� �

: ð18Þ

Table 1: Basic information table of test objects.

Number
Height
(cm)

Body weight
(kg)

Age
Body mass

index
Training
years

1 180 73.3 18 22.4 6

2 177 73 22 23 7

3 182 75 19 22 7

4 182 72 20 21.5 9

5 179 73 22 21 9

6 181 75 21 20 7

7 180 74 18 20.5 6

8 178 74.5 19 22 8

9 176 72.8 18 21 7

10 181 72.7 19 21.6 7

11 177 73.4 20 23 8

12 182 74.1 20 23.3 8
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The Laplacian pyramid feature of any pixel ðx, yÞ in the
image can be expressed as

SL Mð Þ =GL −GS
L+1, ð19Þ

GS
L+1 x, yð Þ =〠

i,j
Y i, jð ÞGL x + i, y + jð Þ, ð20Þ

where S represents the height, L represents the length, i
represents the increase in the x component, and j represents
the increase in the y component.

Gs+1 x, yð Þ = GL
S 2x, 2yð Þ: ð21Þ

Yði, jÞ in the formula is a Gaussian function. On the L
scale, the following energy conversion function is further
established for the Laplacian pyramid feature SLðMÞ through
a logarithmic function:

TL Mð Þ = ln ∣SL Mð Þ∣G δL+1
� �

: ð22Þ

After energy conversion, since the value of ∣SLðMÞ ∣ in
many pixels is 0, s ∣ SLðMÞ ∣ in formula (21) has

SL Mð Þj j =
SL Mð Þj j, SL Mð Þ ≠ 0,
1, SL Mð Þ = 0:

(
ð23Þ

Then, use the exponential function to construct the
energy conversion map:

FL Mð Þ = ∣SL Mð Þ∣QL Mð Þ, ð24Þ

QL Mð Þ = eλTL Mð Þ, ∣eλTL Mð Þ − eλρ∣ > ε,
0, other:

(
ð25Þ

λ is the adjustment operator, and ε, ρ is the infinitesimal
and image quality parameters, respectively.

4. Simulation Analysis of Wrong Action
Recognition in Sports Training

4.1. Athlete Wrong Action Recognition. The 12 athletes of the
team were recognized for landing and jumping movements,
and the types of wrong movements of the athletes as well as

Table 2: Error action statistics table.

Number of
people

Total error
frequency

Personal error
frequency

KV 8 58% 45%

FDOL 9 50% 30%

KLA 11 33% 28%

JF 6 25% 15%

TF 5 17% 10%

JA 6 15% 6%
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Figure 1: Knee flexion angle problem and the frequency of errors.
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Figure 2: Error action recognition statistics chart.
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the frequency of various wrong movements and the number
of mistakes were counted. The types of known wrong actions
include knee valgus (KV), distance between feet when land-
ing (FDOL), knee flexion problem (KLA), joint flexion prob-
lem (JF), trunk flexion problem (TF), and joint angle
problem (JA). Table 2 shows the final statistical results of
the wrong actions of the 12 athletes.

As shown in Figure 1, the team has the largest number of
knee bending problems, but the frequency of errors is rela-
tively small. Knee valgus occurred most frequently in all
wrong actions, and the frequency of personal errors reached
45%.

According to the data in Figure 2, we can see that the
number of athletes who made mistakes in the knee bend
angle problem in the landing jump of the team reached 11
people, the largest number of all wrong action categories.
The frequency of the team’s wrong actions was concentrated
in the knee valgus, the total frequency of errors reached 58%,
and the frequency of personal errors reached 45%.

As shown in Figure 3, the team landing distance problem
also appeared more frequently, with a total frequency of 50%
and a personal frequency of 30%. It can be seen that athletes
should pay more attention to the problems of knee valgus
and the distance between feet when they are training.

As shown in Figure 4, the athletes’ performance in injury
prevention training plays a very critical role in the training
effect. F11 injury prevention training intervention was con-
ducted for young athletes. It was found that athletes with
high obedience ability had a 35% lower injury risk than
those with medium obedience ability. The subjects’ compli-
ance and execution were very good.

As shown in Figure 5, the asymmetry of landing on both
sides is mainly due to the inconsistent landing time on both
sides or the two feet are not parallel when landing. The rea-
son for this imagination may be related to morphological
asymmetry or functional asymmetry. Morphological asym-
metry of the lower limbs is a common phenomenon. There
may be differences in morphological indicators of lower
limbs on both sides of athletes. For example, there are cer-
tain differences in leg length, foot height, and foot length
on the left and right sides.

4.2. Characteristics of the Athlete’s Body Center of Gravity
during Sports Training. As shown in Figure 6, in the landing
buffer of an emergency stop jumper or a stride jumper, the
knee joint needs to generate a certain moment to buffer
the ground reaction force. The moment generated by the
knee joint is opposite to the moment of the ground reaction
force, thus ensuring balance during landing. However, in
this process, the quadriceps muscle generates a moment
and causes a forward shearing force on the end of the tibia.
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Figure 4: Effect of athlete execution degree on training effect in
preventive training.
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Excessive movement of the knee joint in the sagittal plane
will increase the shearing force of the knee joint.

Calculate the characteristic data of the displacement,
speed, and acceleration of the body’s center of gravity of
the athletes of the team during the exercise training action
of the badminton serve stage. The final statistical results
are shown in Table 3.

According to the data in Table 3, we can see the charac-
teristic data of the center of gravity of the athlete after suc-
cessfully completing the movement. It can be seen from
the table that from the beginning of the movement to the
swing stage, the displacement of the athlete’s body center
of gravity has been increasing, and the speed of the vertical
hit is the largest and the acceleration is the smallest. To
better analyze the data in the table, we convert the data into
a graph form, and the final result is shown in Figure 7.

According to the data in Figure 7, we can see that when
the athlete’s sports training action is successful, the maxi-
mum displacement value of the athlete’s body, center of
gravity during swing is 1.82m, and the maximum speed of
the body’s center of gravity during vertical shooting is
1.58m/s; the maximum acceleration of the body’s center of
gravity during swing is 1.66m/s2. Then, statistics character-
istic data of the displacement, speed, and acceleration of
the body’s center of gravity when the athletes make mistakes
during the exercise of the badminton serve stage. The final
statistical results are shown in Table 4.

According to the sentences in Table 4, we can see the
characteristic data of the body’s center of gravity after the
athlete has made a mistake. From the data in the table, we
can see that the displacement of the body’s center of gravity
has been increasing, but the athlete’s body’s center of gravity
velocity is the smallest and the acceleration is the largest
when hitting vertically. We converted the table into a graph
to facilitate the analysis of the data, and the final result is
shown in Figure 3.

According to the data in Figure 8, we can see that, in the
case of an athlete’s movement training mistakes, the maxi-
mum displacement value of the athlete’s body center of grav-
ity when vertical shooting is 1.51m, the maximum speed of
the body’s center of gravity at the beginning of the exercise is
0.53m/s, and the acceleration of the body’s center of gravity
is 1.64m/s2 when swinging. Combining the data in Figures 7
and 8, we can see that there is little difference in the displace-
ment of the athletes in the case of a successful serve action
and a fault in the serve action, but there is a larger difference
at the beginning of the movement and when the ball leaves
the hand.

4.3. Accuracy Comparison of Action Recognition Models. To
show that the action recognition method used in this
research has certain advantages in action recognition, this

Table 3: Characteristic table of body center of gravity after
successful action.

Displacement Velocity Acceleration

Movement start 0.36 0.28 1.19

Ball off hand 0.95 0.31 1.43

Vertical shot 1.64 1.58 0.91

Swing 1.82 0.84 1.66
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Figure 7: A statistical chart of the results of the characteristics of
the body’s center of gravity under the successful action.

Table 4: Body center of gravity characteristics after failed action.

Displacement Velocity Acceleration

Movement start 0.65 0.53 1.06

Ball off hand 1.21 0.48 0.49

Vertical shot 1.38 0.25 1.51

Swing 1.64 0.47 0.45
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Figure 8: A statistical chart of the results of the characteristics of
the body’s center of gravity under the athlete’s action error.
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research compares and analyzes the action recognition
method used in this paper with deep learning-based action
recognition and muscle signal-based action recognition and
counts 30 experiments. The accuracy of the action recogni-
tion of the next three methods and the final results are
shown in Table 5.

To observe the changes in the data more intuitively,
we converted the data in the table into a graph for analy-
sis, and the final result is shown in Figure 9. According to
the data in the figure, we can see the accuracy of action
recognition of different action recognition methods after
30 experiments. According to the data in the table, we can
see that the accuracy of the action recognition method used
in this article is more than 90% after several experiments,
and the more the number of experiments, the higher the
accuracy. Among them, the electromyography signal
(EMG) is the superposition of the action potential of the
motor unit in many muscle fibers in time and space. Surface
electromyography (SEMG) is a comprehensive effect of
superficial muscle EMG and nerve trunk electrical activity
on the surface of the skin, which can reflect neuromuscular
activity to a certain extent.

According to the data in Figure 10, we can see that the
accuracy of the motion recognition method used in this arti-
cle has reached more than 90% in motion recognition, and
the accuracy of the other two methods is less than 90%
before the experiment performed 20 motion recognitions.

And the accuracy is lower than that of the method used in
this article. Therefore, the action recognition method used
in this article has certain advantages in action recognition.

5. Conclusions

From the current development point of view, although
motion recognition has been developed to a certain extent,
it is still far from the expected goal. Nowadays, most of the
researches in the field of motion recognition are still in the
stage of simple action and simple background. Increasingly
advanced recognition models and algorithms must be pro-
posed and tried if we want to realize the accurate recognition
of complex actions in a complex environment and finally
realize the artificial intelligence of machines.

In this study, a hidden Markov model based on com-
puter vision is constructed to identify the wrong movements
of athletes in sports training, the computer vision technology
is used to realize the video collection of the athletes’ landing
take-off action and badminton serve action, the hidden
Markov model is used to identify the video data, the error
frequency of take-off and the characteristics of body center
of gravity in each stage of badminton serve action under
the conditions of success and failure were counted, the
Bayesian classification algorithm is used to calculate and
analyze the identified data, and the accuracy of three differ-
ent action recognition methods is compared and analyzed.
The results of this experiment show that athletes should
pay more attention to the problems of knee valgus and the
landing distance of two feet in the landing and take-off
movements. Computer vision embedded in experimental
wireless communication can effectively identify the wrong
actions of badminton players. It realizes the automatic learn-
ing of distinguishing features from the original data. Com-
pared with manual design features, it saves time and
manpower, and the accuracy of estimating the position and

Table 5: Accuracy comparison table.

Method of this
article

Deep learning
methods

EMG signal
method

5 90% 85% 80%

10 93% 84% 83%

15 95% 87% 85%

20 97% 89% 89%

25 98% 94% 93%

30 98% 97% 95%

L-feet
T-frequency
P-frequency
S-Training
K-valgus

J-action
W-action
C-action
R-rate

32%
85%

84%

87%

89%
94%

97%

36%

46%

Figure 9: Action recognition accuracy after 30 experiments.
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behavior of the human body and gestures is significantly
improved. The embedded network can transform the origi-
nal signal into the time-frequency domain for analysis and
can provide information in the time and frequency domain
of the signal at the same time and can describe the original
measurement data from multiple aspects, so it contains
more information. The transport layer considers that
increasing devices will be connected to the network, and
the limitations of traditional wired connection methods are
becoming increasingly obvious. Connecting devices to the
network is the key to the realization of data transmission
and intelligence.

Although the experiment was carried out smoothly,
there are still some deficiencies to be improved in some
aspects. First of all, the experimental data of this study is
not comprehensive enough, and the data analysis of various
movements of athletes needs to be improved. Secondly, the
accuracy of recognition is only considered in the compara-
tive analysis experiment between this method and other
action recognition methods; in the later experiment, we need
to improve the experiment in this aspect and compare and
analyze different methods from different levels. Finally, the
hidden Markov model and Bayesian classification algorithm
can be further improved.
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