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With the rapid increase and complexity of IPv6 network traffic, the traditional intrusion detection system Snort detects DoS
attacks based on specific rules, which reduces the detection performance of IDS. To solve the DoS intrusion detection problem
in the IPv6 network environment, the lightweight KNN optimization algorithm in machine learning is adopted. First, the
double dimensionality reduction of features is achieved through the information gain rate, and discrete features with more
subfeatures are selected and aggregated to further dimensionality reduction and feature dimension of the actual operation.
Secondly, the information gain rate is used as the weight to optimize the sample Euclidean distance measurement. Based on
the proposed measure of the reverse distance influence, the classification decision algorithm of the KNN algorithm is
optimized to make the detection technology better. The effect is further improved. The experimental results show that the
traditional TAD-KNN algorithm based on average distance and the GR-KNN algorithm that only optimizes the distance
definition, the GR-AD-KNN algorithm can not only improve the overall detection performance in the detection of IPv6
network traffic characteristics but also for small groups of samples. As a result, classification has better detection results.

1. Introduction

With the rapid development of computer networks, tradi-
tional IPv4 network addresses have gradually been
exhausted. To alleviate this problem, the birth of NAT tech-
nology has delayed the exhaustion of IPv4 addresses but still
has not fundamentally solved the problem of insufficient
addresses. Next, the generation of the Internet network pro-
tocol IPv6 [1–3] has radically solved this problem, signifi-
cantly increasing the number of IP addresses that can be
used and providing many IP addresses for networks such
as the Internet of Things, as shown in Figure 1.

The difference between IPv6 and IPv4 is not only in
the number of available addresses. There are significant
differences, and the IP datagram headers of the two proto-
col versions are also different. At the same time, protocols
such as ARP have been cancelled in the IPv6 network and
replaced by the NDP protocol. Therefore, to a certain

extent, the two versions are still differences in the IP pro-
tocol. In terms of security, with the rapid development of
IPv6 technology, there are more and more DoS attacks
related to it, and the emergence of IPv6 does not wholly
eliminate DoS attacks [4–6].

For DoS attacks in the network, the network intrusion
detection system (IDS) can detect such hidden network
security risks [7]. IDS can find the changes in the data trans-
mitted on the web to find the abnormal situation in the net-
work in time. However, currently in the network, the
amount and type of traffic are increasing rapidly. Therefore,
IDS based on specific rules may have poor adaptability and
more extended rule matching time when detecting DoS
attacks in IPv6 networks [8].

Aiming at DoS attacks in IPv6 networks, this paper stud-
ies intrusion detection technology and realizes the function
of DoS intrusion detection based on IPv6 networks [9].
The specific contributions are as follows:
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(1) Due to the rapid increase of IPv6 traffic, this paper
reduces the dimensionality of network traffic charac-
teristics to improve the detection efficiency based on
the information gain rate. As a result, it achieves the
effect of “dual dimensionality reduction” for discrete
features [10, 11]. Furthermore, once the realization
of feature selection, discrete type features are par-
tially aggregated, which can further reduce the fea-
ture dimension in actual calculations and improve
the detection efficiency of DoS attacks in IPv6
networks

(2) Use the information gain rate as the weight of the
feature, and use the idea of offset increment average
distance to optimize the decision-making method of
the KNN algorithm to improve the stability of the
KNN algorithm. For example, the GR-AD-KNN
(Information Gain Ratio Average Distance KNN)
algorithm is used for IPv6 DoS intrusion detection,
which optimizes detection performance and reduces
the negative impact of “small group classification
disadvantages”

2. DoS Attack on IPv6

With the rapid development of the network scale, the
number of devices connected to the Internet has sky-
rocketed, and the original IPv4 network addresses have
gradually dried up [12]. Therefore, the birth of the IPv6
network has solved the problem of insufficient addresses
[13], and it is also for the Internet of Things. Moreover,
it has laid the foundation for developing other industries
that require many network addresses. In recent years, the
scale of IPv6 networks has continued to expand [14].
The original purpose was to solve the problem of insuffi-
cient addresses. Therefore, IPv6 networks have not funda-
mentally prevented network attacks from occurring. For

example, in IPv6 networks, DoS attacks are still a relatively
common network intrusion attack [15–17].

Traditional network intrusion detection the software
Snort can detect DoS attacks. The detection rules in the liter-
ature [18] can be supplemented with honeypot technology
logs. However, using many specific rules to detect DoS
attacks in network traffic will reduce Snort and execution
efficiency of intrusion detection software. To solve the prob-
lem of feature selection, literature [19] proposed a feature
selection framework, using support vector machine (SVM)
and particle swarm optimization (PSO), determined the best
detection feature, and realized the effect of DoS attack detec-
tion on IPv6 networks. In the new IPv6 environment, net-
work traffic is increasing rapidly, and DoS attacks have not
disappeared. The amount of IPv6 network traffic is more sig-
nificant than traditional IPv4, and it is necessary to detect
DoS attacks. The time and amount of calculation will also
increase. Therefore, detecting DoS attacks in the IPv6 net-
work should pay attention to the detection performance. It
is necessary to select essential features to reduce the feature
dimension in the detection process as much as possible. Fea-
tures can be used for attack detection, but the impact of dif-
ferent features in the actual detection process is also high or
low. This article should use machine learning methods to
detect DoS attacks on IPv6 networks and use a double
dimensionality reduction method. Features are selected,
and discrete types of subfeatures are filtered and aggregated.
At the same time, the weight of different features is reflected
through the information gain rate, which is used in DoS
attack detection to improve the adaptability and detection
efficiency of the detection system [20, 21].

3. Information Gain

The information gain rate originated from c4.5 algorithms is
used in the decision tree splitting process [4]. The decision
tree algorithm uses the id3 algorithm based on information
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Figure 1: IPv6 network architecture.
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gain, but this will make it easier to choose attributes with
more values [5]. Therefore, in some cases, it is not appropri-
ate to use information gain as a reference indicator for fea-
ture weights. In a decision tree, in general, the attribute
with the more significant information gain rate is closer to
the root node, and the impact of such characteristics in the
classification process is also more critical [22, 23]. Therefore,
this paper uses the information gain rate as an essential eval-
uation index for feature “dual dimensionality reduction” and
uses the information gain rate as the weight to improve the
distance to improve the effectiveness of the classification
algorithm. The information gain rate is based on the original
information gain.

4. KNN Algorithm

The KNN algorithm is one of the commonly used algo-
rithms in machine learning. This algorithm has the charac-
teristics of lightweight classification. SVM algorithm and
random forest algorithm need to be trained based on sam-
ples first. In the network intrusion detection system to detect
DoS attacks, this often requires high timeliness. The KNN
algorithm with fast response capability does not need to
train the classifier before use, so that this algorithm can be
better used for DoS intrusion detection. The implementation
process of the traditional KNN algorithm is as follows: First,
calculate the distance between the point to be measured and
all known types of sample points; second, sort according to
the space; finally, based on the nearest k sample points,
count the number of sample points in each category, and
select one. The class with the most significant number is
used as the classification result of the topics to be tested.
However, for small group sample points, the classification
decision-making disadvantages may occur due to the change
of k value during the classification process. At the same time,
the traditional KNN algorithm has the same number of rea-
sons for the problem of bias in classification decisions [6].

On the other hand, the use of ordinary Euclidean dis-
tance to measure the distance between two points cannot
reflect the importance of different features to a certain
extent. In literature [10], the analytic hierarchy process is
used to assign the feature weights, but the analytical hierar-
chy process may be subject to a certain degree of subjectivity.
Literature [11], based on the information gain rate, gives
weighting the Euclidean distance feature in the KNN algo-
rithm thought. Therefore, in this research, this paper
improves the deficiencies of the KNN algorithm so that the
improved algorithm can be better used for DoS intrusion
detection in IPv6 networks.

5. Intrusion Detection Algorithm

5.1. Feature Selection and Dimensionality Reduction. Based
on IPv6 network traffic, traffic characteristics can be
extracted from it and used to describe changes in network
traffic. Network traffic characteristics can be divided into
discrete features and continuous features according to types.
Among them, discrete features can be divided into discrete
digital features and type discrete features. However, if only

the original features are selected for feature selection, this
is still far from enough. The number of feature dimensions
involved in the calculation may also show explosive growth
in the actual calculation process. In the execution process
of the classification algorithm, the types of discrete features
are all. Therefore, it needs to be converted into 0-1 features,
which will cause the overall number of dimensions of fea-
tures to grow rapidly, which will affect the performance of
classification and detection to a certain extent. As mentioned
before, the traffic in IPv6 networks is growing rapidly, and it
should be as accurate as possible to the final. As a result, the
actual number of features involved in the calculation is
reduced. Therefore, based on IPv6 network traffic character-
istics, it is necessary to reduce the original first-level features
and reduce the dimensionality of the second-level “type sub-
features” in the type discrete features and thus improve the
execution efficiency of later classification.

In this paper, the information gain rate is used as the
evaluation index of feature importance. Based on the
information gain rate, the function of “double dimension
reduction” is realized for the feature. For discrete digital
features, the information gain rate of the feature can be
directly calculated. However, in the continuous type, in
calculating the information gain rate of the feature, it is
necessary to discredit the continuous feature first and then
calculate the information gain rate of the feature [5]. The
following process is the discretization method of the con-
tinuous feature.

5.2. GR-AD-KNN Algorithm. In-network DoS intrusion
attacks, because some attacks occur less frequently, fewer
data can be used for training or detection. On the other
hand, to improve the performance of IPv6 network traffic
DoS intrusion detection, when detecting, a lightweight clas-
sification algorithm should be selected to reduce the time
and space costs caused by training. Therefore, a lightweight
KNN algorithm that does not need to be trained in advance
meets the above requirements.

The traditional KNN algorithm has the problem of
“small group classification disadvantage.” When the k value
is not selected correctly, the algorithm has high sensitivity
and poor stability, leading to misjudgments when classifying
data of small group types. Therefore, this shortcoming needs
to be optimized if you use the KNN algorithm for DoS intru-
sion detection in an IPv6 network. The original KNN algo-
rithm used the core evaluation indicators to classify
samples based on quantity. Although this has a faster detec-
tion speed, it brings the problem of “small group classifica-
tion disadvantage.” In the original KNN algorithm
classification process, the classification algorithm believes
that all sample points have the same value among the most
recent k sample points. Therefore, a large sample size group
will negatively impact a small sample size group during clas-
sification decision-making. In fact, in the classification pro-
cess, points with different distances from the sample to be
tested should have different values in decision-making.
Therefore, this article adopts. The idea of offsetting the aver-
age length of the increment optimizes the algorithm of the
KNN decision-making part.
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On the other hand, in the traditional KNN algorithm,
Euclidean distance is usually used as an index to measure
the distance between two points. Using the idea of the liter-
ature, the information gain rate is used to optimize the
Euclidean distance calculation of the algorithm ways to
improve the influence of essential features and their subfea-
tures in classification decision-making.

In brief, under the condition that the distance between
the point to be measured and the sample point increases at
an equal length, the change in the increment of the reverse
influence is no longer a similar increase; the farther the dis-
tance from the point to be measured is caused by the dis-
tance interval, the more significant the growth of the
reverse influence. Therefore, the farther the distance of the
sample point is, the greater the increased speed of the reverse
influence. This requires the overall consistency of the
“behavior” of the sample points involved in the classification
decision-making process, because issues with a longer dis-
tance will have a more “serious” reverse influence on the
classification of this category due to a more significant neg-
ative impact. Compared with the traditional ordinary aver-
age distance algorithm, the above decision method adds
each type of sample point and set the idea of “holistic
decision-making.” Researchers are proposing various proto-
col schemes [24–28] to maintain integrity, confidentiality,
and security of the information shared among users and
servers.

6. Experiments and Results

The experimental data set selected for DoS intrusion detec-
tion in the IPv6 network is derived from the 10% test set, a
training set of the KDDCUP99 [29] data set; the normal type
samples and the attack type samples related to DoS attacks
are selected. The data specified in this data set features can
be divided into TCP basic features, TCP content features,
and time-based and host-based network traffic features;
therefore, this paper uses this data set to test the algorithm’s
performance. In addition, through analysis, the number of
discrete features in the data set is 9; the number of continu-
ous features is 32. Because the number of samples of some
types of attacks in the network is small, in the experiment
process, this paper retains all small sample groups; based
on the approximate percentage, the approximate ratio is
fine-tuned; from different numbers of samples are randomly
selected from the large sample group as the data set for this
experiment. To verify the classification effect of the algo-
rithm, during the formation of the test set, the sample types
that did not exist in the original training set were deleted.

The experiment is mainly divided into two parts. The
first part is to realize the double dimensionality reduction
of features and calculate the information gain rate of the
first-level and second-level features. When calculating the
information gain rate of the first-level feature to achieve
the dimensionality reduction function, this paper adopts
the continuous type. The average value of each feature and
discrete feature is used as the filtering threshold. In the sec-
ondary non-0-1 discrete subfeature dimensionality reduc-
tion and threshold calculation process, only features with

many subfeatures are subjected to dimensionality reduction
and aggregation operations. For example, in the above data
concentrated, features Service and Flag belong to the cate-
gory of discrete features, and their subfeatures are both 70
and 11, respectively. Therefore, only Service and Flag are
considered.

The dimensionality reduction process of Flag’s subfea-
tures; and the feature Protocol type only has three sub-fea-
tures, so it does not need to participate in the second
dimensionality reduction process. The second part of the
experiment is to evaluate the performance of the GR-AD-
KNN algorithm. In the classification algorithm, in terms of
experimental control settings, this article will only compare
the GR-KNN algorithm with the weighted optimization of
the Euclidean distance and the GR-AD-KNN algorithm.
Ten experiments are performed, respectively, and the aver-
age F1-Score of the ten experiments is recorded for judg-
ment of the optimization of the algorithm. In terms of the
selection of k value, six sets of horizontal control experi-
ments are set up. Finally, to test the overall improvement
effect of selecting sample points on the overall improvement
of the experimental classification results by comparing the
traditional TAD-KNN based on average distance decision-
making.

The classification capabilities of the Traditional Average
Distance-KNN algorithm and the GR-AD-KNN algorithm
are used to count the detection results of attack types with
weak detection capabilities to evaluate the improvement
and stability of the classification performance of the algo-
rithm. In terms of evaluation indicators, we use the F1-
Score indicator to measure the detection performance of
the algorithm comprehensively. Among them, the calcula-
tion method of the F1-Score indicator is as follows:

F1 − score = Precision ∗ Recall
Precision + Recall : ð1Þ

The experiment designed in Section 1 first preprocessed
the experimental data set, thereby transforming 41-
dimensional traffic features into 122-dimensional features.
By implementing one-level dimensionality reduction, the
dimensionality of the features is reduced to 106. Then, we
reduce the dimensionality of the subfeatures of Service and
Flag. Next, we set the size of the parameter bound_number
in the secondary dimensionality reduction process to 5.
Finally, the dimension of the feature that participates in
the classification calculation can be determined to 36. Infor-
mation obtained by analysis, the gain rate can be used as the
weight of different features. Based on Algorithm 1, the sec-
ondary dimensionality reduction of Service and Flag features
will generate other aggregated subfeatures of their respective
categories, namely, subfeatures service_others and subfea-
ture flag_ohters. These two features are in Europe. The cal-
culated weight in the distance is obtained by calculating
the average value of the information gain rate of the subfea-
tures whose class is not selected and the information gain
rate is nonzero.

This paper conducts a control experiment on the GR-
KNN algorithm and the GR-AD-KNN algorithm. It sets up
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six horizontal control experiments with k, respectively [6, 8,
15, 28, 30, 31], and records the experimental results. At the
same time, before the algorithm performance comparison
experiment starts, the data in the two data sets are normal-
ized, respectively. The specific experimental comparison
results are shown in Figure 2.

It can be seen from Figure 2 that the experimental clas-
sification results of the GR-AD-KNN algorithm are better.
At the same time, the GR-AD-KNN algorithm is less sensi-
tive to the value of k, thereby reducing the algorithm’s strict-
ness of selecting the value of k and reducing the factor the
negative impact of excessive sensitivity caused by model
parameter adjustment. On the other hand, this paper com-
pares the detection performance of the traditional TAD-
KNN algorithm based on the average Euclidean distance
and the GR-AD-KNN algorithm. For example, when k is 5,
we conducted three rounds of experiments independently,
and each round of experiments included ten detection
experiments. Finally, the average value of 10 detection
results of F1-Score with Teardrop’s attack type in each game
was counted, as shown in Figure 3.

Through experiments, it can be found that when com-
paring the performance of the two algorithms to detect the
Teardrop attack type, the GR-AD-KNN algorithm has a bet-
ter detection effect for the Teardrop attack type, which can
show that the optimized algorithm can improve the original

detection ability. Therefore, the optimized KNN algorithm
for DoS intrusion detection in the IPv6 network has better
classification results and detection performance.

7. Conclusion

This article uses the IPv6 network DoS intrusion attack tech-
nology as the research background and the information gain
rate. To evaluate the quality of network features, the double
dimensionality reduction method is used to achieve the
effect of feature dimensionality reduction and improve the
classification execution efficiency of the later classification
algorithm. In terms of classification algorithms, this article
will improve the KNN algorithm GR-AD-KNN. The algo-
rithm is used in the field of DoS attack detection. Based on
the weight provided by the information gain rate, making
different characteristics have different degrees of influence
is realized. Based on the idea of the offset increment average
distance, the point to be measured is improved. It is recog-
nized that the effect of different long and short distance sam-
ple points on decision-making is different, and the
algorithm’s stability is improved. The problem of “small
group classification disadvantages” is alleviated. Therefore,
the above research has a better effect on realizing DoS intru-
sion detection in IPv6 network strong theoretical
significance.

Data Availability
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