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The phenomenon of phishing has now been a common threat, since many individuals and webpages have been observed to be
attacked by phishers. The common purpose of phishing activities is to obtain user’s personal information for illegitimate usage.
Considering the growing intensity of the issue, this study is aimed at developing a new hybrid rule-based solution by
incorporating six different algorithm models that may efficiently detect and control the phishing issue. The study incorporates
37 features extracted from six different methods including the black listed method, lexical and host method, content method,
identity method, identity similarity method, visual similarity method, and behavioral method. Furthermore, comparative
analysis was undertaken between different machine learning and deep learning models which includes CART (decision trees),
SVM (support vector machines), or KNN (K-nearest neighbors) and deep learning models such as MLP (multilayer
perceptron) and CNN (convolutional neural networks). Findings of the study indicated that the method was effective in
analysing the URL stress through different viewpoints, leading towards the validity of the model. However, the highest
accuracy level was obtained for deep learning with the given values of 97.945 for the CNN model and 93.216 for the MLP
model, respectively. The study therefore concludes that the new hybrid solution must be implemented at a practical level to
reduce phishing activities, due to its high efficiency and accuracy.

1. Introduction

The term phishing comes from the word fishing with the
way that hackers “lure” victims using a “bait” and “fishes”
for any sensitive personal information [1–4]. Lastdrager [5]
defined phishing as “a scalable act of deception whereby
impersonation is used to obtain information from a target.”
To do so, the hacker uses different approaches either to
beguile targets by a trick or to convey payload through indi-
rect ways in order to get any confidential data from the
unfortunate casualty or even compromise target’s system

[6]. Frequent or spear-phishing attacks could have severe
results for all kinds of victims (simple users and private or
public organizations and states), such as the loss of all types
of personal and confidential information, financial loss and
the compromise of national security [7], and losing trust
[8, 9].

Phishing attempts to nefarious aims such as getting sen-
sitive information by sending bulk emails pretending to be
from an outstanding organization and reputable institution.
Phishers use social engineering and spear-phishing tech-
niques to deploy malware into a given network that steals
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all-important operation data of the organization (Figure 1).
Generally, this phenomenon has shown four principal forms
of acting:

(i) Email-to-email: when a hacker sends an email ask-
ing for personal data from the victim in question

(ii) Email-to-website: when a hacker sends an email
embedded with a phishing web address to the victim

(iii) Website-to-website: when an unfortunate victim
taps on the phishing website through another web-
site or an online advert

(iv) Browser-to-website: when somebody incorrectly
spells an authentic web address and after that gets
alluded to a phishing site that has a semantic simi-
larity to the real web address.

The most used attack is to attract users (using social
engineering techniques) into perfectly designed phishing
websites that look like the original target organizations web-
sites to get personal information from users by filling some
forms. Phishing, including spear-phishing, has become a
severe problem due to its unpredictability. This in turn let
researchers and practitioners strive to find solutions to
defend it or at least to make users aware of the danger of this
phenomenon.

In the first quarter of 2015, CYREN reports 51 percent
increase in phishing attacks [10]. Additionally, APWG [11]
announced an expansion of 5753% of regular phishing
assaults every month over a 14-year period, from 2004 to
2018. In 2015, the most significant part of a billion individ-
ual records was stolen, an expansion contrasted with the ear-
lier year [12]. The Kaspersky Lab reported that phishing in
the financial sector reached an all-time height in 2016 [13].
Also, the FBI has calculated a total loss of $2.3 billion by
scamming business emails the period from October 2013
to February 2016 in USA [14]. Finally, in 2017, the China
Federation of Anti-Phishing website reported that it encoun-
tered 391747 phishing sites and endured a global loss of
around $111 billion from July 2011 to July 2012 [15].

Many techniques, based on different perspectives, were
used to face these kinds of attacks, like blacklisted, lexical,
content, identity, visual similarity, or behavioral features
extraction-based methods. The list of methods is not exhaus-

tive of course; rather, it helps to extract some useful features
about the web page or the URL in question. These listed
methods use either static/dynamic analysis or both of them
(also known as hybrid), which is the case of solution pro-
vided in this study. The static analysis method features
extraction which is performed without executing (loading)
the webpage of URL in the test. After that, a numerical vec-
tor is constructed to compare it with a mathematical prebuilt
model. Then, it is injected into a machine learning or deep
learning classifier to conclude if this URL represents a threat
of phishing or if it is a legitimate one. Alternatively, with
regard to the dynamic analysis, the webpage is loaded at first
before predicting the result. This is helpful because some
source codes of webpages can change after the loading pro-
cess, for example, direct download of some files (drive-by-
download) or generating some additional malicious source
code after clicking to see a video for example.

The phishing phenomenon is a very complex issue to
understand and to analyse since it is a combination of tech-
nical and social ways in which there is no known magical
formula to prevent it from happening or solve it all together.
This gives rise to a need to create smart and practical solu-
tions that should be maintained over time. Many different
methodology-based solutions have been proposed; but they
face one major problem which gives rise to a large number
of false positives (safe web pages that are classified as phish-
ing ones), mainly due to the limitation of such approaches,
for example, depending only on fixed solution such as the
black and white listing method, lack of human intelligence
and experts, and lack of timeliness and scalability. Our ongo-
ing research is aimed at creating a solution that can detect
and prevent advanced and persistent threats using intelligent
techniques for conducting logical rules and deep learning
models that help to update the behavior of the solution using
only the URL of the web page in question.

This study provides an improvised solution based on dif-
ferent kinds of features extraction and a comparative study
considering the use of machine learning and deep neural
network classifier-based models to detect or prevent phish-
ing web pages. The overall process would include the con-
struct of mathematical vector which will be compared to a
prebuilt base mathematical model generally using a classifier
such as machine learning or deep learning models to predict
a particular value from a list of expected values. Its overall

1. Phisher checks targets
through social engineering

3. Targets open the
phishing email

2. Phisher send spear
phising to targets

6. Data extraction ready
to phisher

5. Internal system
compromised

4. Target system
compromised

Figure 1: Phishing general process.
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understanding is initiated by utilizing the URL of the web-
page in the test as the main entrance to our system and clas-
sifying if this URL represents a phishing web page or a safe
one. Each one of those features are categorized by the inclu-
sion of three possible values {-1 “for safe,” 0 “for suspicious,”
and 1 “for phishing”} with the aim of constructing a vector
of discrete values [{-1, 0, 1}…{-1, 0, 1}], corresponding to ½
f 1, f 2, f 3,⋯, f 37�. This vector will be injected and tested
with the model built and get a final result as “1” which rep-
resents that the URL include phishing or as “-1” which rep-
resents the safety of URL as phishing.

To our knowledge, this is the first paper that attempts to
compare the efficiency of the machine and deep learning
models in binary classification. The study is important in
providing the knowledge which serves as a greatest support
for different organizations in escaping or dealing with the
problem of phishing. This may lead in the development of
strong customer base for organizations such as banks. Most
of the organizations lose their valuable data due to the above
discussed problem. In such circumstances, the development
of the innovative solution as provided in this study would
make an important contribution to the organizational indus-
try. In addition, findings of this study will serve as an impor-
tant contribution in the field of information technology, as
highly secured measures for the individual data and infor-
mation may support its users in purchasing and using more
IT-based products. Finally, individuals, i.e., common people
and academics, may significantly benefit from the study, as it
provides detailed knowledge regarding different methods
that may assist users in dealing with the issue.

2. Literature Review

Researches have shown many solutions to extract useful fea-
tures used in phishing detection solutions; the review of pre-
vious studies includes the blacklist, lexical, content, visual,
identity, and behavioral-based methods. The blacklist based
method is a common technique that works with a principal
to check if a domain name of the URL was already black-
listed in some databases by trusted companies like Google
Safe Browsing [16], or some antiviruses. If so, the user will
be warned that this web page is malicious since it is black
listed, leading towards the visibility of unsafe content. Gen-
erally, this technique gives a good accuracy as companies
spend long hours and resources to analyse the domain and
the website directly either by themselves or by a user’s
request.

However, if the domain is in the blacklist database that
does not necessarily mean that the current web page is mali-
cious. One of the fundamental disadvantages of the given
technique is its inability to detect or prevent spear-
phishing (which means a web page that is created for a very
fast purpose and then disappears). This requires permanent
user’s requests and user end experience to analyse web
pages. The technique further depends on the browser or
the tool used to access the web page. Therefore, if this tool
is hacked or not updated, the technique will not be trusted.
In any case, this feature will be used in our system as a first
step, but it will not be considered a trusted feature.

Another method, i.e., the lexical method works to ana-
lyse the lexicography and to find patterns from a URL, such
as its length, the presence of special characters like “@,” “-,”
“//,” or “#,” for example, “http://www.example1.com@
http://www.example2.net” where the user will be automati-
cally redirected to “http://www.example2.net.” The objective
is to hide malicious techniques of redirection like using “@”
or “//” symbols or some abnormal queries like SQL injection
in long URLs [6]. Another example is the use of IP address
instead of the normal domain, in which attackers can change
permanently while eliminating the DNS translator. Gener-
ally, the URL’s string is split into parts to extract the binary
feature for each token in the hostname (delimited by “.”) and
in the path of the URL [17]. There is another kind of features
extraction, which is called the host-based method. It consists
of getting information like WHOIS, AS, and MX numbers.
Features belonging to the host-based methods can be used
with lexical features, as they can answer questions like
“where” the websites are hosted, “who” owns them, “how”
they are managed, and “when” they were created. The given
aspects work as the useful information about the hosts (there
could be multiple) that can be identified by the hostname as
part of the URL. The primary objective of this technique is to
generate a lexical profile of the URL. This can also prevent
new malicious URL from a lexical point of view to detect
them unless the model of this technique is updated in order
to detect new abnormal URL lexical form. It could make a
profiling step for the URL in the test.

The visual similarity method is aimed at detecting tar-
geted legitimate websites directly concerning their visual
appearance. The technique works by identifying the visual
similarity between different webpages. However, in cases
where the phishing websites share similar visual character-
istics with the authentic websites are provided, it verifies
whether or not the URL is on the authentic domain. A
negative response results in the identification of phishing
[18, 19].

In other cases, the image is converted to a text, then it is
used in some search engines and is tried to detect legitimate
and phishing websites with a threshold or the PageRank
[20]. Some of the features in the visual similarity process that
are included in the new system are shown in Figure 2.
Despite of its various advantages, one of the major draw-
backs is that it may take long to load the webpage and is least
effective in improving the accuracy of the existing
methods [18].

Identity-based methods try to detect changes and anom-
alies in resource locations and their digital security, identi-
ties, and timing changes. As an example of digital security
issue, consider the use of HTTPS protocol which means only
that the network traffic is encrypted, while remaining uncer-
tain regarding the authenticity of the digital certificate. Singh
and Imphal [21] define identity-based antiphishing as the
method which works through the validation of both online
entity and user’s identity during the handshake. It integrates
certain credentials by client filtering and sharing technique
leading towards the prevention of phishers from disguising
as the legitimate entity of the website. Another example of
timing issue is the age of the domain; studies integrated
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certain credentials by the client filtering and sharing tech-
nique leading towards the prevention and shortage of
phishers’ use of domain, an average of one year; generally,
trusted and big companies buy domains for several years
[21]. Also, some features can be gathered from the content,
for example, to compare if the server where the information
was filled in forms will be sent to the same server location
disguising as the legitimate entity of the web page or other
location or does it have the same identity or at least the same
domain name or domain’s name servers. URLs typically
contain DNS hierarchical information, i.e., the real IP
address of the domain name and hostname of the server,
the path of directories and the files indicating the location
of the consulted resource on the server. Generally, regular
users read URLs but are not able to know that there is a
DNS hierarchy that can be forged, except using “‘https://.”
Another feature can be collected from those URLs, the age
of the domain for example. Taking for example the crimi-
nology field, the identity-based method provides a profile
for phishers’ identity website.

Following the mutual authentication method, users are
no longer in need to reenter the credentials other than the
initial setup. The profiling step is an important task in the
identity-based method, specifically in cases where the sus-
pect is unknown. However, it is an abstract method because
profiling identities cannot be predictable. However, identity
features can be combined with profiling user’s regular
behaviors while using the Internet [22].

Behavioral analysis tries to identify anomalies in a given
web page after executing it. User behaviors serve as the inte-
gral part of this category. For the first case, phishing web
pages try to change source code after a user reacts to it by
clicking on a particular button or filling forms without pay-
ing attention to the URL [23–24]. The method is also associ-
ated to the content analysis method, like trying to identify if
the web page tries to execute a drive-by-download of mali-
cious files or changing the home page of the browser. How-
ever, user’s poor knowledge of internet surfing may serve as
an excellent opportunity to phishers to use malicious attacks
such as creating forged web pages with just a form and the
other parts of the web page may contain similar images
[25–26]. The above provided discussion is helpful in sup-

porting the development of an authentic solution for phish-
ing related problems.

3. Model and Solution Building

The system formulated in this study utilizes 37 features col-
lected from a related but fine-tuned work using new novel
rules to minimize calculation. For example, if the system
detects a visual similarity from a suspicious URL that con-
tains a known legitimate domain in its domain name, then
it is directly classified as phishing. Also, if the domain was
already blacklisted, then a visual similarity and page weight
should be tested at first, before executing the remaining pro-
cess. The way that these rules are conducted in our system is
novel, but besides presenting this new way of thinking, this
paper further fulfills the purpose of comparing the efficiency
of using machine and deep learning model classifiers in
order to determine which of them can learn better and give
good accuracy and less error rate. To make it clear, the study
provides information regarding the features used and logical
rules conducted to classify a web page from its URL.

In the light of this, four basic requirements are consid-
ered to define the robustness, reliability, and user-
friendliness of the process (Table 1). The requirements
include the following.

3.1. Speed. Since phishing attacks cause considerable mone-
tary damage few times and especially during the first hours
of a phishing attack, the identification of a phish must be fast
to limit the nefarious effects. Commonly, the identification
of phish generally takes place during users’ web surfing or
email consulting. Thus, the detection method must be pow-
erful enough to detect the phishing without affecting the
quality of user’s experience in the form of long-term delay.

3.2. Coverage. Phishing defenses must be able to prevent
against as many vectors as possible, and a perfect phishing
protection method would be able to deal with the several
techniques presented in this section to provide the best
protection.

3.3. Reliability. Phishing protection methods must protect
the user from the most phishing attacks, as described in

Suspicious
web page

Target
web page

Elements to compare:

1-text content
2-background color
3-foreground color

4-border color
5-background image

6-border line
7-border line thickness

8-font family
9-font color

10-image features
11-image position

Figure 2: Visual similarity analysis process in our solution.
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the coverage requirement. However, these must be identified
to contain as low risk as possible to make legitimate commu-
nications. Too many false alarms may badly affect the user’s
experience. In addition, it can cause a loss of confidence in
the protection technique impacting user consideration.

3.4. User-Friendly Process. Methods must be easy to use and
to understand by users. Most users and especially phishing
victims have few technical pieces of knowledge and few
pieces of knowledge of the way phishing attacks are carried
out, explaining why they are trapped. Hence, phishing pro-
tection must consider this parameter and be tailored to be
easily used.

4. Engineering Features

Generally, in the field of classification problem, researches
are based on preprocessed data, which means that the model
can be made for specific purposes, e.g., binary or multiclassi-
fication problem; this can lead to a reasonable accuracy. The
present study develops a model where 20000 active phishing
URLs were collected from the PhishTank [27] platform and
safe 20000 URLs from Alexa [28]. All domain names of
legitimate websites are stored in a database, to analyse if
there are any attempts from phishers to combine their
domain name with some stop words (like sign, recovery,
api, and secure) to lure victims. The dataset of the present
study further involved a model with balanced labels, e.g.,
the number of phishing URLs should be equal to legitimate
websites.

As discussed before, a total of 37 features were extracted
from a URL to build model that will be a good fit to a prob-
abilistic classifier. 85% of the threshold confidence was
determined. However, if the result of the classification is
superior to the given threshold, then the URL in question
will be directly classified as either phishing or benign. In
an alternate case, the classification was determined as fol-
lows: web page was loaded in light honey pot, to find anom-
alies based on predefined monitoring rules, to detect
suspicious behaviors such as clicks, changing the home page
of the navigator. Client’s (victim’s) machine was further
changed by generating malicious files. Any process which

involves forms to be filled with arbitrary information was
also inquired to verify if the web page checks the validity
of that information filled because phishing web pages gener-
ally do not make any verifications on information itself
(because phishers do not have any formal database to com-
pare the content or the structure of information provided
in the target forms). If it is the case of any of those anoma-
lies, then the current web page was classified as phishing.
Finally, the overall process of features extraction was exe-
cuted, and the model was updated. The provided solution
may not be used as an online solution at this moment but
to the researchers’ knowledge and experience, it is complete
and sufficient to achieve such objective, because the
researchers tried to make a stress and meticulous test for
URLs.

Before explaining the nature and number chosen of
extracted features, the technical format of a URL was ana-
lysed as standardized in the RFC 1738 [29], which represents
a resource location available on some server on the Internet.

A URL is defined as follows:
<Scheme >:< scheme-specific-part >
The scheme specifies the resource’s access mechanism or

network protocol communication (example: HTTP,
FTP,…); the scheme selected defines the rest of the URL.
For the HTTP protocol, a URL can be

<http> :// < host >:< port > / < URL_path >
It begins with the domain name or IP address of the

host. At that point, there is a port number to associate it with
and the URL way that gives subtle elements on how the
resource can be accessed to (e.g., http://host.com:80/page);
this figure gives a comprehensive example using the “@”
symbol (Figure 3).

37 trusted features were selected which were divided into
6 categories such as blacklist, lexical mixed with host infor-
mation, content, identity, and visual-based methods. The
given features were utilized in fuzzy logic rules to construct
a binary test vector which was then compared to the prebuilt
model in order to get a probabilistic classification result. The
features are provided by the inclusion of any one of the pro-
vided three values where 1 represents phishing, 0 represents
suspicious, and -1 represents website as safe. Figure 4 and
Table 2 provide the overall development mechanism of the
study model and its schema in the database.

5. Blacklist-Based Method Feature

5.1. Feature 1. Black listed web name VirusTotal API [30]
was used in case where the domain name was already black-
listed. The inclusion of the given software is based on its
ability from different tools such as Google Safe Browsing
and Avira. In cases where at least two antiviruses that con-
sider this domain blacklisted were identified, the following
considerations were incorporated: the feature will get 1 if it
is the case or otherwise -1.

6. Lexical-Based Method Features

6.1. Feature 2. Feature 2 represents the IP (internet proto-
col): this feature evaluates if the current URL uses an IP

Table 1: Comparison of features extraction described based
methods.

Method Speed Coverage Reliability
User-friendly

process

Blacklisted – ++ – ++

Lexical and
host

+ ++ + ++

Content ++ ++ ++ –

Identity ++ - - ++

Visual
similarity

++ + + ++

Behavioral – ++ ++ -

“–” means the requirement is not satisfied; “-,” the requirement is satisfied
in some points; “+,” the requirement is almost satisfied; and “++,” the
requirement is fully satisfied.

5Wireless Communications and Mobile Computing



address instead of a standard domain name. The use of IP
(internet protocol) address restricts hackers to rely on DNS
(domain name system) which is responsible for translating
a domain to its IP address. In addition, hackers can change
their IP permanently without registering it formally to avoid
traceability and identity check. In our system, if the URL
uses an IP address, the feature “is_ip” will have the value
1or it will get -1.

6.2. Feature 3: Lexical Length of URL. Researches showed
that malicious files tend to use large URL, so that ordinary
people do not pay attention to read it carefully; this can be
combined with constructing bad URL format, like the use
“@,” “–,” or “//” symbols, or making bad URL requests to
servers. The given rule is defined as follows: if the length of
the URL is larger than 70 characters “lexical_length_url,” it
will get the value 1; otherwise, if the length is between 50
and 70 characters, it will have the value 0 (0 means suspi-
cious) or -1.

6.3. Feature 4: Use of Shortening Services. The use of shorten-
ing services is a popular approach to avoid the number of
characters limited by some websites. It can be used to redi-
rect a user to another website; it is also useful for ordinary
Internet users, since this provides them the satisfaction when
encountering a short URL. Canfield et al. [25] wrote a paper
to show that the use of shortening may lead to a bad reputa-
tion of URL; also, it is no longer considered a good habit on
cloud services. Internet users feel betrayed, as it is unavoid-
able that many shortening URL services do not analyse the
URL in question. In the dataset of the present study, value

1 is assigned for a URL that comes from a shortening service,
or else -1.

6.4. Feature 5: Inclusion of at (@). The “@” in the path of a
URL redirects to what is on its right position, as shown in
the URL technical specification (see Figure 3). Therefore,
the use of @ symbol is a considerable direct danger, and
hence, it should be regarded as disrespectful to normal inter-
net users. In the dataset of the present study, if the URL in
question uses this symbol, so “has at” will have the 1, or else
-1.

6.5. Feature 6. “Double Slash” (//) Redirect. This works the
same as “@,” but it redirects the user into another web page
in the same domain. Therefore, the feature ‘double slash
redirect’ will get 1 in case of use, or else -1.

6.6. Feature 7: Nonstandard Port (Standard Ports: 21, 22, 23,
80, 443, 445, 1433, 1521, 3306, and 3389). This feature repre-
sents ports used for the most common standard communi-
cation to servers. Its position is just after the domain name
(http://www.example.com.port). Using another port may
lead to unusual communication and interaction. If that
is the case, “non_standard_port” will have the value 1 or
else -1.

6.7. Feature 8: Inclusion of “Minus” (-). The dash/hyphen
symbol is rarely used in legitimate URLs. Phishers tend to
add prefixes or suffixes separated by (-) to the domain name
so that users feel that they are dealing with a legitimate web-
page—for example, http://www.login-facebook.com/. The

Protocol

http://www.mywebsite.com/apparel/skirt.php?sku=123&lang=en&silk@http://new_website.com

Hostname

Domain name URL

Directory Filename Query parameters
Ignore all at left and redirect
to http://new_website.com

Figure 3: URL standard technical structure [29].

Collected phishing
URL data from

Phishtank

Features extraction (BL,
Lexical, Content, Identity,

Visual, Behavioral)
Base

model built

Collected safe URL
data from Alexa

Figure 4: Data collection, feature extraction, and model building.

Table 2: The schema of our model in the database.

URL Feature1 (f 1) Feature2 (f2) … Feature37 (f 37) Result

http://www.example1.com 1 0 … -1 1 (means it is a phishing URL)

http://www.example2.com -1 1 … -1 -1 (means it is safe URL)
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same as above, 1 will be assigned in case if it is used or
else -1.

6.8. Feature 9: Number of “Dots” Present Between the
Domain Name. This feature represents the number of dots
present in the domain name of the URL. For example, in
URL http://www.example.hud.en.ac.uk/students/, “ac.uk” is
called the country-code top-level domains (ccTLD) and
“example.hud.en” is the actual domain name. As the part
of rule, “www.” has been split to count the number of dots
in the domain name (i.e., 2 dots in “example.hud.en”).
Phishers tend to put many subdomains. So, if the number
of dots is greater than 2, “dots_number_in_domain_name”
will get the value 1, and if it contains 2 dots, it will have
the value 0 or else -1.

6.9. Feature 10: Inclusion of “https” in Domain Name. Gener-
ally, browsers show URLs like “http://www.example.com/”
as “http://example.com/.” So, to lure normal internet users,
hackers use the https in the domain name, because https
represents a type of secured protocol communication with
the server. Therefore, if it is the case, “https_in_domain_
name” will have the value 1, or else -1.

6.10. Feature 11: Inclusion of Malicious Form. If a form in
the content of the web page and the server where the infor-
mation will be sent is different from the domain name or at
least the name_servers of the domain name, then “is_mali-
cious_form” will get the value of 1 or else -1.

7. Lexical and Host-Based Method (Abnormal-
Based Feature)

Researches in this study extracted the source code of the web
page without loading the web page itself. Python was used as
a programming language, and Beautiful Soup framework to
extract this source code from URL. This leads to the observa-
tion that the percentage described in some features was ini-
tiated from experience observed from phishing and safe
URLs and not from a specific mathematical calculation.

7.1. Feature 12: Inclusion of Bad Request. The number of
loaded objects on the web page such as images, videos, and
streams was examined. Legitimate web pages generally load
those objects from the same server or at least their name
servers, but phishers tend to put objects from foreign servers
because their techniques aim to use those objects in different
web pages. A fuzzy logic was also conducted where if the
external objects represent less than 25% of the total objects
found, then “bad_request” will get the value -1, else if it is
between 25% and 65%, it will be marked as suspicious, i.e.,
value 0 or else it will get a value of 1.

7.2. Feature 13: Inclusion of Anchor (#). In the source code of
the webpage, redirection to another webpage is represented
by the <a> tag. The number of <a> tags found in the source
code was examined. It was further analysed that if the hyper-
links that were found in this tag are different from the
domain name, then the percentage in the rule “bad request”
will be automatically applied.

Researches indicated that phishers tend to create many
<a> which points to the same web page, because their aims
are not to create a functional website but to get any informa-
tion filled in this web page, and this is done using techniques
like <a href=“#”>, <a href=“#content”>, <a href=“#skip”>,
and <a href=“JavaScript ::void(0)”>. However, the present
study followed the rule, where if the percentage of such tags
is less than 30% of the total of <a> found, then “Anchor” will
get the value -1, or else if it is between 30% and 60%, it will
be considered suspicious, i.e., 0, else the value 1 will be
assigned to it.

7.3. Feature 14: Links of Tag. In HTML (HyperText Markup
Language), it is probable to add some extra information to
the web page by <meta> tags, or some client codes (like
JavaScript) with <script> tags, or <link> to add some extra
resources to the target web pages. So, like Anchor and bad
request features, the study followed a rule where if the per-
centage of those tags that come from a domain name or
name servers other than the domain name in the URL is less
than 18%, “links_of_tag” will get the value -1, or else if it is
between 18% and 70%, then it will be considered suspicious,
or else 1.

7.4. Feature 15: Server Handle Form. This feature represents
the server where information filled in forms will be sent.
Generally, legitimate websites use the same domain or the
same name servers, whereas phishers tend to use other mali-
cious technics such as “about: blank” or “empty” option in
<form> tags used in HTML. So, if this is the case, “server_
handle_form” will be directly marked as phishing, or else if
the server is different from the domain name, then it will
be considered suspicious, or else it will be safe.

7.5. Feature 16: To Email. This feature describes the fact that
phishers send information filled in forms by emails using
“email:to” option in <form> tag, which is very suspicious.
If this is the case, the feature will be marked as phishing or
else safe.

7.6. Feature 17: Abnormal Structure. Legitimate websites
generally use the same identity in the domain name and
URL in the request; the identity can be gathered using
WHOIS information. This is not the same for phishers
who try to hide their identity. So, if that is the case, “abnor-
mal structure” will be considered phishing or else safe.

7.7. Feature 18: Punycode. The use of this technique is new,
and it is a system for converting words that cannot be writ-
ten in ASCII (American Standard Code for Information
Interchange), such as Ancient Greek. The phrase
ΓNΩΘIΣEAYTON (“know yourself”), once converted into
ASCII characters, looks like this: xn–mxadglfwep7amk6b.
Another example is this URL “https://xn–80ak6aa92e.com/”;
it will be translated as such “https://www.apple.com/.” If the
browser used is not protected against this attack, it will be
almost impossible to detect. This is why it is included in
the system of features within the proposed solution. So, if
that is the case, the feature will get the value 1 or else -1.
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8. Content-Based Method Features (HTML and
JavaScript-Based Features)

8.1. Feature 19: “Redirect.” Researches showed that legiti-
mate websites make redirections before arriving at the URL
in question, but phishing can use the redirection for more
than three times. So, it was deduced that if the redirection
was made one time, the feature “is_redirect” would be
marked as safe; or else if it was made two or three times, it
would be marked as suspicious, else it will be considered a
phishing threat.

8.2. Feature 20: Mouse on over. JavaScript permits handling
events such as the mouse and keyboard. The option of
“onMouseOver” can change the status bar of the current
web page; this can help phishers to show a fake URL on
the status bar. So, if this is the case, this feature gets the value
1 or else -1.

8.3. Feature 21: Favico. “Favico” represents the favicon of a
website; if this favicon is loaded from another server other
than where the web site is stored, then the feature will attain
the value 1, or else -1.

8.4. Feature 22: Right Click Disabling. If the website does not
permit the right click option, then this feature will be pro-
vided with value 1 or else -1. This option for example can
help to prevent the user from checking the source code when
it is obfuscated.

8.5. Feature 23: Pop-Up. It is probable to check if there is a
pop-up window that asks for personal information without
any suspicious reasons. Generally, legitimate websites use a
pop-up to ask for emails to warn about something or
announcement. This feature will get the value 1 if a pop-
up is used, or else -1.

8.6. Feature 24: iframe Use. An iframe can be represented as
a website inside a website. iframes can have the possibility to
be hidden. This gives rise to the possibility of threat of using
hidden iframes, as gathering victim’s machine information
or using them as keyboard key logger.

An example of HTML code to create a none visible
iframe is as follows:

<iframe src=“http://malicious.com/index.php” width=
“1j” height= “1j” style= “visibility: hidden;”>

</iframe>

9. Security and Identity Method Features
(Domain Based Feature)

9.1. Feature 25: Age of Domain. Legitimate websites purchase
domain names for at least one year or sometimes more, but
for phishers who aim to execute their attacks for a short
period, their domain age is approximately six months. This
information can be collected from the WHOIS database.
So, if the domain name of the URL in the test is less than
six months, then “age of domain” will get the value 1 or
else -1.

9.2. Feature 26: ssl (Is the Digital Certificate Trusted?). Using
HTTP as a protocol of communication between a user and a
server only means that the network is encrypted, but that
does not mean that the used digital certificate can be trusted.
Even if phishers have a trusted digital certificate, its age is
almost in the average of a one-year lifetime. Legitimate web-
sites often buy trusted digital certificates for many years.
Considering this, the following rules have been extracted: if
the web page in question uses a trusted digital certificate
and has more than one year as lifetime, then it will be
regarded as legitimate. Otherwise, if it is not trusted and
has more than one-year lifetime, then it will be seen as sus-
picious, or it will be considered phishing.

9.3. Feature 27: dns. In the WHOIS database, it was checked
if there are any DNS records for the URL in question, if that
is the case, this feature will be represented as -1 or else 1.
However, in usual conditions, phishers generally tend to
hide their identity.

9.4. Feature 28: Popularity. This feature measures the popu-
larity of a website; it is calculated by the number of visitors.
Generally, phishing websites are not heavily visited.
WHOAPI is a web service that gives website popularity
which helps us to get this information. Researchers observed
that legitimate websites have a popularity of more than
100000 (lesser is better; number 1 is Google) which will be
our threshold. The rule will be based on this number.

9.5. Feature 29: Rank. Website rank is their importance cal-
culated by the PageRank algorithm. If the website in ques-
tion has a rank of more than 25%, it will subsequently be
considered legitimate and will be represented as -1; other-
wise, the website is termed as phishing and is ranked 1.

9.6. Feature 30: Index (Is It Indexed in Search Engines). If the
current URL appears in a search engine like Google Index, it
will be legitimate or else phishing.

9.7. Feature 31: Page Links (Number of Pages Pointing to
This Page). Generally, legitimate websites have other web-
sites that point to them; this gives an impression about their
legacy. Phishing websites do not have this option due to
their short lifetime. So, if there are no links that point to
the URL in question, it will be marked as phishing, if the
number is between 0 and 2, it will be seen as suspicious or
else as legitimate.

9.8. Feature 32: Statistics Report. PhishTank is an organiza-
tion that specializes in detecting phishing websites that
appear daily, so if the domain appears into the PhishTank
database, it will be determined whether it is phishing or
legitimate.

10. Visual Features of Webpage

This part consists of comparing two web pages from a visual
appearance point of view. All the domain names of legiti-
mate websites were collected and stored by the researchers.
If the URL uses a domain name like http://login-facebook.-
com for example, then it is logical to start by a visual

8 Wireless Communications and Mobile Computing



comparison between the screenshot of this URL and login
page of http://facebook.com. Generally, phishers target the
login page of legitimate websites. To do so, some defined
useful features have been defined to be used such as {text_
content, background_colour, foreground_colour, border_
colour, background_image, border_line, border_line_thick-
ness, font_family, font_colour, image_features, image_posi-
tion} (see Figure 2).

There are 11 features in total. In cases where change in
any feature were detected (for example, the text content in
the URL in the test is the same as the target, so “text_con-
tent” will have the value 1), it will either have the 1 or -1.
Then, the number of ones were calculated and were divided
by 11; if the result is more than 60% of resemblance, then the
URL will be directly marked as phishing URL. This led
towards the process of feature extraction to update the
model of this study.

11. Behavioral Features of Webpage

As mentioned before, the process of feature extraction is
performed in static analysis which means that the webpage
was not loaded. The completion of the process resulted in
the provision of the binary test vector, i.e., [-1, 1, 0, -1,
0,,1], which was further injected into a classifier to provide
a probabilistic classification result where for instance a
URL with a probability of 95% is referred to as phishing.
However, in some cases, the system may give us a probability
of under 85% (the threshold of confidence), so a human ver-
ification to the URL was undertaken by analysing its behav-
ior as follows:

A Linux distribution with full tools was configured to
analyse the network traffic, with the aim at letting the web-
site run freely. The web page of the URL was loaded in order
to answer the following questions: (i) does it change the
home page of the browser? (ii) Does it propose any notifica-
tions? (iii) Does it download some files directly after loading
the page and without the users’ interaction? (iv) Does it try
to change the OS registry? Etc. In cases where any of the
malicious behaviors was found, the targeted legitimate web-
sites were then considered while reproducing and updating
the overall system and model.

12. Static, Dynamic, and Hybrid Analysis

Static analysis refers to detecting an error without executing
the main target. It helps in general because the static analysis
does not depend on the software or hardware to execute this
task. In the present study, static analysis refers to extract the
source code from a URL without executing it to be fast in
procedure treatment. However, a problem can sometimes
be encountered, such as some web pages generate encrypted
source codes from both legitimate or phishing web pages
that can be solved because there are some tools to restore
this source code of the web page. The purpose of the static
analysis is to find specified keywords or fragments directly.

Likarish et al. [31] extracted 65 features of JavaScript
code and established several classifiers to detect malicious
JavaScript code of web pages. Besides feature selection, some

irrelevant features can be found, like reserved words in Java-
Script. Also, the features of the HTML source code content
of web pages were also extracted for machine learning clas-
sifiers in [32, 33]. The system proposed in the present study
used different types of features discussed above that can be
easily extracted from the source code; this helps us be more
effective and faster.

Dynamic analysis needs specific resources (software or
hardware) to work with because executing targeted tests
needs an appropriate environment. Dynamic analysis is
more straightforward than static ones since it executes the
source code of the webpage, and intriguing occasions are
observed and logged after execution [26, 34–36]. According
to its different implementation platforms, dynamic analysis
can be classified into three main groups, i.e., low, medium,
and high interaction honeypots. Features extracted from this
technique help improve behavioral and semantic features of
suspected webpages. In the present study, a Linux distribu-
tion is configured with preconfigured specific tools for net-
work monitoring and logging to deal with behavioral
features described in part 8 from feature engineering. Hybrid
analysis is the fact that a system uses both static and
dynamic analyses. Similarly, the solution proposed in the
present study was undertaken by the process of static analy-
sis; in cases where the results were not convincing, dynamic
analysis was undertaken. By analysing a total of 37 URLs,
comprising of 34 phished URLs obtained from the Phish-
Tank and 20 legitimate URLs, 14 features of an URL were
defined to distinguish phished one and legitimate one.

Heuristic 1 is the length of the host URL. A URL is a
string that contains information used to recognize a specific
website that that URL is assigned to. Important parts of a
URL are network protocol, host name, and path. The
domain name length is examined in this heuristic. The aver-
age length of phished URL is more than 25 characters, while
the average length for legitimate URL is 20 characters. Heu-
ristic 2 is the number of slashes in URL. To trick people to
believe in a phished URL, slashes are usually added to the
URL to subtly distinguish an imitation from the imitated.
The study found that if number of slashes in URL is greater
or equal to five then it is phished URL. The number of
slashes in legitimate URL is usually three. Heuristic 3 is the
number of dots in the host name of the URL. This heuristic
found that more dots are used in phished URL to make peo-
ple think it is a legitimate URL. So, if the number of dots in
host name is more than four, then it is phished URL. Only if
the number of dots is less than or equal to three, then it is
legit. Heuristic 4 is the number of terms in the host name.
The terms in host name in a URL are tokenized to make
the URL not containing any sensitive information. Here,
the number of terms in host name is examined. If it is
greater than four, then it is phished URL; the average num-
ber of terms is four in the legitimate URL.

In the heuristic number 5, special characters are consid-
ered. If the appearance of special character is found in a
URL, then it is phished URL. In the process of extracting fea-
tures, the paper found that 77.75% of phished URL contain
special characters. Heuristic 6 is the IP address. The domain
name in a URL is mostly used to address a legitimate
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website, and if a URL contains an IP address, then it cer-
tainly is a phished URL. In the dataset being examined,
9.4% of phished URL have an IP address in their URL. For
heuristic 7, we consider Unicode in URL. The paper found
that if there is Unicode in the host name of a URL, then it
mostly is a phishing URL. 65.16% of phished URL are found
with Unicode. Heuristic 8 is the transport layer security. The
transport layer security is used to protect sensitive informa-
tion in a website, and it also is used as an indicator for legit-
imate URL. In the process of extracting, it is found that
99.16% of phished URL do not have transport security layer.

The ninth heuristic examines the subdomain of a URL.
Internet users usually mistake that more subdomains in a
URL means that that it is legitimate. However, the paper
found that 64% of phished URLs are with subdomain. Heu-
ristic 10 is some certain keyword in the URL. If some com-
mon keywords appear in the path portion of a URL, it is a
phished URL. The paper found that 91.08% of URLs have
certain keywords in the URL. Heuristic number 11 is the
top-level domain. In the host name of a URL, there are
top-level domain, secondary-level domain, and the domain.
If a URL does not have the top-level domain, then it is a
phished URL, and it is discovered that 66.5% of phished
URLs in the database do not have top-level domain. In the
heuristics number 12, the number of dots in the path of
the URL is considered. If the number of dots in the path of
the URL is found to be greater than two, then it is a phishing
URL. On the other hand, the number of dots in the path of
legitimate URL is less than two. Heuristic 13 indicates that if
the appearance of hyphen in the host name of the URL is
more than one, then it certainly is a phished URL. In the
legitimate URL, a hyphen only appears once or less. The last
heuristic 14 examines the URL length. It is found that a
phishing URL has a length greater than 75, while the length
of legitimate URL is about 40.

13. Dimensionality Reducing Features

The process of features extraction led to a binary vector of 37
features, where each element can have only three possible
values {-1, 0, 1}. This vector might be compared with a pre-
built mathematical model. This model contains an addi-
tional feature called “Result” which determines if a current
vector represents a phishing one with the value 1 or benign
with the value -1. In the worst case scenario, all the 37 fea-
tures were extracted to be trained in the model, but mathe-
matical researches showed that it is possible to get almost
the same accuracy value using a limited number of features,
like using only 25 features out of 37, using algorithms like
PCA (principal component analysis), RFE (recursive feature
elimination), and UFS (univariate feature selection). Feature
selection is divided into three main categories: filter, wrap-
per, and embedded methods [37].

PCA is useful in finding similarities and differences
between features. Since patterns can be hard to find in data
of high dimension, it is a system used to underscore variety
and bring out solid examples in a dataset. It makes data easy
to understand, explore, and visualize. The point of principal
components analysis (PCA) is to lessen the dimensionality

of an arrangement of factors while holding the greatest
changeability as far as the fluctuation covariance structure.
In other words, PCA endeavours to clarify the change
covariance structure of an informational feature utilizing
another arrangement of facilitating a system that is lesser
in measurement than the number of unique features. Given
an arrangement of M features, say X, a principal component
(PC) show changes these features into another set lesser in
measurement, i.e., C <M, but can catch the more significant
part of the fluctuation in the first informational collection.
Each facility in the new changed system is known as an
essential part and hence the name principal component
analysis [38].

RFE (recursive feature elimination) points are used addi-
tionally to lessen the number of features used to build
models before fitting them to the classifier. RFE, as its title
recommends, recursively expels highlights, fabricates a
model utilizing the rest of the qualities, and calculates model
accuracy. RFE can work out the mix of attributes that add to
the forecast on the objective variable (or class). It has a cat-
egory with wrapper strategy methods. At first, the calcula-
tion fits the model with regards to all the given indicators.
Every indicator is positioned utilizing its significance to the
model, given that “S” is a chance to be an arrangement of
requested numbers which are competitor esteems for the
number of indicators to hold (S1 > S2,…). At every cycle of
highlight determination, the Si top-positioned indicators
are held, the model is refit, and execution is evaluated. The
estimation of Si with the best execution is resolved, and the
best Si indicators are used to fit the last model [39].

UFS (univariate feature selection) measures the signifi-
cance of each element which is independent from anyone
else. For instance, it includes the best segregation between
the states of intrigue exclusively (i.e., univariate wrapper
technique) that can be chosen. It unavoidably disposes of
highlights that, when taken in total, would have given help-
ful data about the test conditions [40].

In this paper, two common association rule mining tech-
niques are used: apriori and predictive apriori. The purpose
of association rule mining is to find the association between
sets of items in the database. The association rule mining
uses the support and confidence calculated from the number
of item’s appearance to generate the rules. Support is the
number that an item appears in the database. Confidence
is the conditional probability of an item A with reference
to item B, calculated by the number of times that A and B
appear together, divided by the number of appearances of
A. Though apriori and predictive apriori algorithms have
some similarities, the major difference is that the apriori
algorithm uses confidence to generate rules, and the predic-
tive apriori algorithm uses confidence and support together.
They are combined in a measure called accuracy, and pre-
dictive apriori algorithm uses accuracy to generate rules.

Figures 5 and 6 present a sample of the developed model
after feature extraction, and Figure 7 provides a comparison
between PCA, RFE, and UFS which is useful in reducing the
number of features, trained with SVM (support vector
machine) classifier and test the accuracy (accuracy means
how many correct predictions were made from all the
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predictions made). Therefore, numbers from 5 to 30 features
are used.

It helps to reduce the number of features to be fitted into
the model. The number of features is chosen between 5 and
30 from our model. This figure shows clearly that even a
small number of features can give excellent accuracy in com-
parison to using all features, PCA at 17 features and UFS at
20 features.

Because two different algorithms are used, the rules gen-
erated from them are different. While apriori algorithm
extracts rules that contain most common features like sub-
domain, URL without transport layer security, and keyword
in the path portion of the URL, predictive apriori generates
other rules that are widespread and contains more features,
so it is easier to indicate phished URL. Another thing to
compare is time used to generate rules. Apriori is much fas-
ter than predictive apriori especially when more instances
are considered. However, predictive apriori rules are consid-
ered for further process while apriori rules are not. An inter-
esting fact is that when 100% of the input dataset is used, 31
unique rules are mined by predictive apriori. Meanwhile,
when 10% of the input data set is mined using apriori algo-
rithm, 27 best unique rules are generated. That means pre-

dictive apriori algorithm is much more effective when we
use the whole database, while apriori algorithm is only effec-
tive in generating rules when a small amount of database is
used.

14. Machine and Deep Learning for Building
Classification Models

14.1. Machine Learning. Artificial intelligence (AI) is a terri-
tory of software engineering that underscores the making of
insightful machines that work and respond like people. A
portion of the exercises PCs with AI reasoning is intended
to include speech recognition, learning, planning, and prob-
lem explaining. Machine learning is an aspect of AI, where
PCs figure out how to determine an issue without human
intervention, and this is through gaining information.
Therefore, high-level information would result in the devel-
opment of quality machines. Machine learning centres on
the advancement of PC programs that can get to informa-
tion and use it to learn for themselves.

Studies related to the detection of phishing use machine
learning as a way to learn from collected data. Specific focus
is granted towards the approaches that are useful in analys-
ing information coming from a URL and its corresponding
webpages, by extracting good and reliable features, then sub-
mitting them as a classifier like CART (decision trees), KNN
(K-nearest neighbors), or SVM (support vector machine).

14.1.1. CART (Decision Trees). A decision tree is a predictor,
h : X ⟶ Y , that predicts the name or label related to an
instance or a case X by going from a root node of a tree to
a leaf. It can be used for binary and multiclassification prob-
lems. At each node on the root-to-leaf path, the successor
child is chosen based on a splitting of the input space. Usu-
ally, the splitting is based on one of the features of X or a
predefined set of splitting rules [41].

14.1.2. KNN (K-Nearest Neighbors Classification). KNN clas-
sification is an instance-based supervised learning method
that works well with distance-sensitive data. It suffers from
the curse of dimensionality and other problems with
distance-based algorithms. The idea is to remember the
training set and afterward foresee the mark of any new
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example based on the names of its nearest neighbors in this
set. The rationale behind such a method assumes that the
features that are used to describe the domain points are rel-
evant to their labeling in a way that makes close-by points
likely to have the same label [42].

14.1.3. SVM (Support Vector Machine). SVM is used for
learning linear predictors in high-dimensional feature
spaces. The high dimensionality of the features space raises
both sample complexity and computational complexity chal-
lenges. The SVM algorithmic paradigm tackles the sample
complexity challenge by searching for “large margin” separa-
tors. Roughly speaking, a half space separates a training set
with a large margin if all the examples are not only on the
correct side of the separating hyperplane but also far away
from it. Restricting the algorithm to output a large margin
separator can yield a small sample complexity even if the
dimensionality of the feature space is high (and even infi-
nite) [43]. Depending upon the above information, the cur-
rent study utilizes the above three classifiers, since they are
heavily used due to their quality performances [44–47].

14.2. Deep Learning. A neural system is a model of calcula-
tion roused by the structure of neural systems in the cere-
brum. The disentangled models of the cerebrum are
comprised of countless registering gadgets (neurons) that
are associated with one another in an unpredictable corre-
spondence organization, through which the mind can com-
plete profoundly complex calculations. Counterfeit neural
systems are formal developed calculations that are designed
according to these calculations worldview. Learning with
neural systems was proposed in the Mid-Twentieth Century.
It has been shown to achieve very impressive performances.
A neural system can be portrayed as a coordinated chart
whose nodes relate to neurons and edges to compare
between them. Every neuron gets a weighted sum of the neu-
rons’ yields associated with its rising edges, in the form of
information. This paper utilizes two models of neural net-
works such as MLP (multilayer perceptron) and CNN (con-

volutional neural network). Deep learning for phishing
detection is a growing domain which has also attracted the
interest of different researchers [48, 49].

14.2.1. MLP (Multilayer Perceptron). The multilayer percep-
tron is the most widely used model of neural network. A sig-
nificant part of the notoriety of MLPs can be owed to the
way that they have been connected effectively to an extensive
variety of data undertakings, including design grouping,
workplace learning, and time arrangement forecast. Practical
applications for MLPs have been found in such diverse fields
as speech recognition, image compression, medical diagno-
sis, autonomous vehicle control, and financial prediction,
and new applications are being discovered all the time
[50]. MLPs are trained, rather than programmed, to carry
out the chosen information processing task. MLP training
involves the adjustment of the network so that it can pro-
duce a specified output for each of a given set of input pat-
terns. Since the desired outputs are known in advance,
MLP training is an example of supervised learning. The
MLP architecture consists units or nodes arranged in two
or more layers (the input layer, which serves only to distrib-
ute the input from each pattern, is not counted). Real-valued
weights connect some of the nodes, with no connections
between nodes in the same layer.

14.2.2. CNN (Convolutional Neural Network). CNN, or Con-
vNets, is quite similar to regular neural networks discussed
above. They are still made up of neurons with weights that
can be learned from data. Each neuron receives some inputs
and performs a dot product. Despite everything, they have a
misfortunate work on the latter that completely associates
with the layer which means that they use a loss function
too. They can, in some cases, utilize a nonlinearity function.

As mentioned before, a consistent neural network gets
input information as a solitary vector and goes through a
progression of hidden layers. Each hidden layer comprises
an arrangement of neurons, wherein each neuron is
completely associated with the various neurons in the
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previous layer. Within a single layer, each neuron is
completely independent, and they do not share any connec-
tions. The last fully connected layer, also called the output
layer, contains final class scores. Generally, there are three
main layers in a simple CNN model: the convolution layer,
the pooling layer, and the fully connected layer (Figure 8).
CNN differs from MLPs in the types of hidden layers that
can be included in the model. A CNN model arranges its
neurons in three dimensions: width, height, and depth. Each
layer transforms its 3D input volume into a 3D output vol-
ume of neurons using activation functions [51].

Table 3 represents the advantages and disadvantages of
different phishing detection techniques.

In the next section of experimentations and results, other
concepts from deep learning as training or loss functions,
“Regularizes,” and dropout will be explained to understand
the goal of fine-tuning and optimizations of the model devel-
oped in this study.

15. Model Development and Conducting
Logical Rules

After the data collection process, this study extracted reliable
features using six based methods using static analysis to be pos-
sibly completed in order to construct some profiles for the URL.
After that, a dimensionality reduction of features was carried
out to try to get the same final result of classification using fewer
calculations (for example, only 30 of 37 features will be used).
Then, this vector was trained with a probabilisticmachine learn-
ing or deep learning classifier after fine-tuning its hyperpara-
meters to get the best result of the classification process. When
that is finished, the whole process including blacklist, visual sim-
ilarity process, static feature extraction (based on methods like
lexical, content, and identity), and behavioral analysis was exe-
cuted again independently to update the designed model and
to answer the question of how phishing phenomenon evolves
and what the new most effective and used features are.

Convolutions

Input
32×32

C1: feature maps
6@28×28

C3: f. maps 16@10×10

C5: layer
120

F6: layer
84

Output
10

S2: f. maps
6@14×14

S4: f. maps 16@5×5

Subsampling Subsampling
Full connection Gaussion connections

Full connectionConvolutions

Figure 8: CNN architecture example for character recognition [52].

Table 3: Comparison of advantages and disadvantages of different phishing detection techniques.

Methods Advantages Disadvantages

Blacklist
Does not require high resources to use it

Fast
Excellent when minimal FP (false positive) required

Not trusted
Not always updated

Lexical and host
Provides a sort of lexical profile for such URL

Can prevent and not only detect
Should always be updated

Needs human intervention sometimes

Content
Trusted

Detect hidden content like iframes
Cannot detect obfuscation
Should be maintained

Identity Offers an owner profile Not trusted

Visual similarity
Effective

Mitigate zero-hour attack
Higher FP rate

High computational cost

Behavioral
Detects hidden anomalies

Reveals novel abnormal behaviors

Very high computational cost
Needs human intervention
Should be maintained

Machine learning
Can prevent and not only detect

Mitigate zero-day attack
Construct its own models

Time-consuming
Needs maintenance

Works through several rules

Deep learning

Can prevent and not only detect
Mitigate zero-day attack
Constructs its own models

Becomes more effective with data increase

Time-consuming
Should be maintained
A vast number of rules

Massive number of parameters to handle
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The CNN model has shown a perfect accuracy of
97.945% and a little error rate (false positive and false nega-
tive detection) of 2.1%. However, the results are not to be
trusted 100%. We studied in our research what have been
accomplished by recent researches and tried to get the most
relevant features from different based methods used in
binary classification in the field of phishing URL detection,
all with the sole objective of being as complete as possible.
Then we tried to build the model from a top level, in a
way that we collect about 20000 active phishing URLs.

The way towards learning starts with perceptions or
information, for example, precedents, coordinate involve-
ment, or guidance, keeping in mind the end goal to search
for examples in information and settle on better choices later
on in view of the models. The essential point is to permit the
PCs to learn consequently without human intercession or
help and to alter activities as needs be. In general, there are
three fields of machine learning or to put it simply, “the
way machines gain from perceptions,” for example, adminis-
tered, unsupervised, and reinforced learning. On the other
hand, we can rely on the conducted rules not to perform
unnecessary treatments; however, the whole process should
be executed at the end in order to update the model used
with new tested URLs to get more knowledge about new
technics and methods used by phishers.

The main aim of this article is to show how we can opti-
mize a system by selecting the most trusted features by fea-
ture selection, dimensionality reduction engineering, and
fine-tuning the hyperparameters of the machine and deep
learning models. An overfitting case is one where execution
on the training set is excellent and keeps on enhancing,
while execution on the validation set enhances to a point
and after that starts to debase. Secondly, those chosen fea-
tures come from the fact that we want to be as complete as
possible. So we believe that a stress test on URLs from a dif-
ferent kind of analysis is good enough rather than using a
single mode of analysis such as blacklist, lexical, or another
kind of analysis. Thirdly, we prefer that our system carries
out a static analysis at first rather than dynamic not to be
dependent on the software or hardware needed in the execu-
tion of the web page in question.

This study presented a novel hybrid solution based on
fuzzy logical rules as a new technique of detecting phishing
URLs, where static analysis was used as base treatment:
visual comparison or features extraction depending on the
URL domain name was already blacklisted for the domains
which contained the legitimate domain names database. In
other complicated cases, the process was undertaken
through the dynamic analysis by analysing the behaviors
and the content of the web page belonging to this URL. This
may give rise to questions regarding the usability of solution,
its functioning either on batch mode or the online mode.

To cater the above complexities, the article provided a
trusted solution which is used to detect and prevent phishing
web pages, especially for batch mode use. All the experimen-
tations were made in a single machine with i7-6200 octa-
processors, 16GB of RAMs, type DDR4 and SSD hard disk
drive with parallel tasks execution option to be as fast as
possible.

Since deep learning networks need a lot of resources, if
the user intends to use this in an online mode, it should be
scaled with huge machine resources in the cloud. The major
challenge of using a probabilistic binary classification in this
study was that at the end of the process, researchers intend
the output value which contains a probabilistic prediction
regarding URL of being phishing or benign. The detailed
output of the result is described in Figure 9.

A threshold of confidence was defined as 85% for the
static analysis process, which is a very high threshold. How-
ever, during the experimentation process of this study, there
were times when the researcher encountered a prediction
under this threshold. This is due to the development of
new powerful rules to classify URLs and to reduce computa-
tion time. In addition, the visual similarity approach was
efficient enough to detect targeted legitimate websites easily.
Features extracted are built from literature and personal
experiences. Firstly, a vast amount, i.e., around 40000 of
active URLs were collected from PhishTank and Alexa,
where 74% were safe URLs and the remaining 26% URLs
were affected through phishing. The model utilized ought
to be adjusted which implies that the quantity of phishing
and safe URLs is equal to abstain from an overfitting
problem.

However, the selection of the feature is based on the fact
that the model must be complete and efficient with the func-
tional point of view. Figure 10 provides the general flow chart
of system analysis from their URL, as performed in this study;

Figure 11 provides the complete functionality of the
newly developed system. To provide results with increased
efficiency, the researchers made sure to use fresh data only.

Algorithm of our
system logic rules

Make final
classification

result/update the base
historical data

Base historical data

Debut: new URLs
incoming test data

Figure 9: The general process of our system for phishing detection
from URL.
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Figure 10: Our system logic rules.
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Figure 11: Machine and deep learning classification process flow chart.
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Figure 12: Cross-validation.
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Figure 13: Comparison of accuracy performance between all algorithms tested with and without normalizing data.

1.0

0.8
𝜎(z) = 1

1 + e–z

Sigmoid

0.6

0.4

0.2

0.0
–10 –5 0 5 10

1.0

0.8
R(z) = max(0, z)

ReLU

0.6

0.4

0.2

0.0
–10 –5 0 5 10

Figure 14: Sigmoid and RELU activation functions.

16 Wireless Communications and Mobile Computing



Certain new rules were developed to avoid some unnec-
essary treatments. Flow chart helped us in 72% of all the
tests data. In 100 case studies, the rules were valid for 72 of
the cases. The algorithm is useful as it can detect phishing
URLs without the need to go through the whole process of
extracting features, building and training model, and at least
making predictions. Also, behavioral analysis helped
researches with 15% of the case studies.

16. Model Training

There are many ways to build and train a model; however, in
the present study, a cross-validation as a manner to do it.
Cross-validation is a technique for getting a dependable
gauge of model execution utilizing just the training data. It
splits the whole data in two parts, one for training data (used
to learn) and the other for test data (used to perform the
learning before moving onto the classification process of
the new test data). A percentage of 80% was defined to be
trained and 20% to be test data.

Python was used as a programming language due to its
simplicity and rapidness to write codes. In addition, Scikit-
learn library [53] was also used to perform cross-validation
and models building with machine learning, and the library
Keras [54–55] to build models with deep learning networks.
Scikit-learn and Keras are very popular libraries to perform
data analysis because they are reliable and scalable.

Our data is a tabular data formatted as a CSV file. It con-
tains 40000 of a binary vectors with 38 (37 features are
extracted, and the last one is the feature “Result”; see
Table 2) features representing phishing data and the same
for benign data. It contains the correct answer whether such
vector belongs to phishing or benign with the feature
“Result.”

In order to get a reliable model, cross-validation was
used where data was split tenfold with randomly chosen
lines, and each one will use the others as test data
(Figure 12).

The data is split into ten parts so that the model building
process will be executed ten times, and each time, the hold-
out will be used as test data. When the data is split, it will be
standardized (normalized) to have equal probabilities for the
prediction process. It is requested to get better performance
for such algorithms like KNN and SVM and to reduce calcu-
lation in CNN architectures. The StandardScaler package
was used from Scikit-learn. As an illustration, this figure rep-
resents the difference using accuracy (number of correct pre-
dicted values divided by all instances).

It further involved the deep learning networks to test the
efficiency of the provided solution. The multiple layer
approach of deep learning was used. The objective behind
using multiple layers is to help the network use some addi-
tional functionalities that classic machine learning algo-
rithms do not have like activation function, which is
responsible for learning from previous outputs that come
from a layer to another one (Figure 13). This function helps
to basically decide whether a neuron should be activated or
not. Whether the information that the neuron is receiving
is relevant for the given information or should it be ignored

is calculated using this formula:

Y = Activation 〠 weight × inputð Þ + bias
� �

ð3Þ

where weight represents the weights with which the
layers are initialized. The input represents the input value
for this layer. This input may be achieved from the input
of the debut vector or values that come from the previous
layer. Bias values permit to move the activation function to
one side or right, which might be fundamental for successful
learning. Many activation functions can be used; however,
the system proposed in the present study involved the usage
of the “RELU” function in hidden layers and “Sigmoid” in
the last layer, to output a probabilistic result (to define the
threshold of confidence as 85%) (Figure 14). The “Sigmoid”
function provides a probabilistic result to the next layer,
using an exponential calculation to choose which neurons
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Figure 15: Best MLP architecture obtained for our framework
(obtained from the Keras model visualization tool).
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can be used or not, and this is through normalizing the value
of weights used. On the other hand, the “RELU” function
returns the maximum between zero and the value of weights.

This type of architectures are further capable to define a
number of hidden layers and each layer with different num-
ber of neurons, and for each layer, a different manner can be
selected to initialize weights to be injected into the activation
function using “Regularizes,” such as L2 or L1, and from a
layer to another different techniques can be used to reduce
the number of neurons that do not work as well as expected
by using the dropout function that takes in the parameter a
percentage of neurons that can be ignored if they do not give
the expected result for reducing the loss function or when
there is no proven accuracy in order to avoid the overfitting

phenomenon. This can help to learn from data by steps and
with fine-tuning hyperparameters. However, this takes much
time in comparison with different chosen architectures and
with classic machine learning systems.

In developing a deep learning architecture, several things
are considerable for instance: the number of layers used in
the system, the number of neurons used in every research,
etc. Certain propositions have been made by the researchers
regarding the development of DLNN (deep learning neuro-
nal network). Some of them includes the following:

(1) “A rule of thumb is for the size of this [hidden] layer
to be somewhere between the input layer size…and
the output layer size…” [56]

Table 4: Hyperparameters to be fine-tuned for both machine and deep learning architectures in order to get the best performance using
Scikit-learn and Keras.

Machine
learning
algorithms

Models

SVM KNN CART

Parameter
Chosen
values

Parameter Chosen values Parameter Chosen values

C (penalty
parameter C of the

error term)

0.001,
0.01,
0.1, 1,
and 10

K (number of neighbors)
From 1 to 30
with a step of 1

Criterion (measure the
quality of a split)

Gini, entropy

Weight (how weights are
initialized)

Uniform,
distance

Splitter (method of the split
at each node)

Best, random

Gammas (how far
the influence of a
single training

example reaches)

0.001,
0.01,

0.1, and
1

Leaf size (brute force
searches between nodes)

50, 100, 200, 300,
and 400

Number of features
(number of features to

consider when looking for
the best split)

Auto, sqrt,
log2

Algorithm (how it will
look for neighbors)

Auto, ball_tree,
kd_tree, brute

Minimum of samples split
(minimum number of

samples required to split an
internal node)

2, 3, 4, 5, 6, 7,
8, 9, 10, 11, 12,
13, 14, and 15

P (power parameter for
the Minkowski metric,
defines how to calculate

the distance)

1, 2, and 3

Minimum of leaf samples
(minimum number of

samples required to be at a
leaf node)

2, 3, 4, 5, 6, 7,
8, 9, and 10

Metric (the distance
metric to use for nodes of

the tree)

Minkowski,
Euclidean,

Manhattan, and
Chebyshev

Maximum depth
(maximum depth of the

tree)

1, 2, 3, 4, 5, 6,
7, 8, 9, 10, 11,
12, 13, 14, and

15

Kernel (pattern
analysis method)

RBF,
linear

Maximum features (No. of
features to consider when
looking for the best split)

From 1 to 36
with a step of
1 in each
increasing

Deep
learning
architectures

Architectures

MLP CNN

Parameter Chosen values Parameter Chosen values

Units (number of
neurons in layer)

32, 64, 128, 256, and 512

Filter number
(matrix filer for
convolutional
calculation)

5, 10, 15, 20, 25, and 30

Batch size (how
many samples to

treat before
adjusting weights)

32, 64, 96, 128, and 256
Filter length 1, 2, 3, 4, 5, and 6

Epochs (iterations
for training model)

50, 100, 250, 500, and 1000
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(2) “To calculate the number of hidden nodes, a general
rule of ðNumber of inputs + outputsÞ × ð2/3Þ” has
been selected (from the FAQ for a commercial neu-
ral network software company)

(3) “You will never require more than twice the number
of hidden units as you have inputs” in an MLP with
one hidden layer [57]

(4) “How large should the hidden layer be? One rule of
thumb is that it should never be more than twice as
large as the input layer” [58]

(5) “Typically, unlimited hidden nodes were specified as
dimensions [principal components] needed to cap-
ture 70-90% of the variance of the input data set.”
[59]

The opinions and architectures used are varied leading
towards the idea that there is no exact way to know how to
build networks. Still, one of the major advantages of incor-
porating the deep learning is that it is easy to build networks
to work with good accuracy and less error rate. The study
further began with the multilayer perceptron (MLP) first-
layer neurons by the number of input features which is 37
leading towards the addition of more hidden layers.
Figure 15 provides the best MLP architecture that has been
included in the framework of the present study. The overall
process began with the first layer by 37 neurons as the input
of our vector data uses L2 as a Regularizer for layer param-
eters, and it measures the weights and layer activity during
the optimization. Those penalties are incorporated in the
loss function that the network optimizes. After each layer,
a dropout layer was incorporated to avoid overfitting. Hid-

den layers were built with 128, 256, 128, and 64 neurons,
and all of them use “RELU” as activation function, and the
last one with a single neuron because it will output one prob-
abilistic value that will subsequently determine if it repre-
sents a phishing or benign result. Finally, the network
should be compiled by using a loss function, as it is respon-
sible in defining what the metric to use. This is useful in eval-
uating the training steps in the hidden layer. In order to do
so, “binary_crossentropy” was selected from the Keras pack-
age which works as “penalty” score to reduce when training
an algorithm on data. Also, “accuracy” as the performance
metric measurement was chosen. The batch size consisted
128 samples, and epochs were set to 500 iterations.

For the convolutional neural network (CNN) architec-
ture of the study framework, two layers of convolutional cal-
culation were undertaken. The first one has 15 filters, and
each filter was initialized with a matrix 3 ∗ 3 as feature
map, and the second one has 15 filters, each one with a
matrix 1 × 1 as feature map. This was then followed by a
batch normalization layer which helps to standardize the
data and accelerate the treatment. A max-pooling layer with
a matrix of 2 × 2 max-pooling layer was incorporated which
is a form of nonlinear downsampling. Max-pooling parcels
the inputs into an arrangement of noncovering square
shapes and, for each sublocale, yields the most extreme
esteem. It helps to eliminate nonmaximal values, it reduces
computation for the upper layers, and it provides a form of
translation invariance. Then, last but not least, a flattening
layer was used which transformed the output of the convolu-
tional layers to a single vector which is used as a test vector
for the final classification. The main goal to put a convolu-
tion calculation before an MLP network is that CNN will
have solved the signal-translation and error rate problem,
because they would convolve each input signal with a detec-
tor (kernel) and thus will be sensitive to the same feature.
Finally, the performance of the three algorithms which
include SVM, CART, KNN for machine learning and MLP
and CNN for deep learning architectures was also compared
to propose valuable findings.

Scikit-learn offers the possibility of a pipeline to put a
collection of treatments to be executed in ordered steps,
where first data were standardized with the StandardScaler
package. Classifiers such as KNN, CART, or SVM were then
added. The GridSearchCV package from Scikit-learn was
then used to set a list of parameters as mentioned in
Table 4 to be tested in combination. All these treatments
were made in parallel tasks using the CPU only. The overall
process was time-consuming as it took around 2h for the
machine learning algorithms but about 4 h for building deep
learning models architectures.

Table 5: Best hyperparameters obtained for each model.

Algorithm Best model got

Machine learning

KNN

algorithm=“auto”
leaf size = 400

metric=“Manhattan”
metric_params=none

n jobs = 1
n neighbors = 6

p = 2
weights=“distance”

CART

criterion=“entropy”
max depth = 12
max features = 25

min samples leaf = 4
min samples split = 13

presort=true
random state = 123

splitter=“best”

SVM
C = 10:0

Gamma = 0:1
Kernel=“rbf”

Deep learning

Architecture Best model got

MLP Shown in Figure 14

CNN Shown in Figure 15

Table 6: Confusion matrix.

Actual class
No Yes

Observed class
No True negative False positive

Yes False negative True positive

19Wireless Communications and Mobile Computing



17. Results and Discussion

The provided phishing detection solution is effective as it
analyses a URL in stress and from different points of view,
against other solutions that are based on limited perspec-
tives, i.e., usually 2 or 3 based methods that were discussed
above. The overall formation of the solution was based on
the process of extracting features which is very important
during any model building and training, so without trusted
features, it is not probable make a good prediction. This
involves the system to understand the phenomenon better.
At the end of this step, a binary vector was fitted to a learn-
ing algorithm. The classifier should contain correct answers
to what the problem is about, so in the classification process,
it will try to find which class belongs to the current element
in the test. Findings of the study indicated positive results
regarding the validity of the model. The system when tested
through different techniques proposed positive results. For
instance, deep learning was used to test the effectiveness of
the classifiers in cases where data was increased. In this case,
deep learning has shown outstanding performance.

Findings of the study further indicated the inclusion of
MLP method is useful, since the architecture gave an accu-
racy of around 95.5% and loss score of 0.3% which is very
satisfactory. Other findings are related to the usefulness of
CNN which resulted in the reduction of error rate of 0.2%,
leading towards the increased accuracy of 97.945%.

Other findings are related to the comparison between the
performance of algorithms namely SVM, CART, and KNN
for machine learning and MLP and CNN for deep learning
architectures which indicate that deep learning networks
perform very well when data was increased and especially
in cases where the number of hidden layers and neurons
was also increased to a certain threshold. However, the utili-
zation of CNN networks resulted in the accuracy of 97.945%.

Deep learning networks are further useful in providing
an epoch and batch size. The study provided a list of param-
eters to be tested in order to have a good performance. Since
there is no magical formula to determine the optimal net-
work to which data depends on, it is only possible through
hand experimentation. The activation functions such as
“RELU” and “Sigmoid,” number of epoch and batch size,
and, for machine learning algorithms, a list of hyperpara-
meters for each algorithm are provided. The table below rep-
resents a summary of the selected parameters. Note that
fine-tuning hyperparameters are used as described in
Scikit-learn and Keras libraries.

Table 5 then provides findings related to the best model
attained for each test conducted through the process of Sci-
kit-learn.

To measure the overall performance with the best built
model, measures that were extracted from a confusion
matrix were defined, as indicated in Table 6.

Findings of the study were provided in the following
manner where a positive case is to detect a URL as phishing,
and negative as benign URL.

So, the whole cases can be defined as follows:

(1) TP (true positive): phishing URLs that were correctly
classified as phishing

(2) TN (true negative): benign URLs that were correctly
classified as benign

(3) FN (false negative): phishing URLs that were classi-
fied as benign

(4) FP (false positive): benign URLs that were classified
as phishing. Moreover, the measures are defined in
Table 7.

Table 8 then provide results regarding the use of dataset
which contained around 40000 URLs. According to the find-
ings, in machine learning, the 91.132% accuracy was
attained for SVM, 92.189% for KNN, and 92.915% for
CART, whereas for deep learning, the highest accuracy score
97.945% was attained for CNN while 93.216% for MLP.

As evident from the table, the CNN architecture demon-
strated the best results due to its capability to reduce error
rate in each step of the convolutional calculation.

When comparing different methods, findings indicated
that several solutions used two to three different perspective
to analyse a URL, whereas the method involved in the pres-
ent study uses six different algorithm based-methods. To do

Table 7: Considerable measurements to measure the performance of each model.

Measurement Mathematical expression

Precision TP/ TP + FPð Þ
Recall (the recall measures the ability to find all true positive samples) TP/ TP + FNð Þ
Accuracy (all correct prediction and the overall tests made) TP + TN/ TP + TN + FN + FPð Þ
f 1-score (weighted average of the precision and recall) 2 × Precision × Recallð Þ/ Precision + Recallð Þ
Error rate 1-accuracy

Table 8: Results obtained after selecting the best models for each
model.

Measurements by %

Machine learning

Accuracy f 1-score Error rate

SVM 91.132 92.556 9.8

KNN 92.189 93.723 7.9

CART 92.915 94.172 7.1

Deep learning

Accuracy f 1-score Error rate

MLP 93.216 94.752 6.8

CNN 97.945 98.591 2.1
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so, the accuracy and the error rate were compared with the
solution provided in this study. For example, a solution that
uses only blacklist and lexical will not have information
about other perspectives like the content, visual, or behav-
ioral of the URL in question. This indicates that the solution
provided in the present study is complete and accurate
depending upon the functionality of the solutions provided
in other studies. However, similar results have been used in
the study to propose valid and valuable findings (Table 9).

The overall discussion was based on the value addition of
ten layers (1-10) which (1) includes the use of lengthy URL
and the incorporation of IP address rather than the DNS
name, (2) includes the increasing number of dots within
the address and the usage of modified port number, (3) is
related to the use of suspicious SSL certificate along with
domain age, (4) was related to the unsecured and longer
time for account accessibility, (5) was related to the use of
Java scripts to hide information, (6) includes the visual sim-
ilarity of other pages along with black listed URL name, (7)
is associated to the usability of forms with submit buttons
and pop-up windows, (8) refers to the importance on secu-
rity and response, (9) was related to the use of mouse over
for link obscure, and (10) is related to the use of prefixes
and suffices in web address bar and hexadecimal characters
and symbols. Findings of the study indicated that the follow-
ing rules were helpful in the detection of phishing. It further
indicated that the absence or presence of some of the charac-
teristics provided high probability for the presence of phish-
ing websites. Finally, as per the findings, the study concluded
that any URL is said to be phishing if it obeys most of the
selected rules. These findings are in line with the findings
proposed in the present study, where following rules were
incorporated in the form of features.

Content analysis was performed to identify the key
phrases used by the attackers. Findings of the study indi-
cated that the content analysis was effective in identifying
the phishing techniques used through different sources to
gain individual’s personal information illegitimately.
Another study was conducted by Riaty et al. [62] who
focused on the methods to enhance the detection of phishing
websites. Central focus was granted to the machine learning
techniques associated to fuzzy logic and rules. Findings of
the study indicated the effectiveness of clustering, frequent
pattern mining, and value mapping process. It was further
recommended to incorporate the preprocessing and fuzzy
system prior to phishing detection to enhance the accuracy
of identifying the phishing websites. These findings are in
contrast with those proposed in the present study, as deep
learning was more effective in comparison to the machine
learning.

Despite the presence of abundant knowledge, the study
involved certain limitations. Major limitation of the study
is utilization of only six algorithm methods. Secondly,
though the proposed method has high accuracy and validity,
the long-time duration of the provided may limit the practi-
cal application of the given method.

18. Conclusion

This paper presents a new hybrid solution to detect and pre-
vent from phishing URLs. The novelty in our solution is that
it is based on reasonable rules to improve the logic of treat-
ments as in certain cases it is probable to detect a URL with-
out executing the whole process. However, considering the
applicability, accuracy, and reliability of the method, the
study suggested to undertake a complete process to update

Table 9: Comparative analysis between solutions proposed in the present study and other studies.

Solution Based perspective Accuracy
Error
rate

Advantage Disadvantage

Cantina [60]
Content and identity (static

analysis)
95% 5%

Fast
Can be integrated with

phishing toolbars

Information gathered is still reduced
Knowledge about URL is limited

Daeef et al. [61]
Lexical and machine learning

(hybrid analysis)
92.24% 5.40%

Wide scope and fast
phishing detection

system
High false positive rate

Yang, Zhao, Zen.
[62]

Blacklist, lexical, and deep
learning CNN (static

analysis)
98.99% 0.59%

Fast
Based on deep learning

Needs improvement and more features

Jain and Gupta [63]
Visual similarity and

machine learning (static
analysis)

99.72% 1.89%
Fast to recognize
targeted victims

Limited to e-banking websites
Knowledge about URL is limited

Solution provided
in the existing study

Blacklist
Lexical
Content
Identity

Visual similarity
Behavioral

Machine or deep learning
(hybrid analysis)

97.94% 2.1%

Fast
Based on rules

Trusted
Complete knowledge

about a URL

Time and resource consuming when the
whole process should be performed
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the model and extract new knowledge about how phishing
phenomenon changes. It helps us to use dynamic features
extraction. The study reflects that by doing so, it is possible
to achieve valuable results in classification using only a part
of all features. The study further presented the classification
of features using machine learning and deep learning models
with their hyperparameter fine-tuning process.

Deep learning networks have shown an enormous capa-
bility to resolve the problem of training from data especially
with huge data. It is usually used for computer vision as
image detection and classification problems. However, with
regards to the machine learning field, researches are based
on good concept algorithms. Still, trainings associated to
deep learning networks need more resources due to the huge
mathematical calculations that can be made, and in the case
of binary classification for phishing URL detection, deep
learning models especially CNN have not only demonstrated
a very good performance and accuracy but also helped in the
reduction of error rate. Contributions of the present study
are valuable as it has developed a unique method by the
amalgamation of six different algorithm methods. To the
best of researcher’s knowledge, such a study has not been
conducted before. Since the study incorporated 37 different
features, this develops that a stress test on URLs conducted
from a different approach of analysis is good enough rather
than using a single mode of analysis such as blacklist or lex-
ical. Also, the system introduced in the present study used
static analysis at first rather than dynamic to remain inde-
pendent from software or hardware that are generally
needed for the execution of web page in question.

As a future work, it is recommended to scale this solu-
tion to be used in production. However, depending upon
the study results and above discussion, it can be inferred that
the solution proposed in this study serve as a trusted solu-
tion for batch and offline use. Future researchers are sug-
gested to expand the area of knowledge by focusing on the
following solutions:

(i) What is the efficient minimal set of features that can
be used to predict a phishing URL?

(ii) How to take advantage of big data (volume, verac-
ity, and velocity), and how to integrate it into deep
learning models?

(iii) How to extend the project to support other types of
attacks: spam and malware URLs?

(iv) Opportunities to perform better-preventing attacks
before they can happen and to mitigate zero-hour
attacks.
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