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The explosive growth of data leads to the fact that the traditional wireless networks cannot provide various quality of service (QoS) communication for cellular-connected multi-UAV (unmanned aerial vehicle) networks. To overcome this obstacle, we solve the joint optimization problem of channel allocation and power control for uplink NOMA-assisted multi-UAV networks. Firstly, we design a mixed integer nonlinear programming framework, where the channel gains are characterized by integral form in time interval and sorted in non-descending order as the priority index of the decoded signal. In order to propose a feasible algorithm, the initial power levels of UAVs are obtained and integrated into the original problem which is reduced to integer programming problem. Then, the UAVs whose channel gain differences satisfy the constraints will be divided into a group to share the same channel, while the initial power levels of UAVs are adjusted to get a more satisfactory initial solution for power control. Combining the solution of channel allocation and the initial power levels, we solve power control problem with asynchronous update mechanism until the power levels of UAVs remain unchanged. Finally, we propose a channel allocation algorithm and a power control algorithm with the asynchronous optimization mechanism, respectively. Simulation results show that the proposed algorithms can effectively improve the network performance in terms of the aggregated rate.

1. Introduction

Unmanned aerial vehicle (UAV) systems have been widely used in different scenarios because of its flexibility, especially in civilian applications, such as for aerial surveillance, moving target tracking, environment monitoring, and communication relaying [1]. However, most UAV systems controlled by handle manipulator are limited by their simple functions and limited coverage; so, it cannot be extended to more applications. Fortunately, cellular-connected UAV [2] can break restrictions faced by traditional UAV systems, where UAVs are integrated into the cellular networks as new aerial users. In addition, the explosive growth of data collected by UAVs increases the complexity of application environment. Therefore, the traditional cellular technique (e.g., 3G/4G) cannot provide real-time communication services. As a promising candidate for 5G communications [3], Non-Orthogonal Multiple Access (NOMA) [4] can provide higher spectral efficiency, ultra reliable/low latency communication, and network throughput compared to Orthogonal Multiple Access (OMA) technique. As a consequence, applying NOMA technique to cellular-connected UAV networks can effectively improve the channel capacity and ensure the timeliness of the data transmission.

In the multichannel uplink NOMA-assisted communication, the system needs to allocate the corresponding channel resources for each terminal equipment and decrease the interference level between signals by controlling the power level of the terminal equipments to maximize the network throughput. However, the high mobility of UAV causes the channel state to change rapidly between UAV and ground base (GB) [5], which increases the complexity to design the channel allocation and power control algorithm. Although the traditional channel allocation and power control methods for cellular networks [6] meet the requirements of the small-scale data transmission, these proposed methods would encounter poor performances in terms of bandwidth resources with the increasing number of UAVs. An alternative is to integrate
power-domain NOMA technique into cellular network [7], which allows the terminal equipments to transmit signals concurrently on the same channel with the channel gain differences. The successive interference cancellation (SIC) technology is used to decode superimposed signals at GB to improve bandwidth utilization and effective network throughput. Therefore, it is of great significance to study the channel allocation and power control algorithm in NOMA-assisted multi-UAV network.

This work is aimed at maximizing the channel capacity by allocating the channel resources and controlling the power levels of UAVs. Because the channel capacity is a nonlinear function with the power as parameter, hence we design a mixed integer nonlinear programming framework to mathematically represent the channel allocation and power control problem and propose a distributed algorithm to meet the QoS requirements. Firstly, we get the initial power levels of the UAVs when the channel capacity constraint holds. The initial power levels of the UAVs are integrated into the original problem which is reduced to integer programming problem (namely channel allocation problem). Then, the average channel gains are sorted in non-descending order as the priority index of the decoded signal at GB. Next, we divide the UAVs whose channel gain differences satisfy the constraints into a group, in which the group number should be no more than the upper bound served by each channel. When each UAV is associated with a specific channel, we adjust the power levels of UAVs with asynchronous update [8] mechanism until the power levels of UAVs remain unchanged. Finally, we propose a channel allocation algorithm and a power control algorithm, which consider the effects of UAVs’ fast mobility and the initialization parameters on the optimization performance. Our contributions are twofold as follows:

(i) We design a mixed integer nonlinear programming framework as the mathematical form for the uplink channel allocation and power control problem. To enable the corresponding optimization process to be applied in the dynamic scenario, the channel gain is characterized with integral form instead of the instantaneous form and sorted in non-descending order as the priority index of the decoded signal at GB. As the joint optimization problem is difficult to solve, a distributed method with low computational and time complexity is proposed. To this end, we calculate the initial power levels of UAVs and integrate them into the original problem to get the solution of integer programming. Then, we combine the asynchronous update mechanism and successive convex approximation to obtain the optimal power levels of UAVs.

(ii) We propose a channel allocation algorithm and a power control algorithm with asynchronous optimization mechanism. In the channel allocation process, the initial power levels of UAVs are adjusted after each UAV is assigned to a specific channel, which enables the initial solution for the power control issue to meet the requirements of the different constraints in the feasible region. The asynchronous optimization method considered in power control algorithm allows GB to update the distinct power parameters with outdated messages, which can well adapt to the unreliability of the wireless communication.

The remainder of this paper is organized as follows. In Section 2, we introduce some previous work. In Section 3, we present some preliminary concepts used in the proposed method. In Section 4, we introduce the specific implementation process of the proposed channel allocation and power control algorithm. And in Section 5, we show some simulation results for the proposed algorithm. Finally, we conclude the paper and discuss future work in Section 6.

2. Related Work

As one of the key techniques of 5G, NOMA has been studied a lot [9] and gradually applied in real world. In addition, the combination of NOMA with other emerging technologies (such as massive MIMO and visible light communications) also has been considered to further increase scalability, spectral efficiency, reliability, and greenness of future communication networks [10]. The existing works have mainly studied the performances of downlink and uplink in 5G and beyond 5G networks from different views and scenarios, such as channel knowledge [11], broadcast/unicast convergence [12], and full-duplex heterogeneous networks [13].

Some research have studied the related issues on uplink communication, and Liu et al. [14] developed an analytical framework for multicell uplink NOMA systems based on stochastic geometry and derived the Laplace transform of the intercell interference with considering uplink power control. Zeng et al. [15] studied an energy efficiency maximization problem by jointly optimizing the user clustering, channel assignment, and power allocation for an uplink hybrid system with the integration of NOMA and OMA. Chen et al. [16] developed user selection and power allocation methods for NOMA systems equipped with multiantenna to enhance the sum capacity of the uplink. And they derived a user set selection algorithm and a suboptimal power control algorithm to mitigate the interference effect and to maximize the sum capacity. Jointly considering the heavy computation workload raised by the sizable networking systems and the difficulty in estimating instantaneous Channel State Information (CSI), Zhao et al. [17] solved a joint power control and channel allocation problems based on reinforcement learning algorithm combining with statistical CSI. Rashid et al. [18] investigated MC-NOMA technology for enhancing system energy efficiency (EE) by formulating a joint user clustering, subchannel allocation, and power allocation problem for EE maximization in uplink MC-NOMA scenario. To solve the optimization problem of the user grouping, decoding order and power control in an uplink NOMA system, Zhang et al. [19] formulated a joint optimization problem as combinatorial integer programming framework to maximize the achievable sum rate of the multiple users with the minimum rate.
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3. System Model

3.1. Network Model. The network mainly consists of a single GB that serves as the destination of data flows and multiple UAVs which are independently and uniformly distributed in the deployed area. Assume that the coordination of GB is unchangeable, all the UAVs communicate with GB in single-hop mode, as shown in Figure 1. In this paper, we focus on the uplink data transmission, where the bandwidth \( W \) at GB is divided into the orthogonal channels. UAVs transmit the messages to GB via a single channel at any time, and NOMA technique allows the superposed signals from multiple UAVs to be transmitted simultaneously through the same channel. Assume that UAV\(_m\) and UAV\(_m+1\) are assigned to the same channel, these two UAVs are allowed to send signals (e.g., temperature, humidity, and wind speed) simultaneously to GB with the uplink from UAVs to GB. To avoid the channel overloading, the maximum number of UAVs that each channel can serve should be no more than \( K \). We use \( C \) to denote a set including all channels, and \( [C] \) and \( c_n \) denote the identifier of \( n\)th channel and the number of the channels, respectively. The set of UAVs is denoted by the notation \( M \), the size of \( M \) is \( M \), and the set of UAVs assigned to channel \( c_n \) is denoted as \( M_{c_n} \). The power level \( p_m \) used by UAV\(_m\) is limited in the range \([p_{\min}, p_{\max}]\). The definitions of notations or parameters can be found in Table 1.

3.2. Channel Model. Due to the mobility, the distance between UAVs and GB changes with time elapse which results in the variable channel states. Fortunately, the channel state prediction method proposed in [28] can capture this dynamic nature and estimate the channel gain value for each UAV after \( \Delta t \) time. Assume that the current time is \( t_0 \), the future time is \( t \) after \( \Delta t \). The quantity \( h(t \mid t_0) \) represents the channel gain prediction at \( t \) based on the information available at \( t_0 \); hence, it is a random variable due to the uncertainty in mobility over the time duration from \( t_0 \) to \( t \). If \( t_0 = t \), the quantity \( h(t \mid t_0) \) is equal to the instantaneous channel gain value [29] at \( t \).

Assume that all the UAVs follow the same mobility model, let \( f_y(y) \) (the detailed form refers to the expressions (20)-(21) in the reference [29]) represents the probability density function of distance \( y \) at current time, and \( g(y) \) (the detailed form can refer to the Rician model [30]) denotes the path fading gain of links between UAVs and GB. Let \( y(t_0) \) denote a function of distance between UAVs and GB at \( t_0 \); so, the expected channel gain for each UAV can be expressed as an integral form

\[
E[h(t \mid t_0)] = \int_{t_0}^{t} g(y(t)) \cdot f_y(y(t)) \, dt. \tag{1}
\]

Expression (1) quotes the definition (24) in reference [29], and the slight difference lies in the different objects of integration. The expected channel gain in (1) can reflect...
the link quality well; however, the fast changing channel state would result in the outdated message used by GB in a specific duration \( [t_0, t] \). The channel gain calculated by (1) only reflects the channel states at a destined point in the future, and it is necessary to find a way which can reflect the channel states in the duration \( [t_0, t] \) accurately and assist the GB to optimize the network performance. Hence, the average channel gain denoted by \( \bar{h} \) is introduced to represent the link quality in time interval \( \Delta t \), and the mathematical expression is listed as below.

\[
\bar{h} = \frac{1}{\Delta t} \sum_{t_0}^{t} g(y(t)) \cdot f_j(y(t)) dt,
\]

where \( x \) is a transition variable. The use of NOMA technique depends on the channel gain differences between UAVs, better communication performance for the whole network benefits from larger channel gain differences. Therefore, we divide UAVs with larger channel gain differences into a group to share the same spectrum resource. Before that, we need to get the nonascending order of the UAVs’ channel gains, namely, \( h_1 \geq h_2 \geq \cdots \geq h_M \), where the subscripts are regarded as the identifier of UAVs.

4. Problem Formulation and Solution

4.1. Problem Formulation. This work mainly focuses on the channel allocation and power control for NOMA-assisted multi-UAVs networks. In order to identify which channel a single UAV is assigned to, a binary variable is defined as \( a_m^n \), where the superscript \( n \) and subscript \( m \) indicate the channel \( c_n \) and \( m \)-th UAV, respectively. If the \( m \)-th UAV is assigned to the channel \( c_n \), then \( a_m^n = 1 \); otherwise, \( a_m^n = 0 \).

\[
a_m^n = \begin{cases} 
1, & \text{if UAV } m \text{ is assigned to the channel } c_n, \\
0, & \text{otherwise}.
\end{cases}
\]

Because the NOMA technique decodes the massages according to the strength of the signal, the weaker signals will be considered as interference of the priority decoded signals in the same channel \( M_n \). Assume that the signal from UAV \( m \) currently is decoded, the sum of the weaker signals from the other UAVs in \( M_n \) is the interference of UAV \( m \), namely, \( \sum_{i \in M_n, i \neq m} a_i^n p_i h_i^2 \). To evaluate the network performance more intuitively, we optimize the channel capacity of each UAV, and which is given as below:

\[
R_m = \log \left( 1 + \frac{p_m \bar{h}_m^2}{\sum_{i \in M_n, i \neq m} a_i^n p_i h_i^2 + \sigma^2} \right),
\]

where \( \sigma^2 \) is the additive white Gaussian noise. For the ease of
expression, we define a normalized channel gain for the $m$th UAV as $g_m = h_m^w/a^2$; so, the formula (4) can be rewritten as

$$R_m = \log \left(1 + \frac{p_m g_m}{\sum_{i \in M} a_i^m p_i g_i + 1}\right). \tag{5}$$

The capacity of the last component decoded on the channel $c_n$ is $R_f = \log (1 + p_f g_f)$.

Based on the binary variable and link capacity calculated in (5), we define the problem in a mathematical form with aggregated channel capacity of UAVs as the objective function, the detailed form is expressed as follows:

$$\max \sum_{n \in C} \sum_{m=1}^{M} a_n^m R_m, \tag{6}$$

subject to:

$$R_m \geq R_{th}^m, \forall m \in M, \tag{7}$$

$$p_m g_m = \sum_{n \in C} \sum_{i \in M} a_i^m p_i g_i \geq p_{th}, \forall m \in M, \tag{8}$$

$$p_{\min} \leq p_m \leq p_{\max}, \forall m \in M, \tag{9}$$

$$\sum_{m=1}^{M} a_n^m \leq 1, \forall n \in C, \tag{10}$$

$$\sum_{m \in M} a_n^m \leq K, \forall m \in M, \tag{11}$$

$$a_n^m \in \{0,1\}, \forall m \in M, \forall n \in C. \tag{12}$$

Optimization objective (6) maximizes the sum of all UAVs’ channel capacity. Constraint (7) ensures that the channel capacity used by the UAVs is no smaller than the given threshold to meet the requirement of correct decoding. Constraint (8) represents SIC requirement for correct decoding of superimposed signals at GB, and (9) limits the maximum power levels of UAVs. Constraint (10) means that any UAV can only transmit signals on one channel at a specific time. On the premise of ensuring the decoding rate, (11) limits the number of concurrent signals in a single channel.

$M \leq |C|$, namely, the number of channels, is not less than the number of UAVs, such that each UAV can occupy a channel independently due to the orthogonality between different channels. In this situation, a single UAV selects the maximum power level to transmit signals to improve network performance. We mainly discuss how to allocate channels and adjust power level to maximize network throughput when $2 \leq |C| \leq M \leq K|C|$. The optimization problem defined in (6)-(12) is a mixed integer nonlinear programming (MINLP) problem [31], which has been proved to be $NP$-hard. Therefore, it is necessary to find a distributed solution which not only achieves the optimization goals for joint channel allocation and power control issues, but also maximizes the network throughput.

4.2. Distributed Solution. Because it is difficult to get the optimal solution of MINLP problem defined above, so an approximate solution is necessary for the improvement of communication performances. The best effect of optimization is to make the final solution as close to the optimality as possible; hence, the initial feasible parameters are important to get the optimal solution. On this basis, we calculate the initial power levels of UAVs by only considering the environmental noise $a^2$ when the equality relation of the constraint (7) holds, namely,

$$\log (1 + p_{\max} g_m) = R_{th}^m, \forall m \in M. \tag{13}$$

The initial feasible power level of the $m$th UAVs can be obtained by mathematical calculation,

$$p_{\max} = \frac{1}{g_m} \left[ \frac{\log (1 + p_{\max} g_m)}{R_{th}^m} \right], \forall m \in M, \tag{14}$$

and we set the initial power level of each UAV to $p_{\max}^i$, where $p_{\min} \leq p_{\max}^i \leq p_{\max}$ and $P_{\max} = \max \{p_{\max}^i | \forall m \in M\}$.

4.2.1. Channel Allocation. To this end, we use the power level $p_{\max}^i$ and equation (5) to obtain the initial rate $R_{\text{init}}^i = \log (1 + p_{\max}^i g_m)$ which is substituted into the optimization problem (6)-(12) to get an integer programming form (channel allocation) $P1$ as below:

$$P1: \max \sum_{n \in C, m=1}^{M} a_n^m R_{\text{init}}^i,$$

subject to:

$$\text{(7)} \text{, (79)} - (7911)\).$$

Based on the number of channels $|C|$, the maximum number of UAVs assigned to the same channel can be calculated as $\lceil M/|C| \rceil \leq K$, let $U = \lfloor |M/|C| \rfloor$. A cluster set is defined by $M = \{M_1, \ldots, M_{U}\}$, and all components in $M$ are empty in initialization phase. Next, UAVs are divided into $U$ subsets based on the order of channel gains, $[UAV_{1}, \ldots, UAV_{|C|}] = [UAV_{C_1}, \ldots, UAV_{C_U}, UAV_{M_1}, \ldots, UAV_{M_U}]$, and each subset $S_n$ consists of at least $|C|$ components.

According to the feature of NOMA technique, the later decoded signals will interfere with the previous decoded signals. Therefore, we choose one component from each subset in reverse order and group these components into one cluster to share the same channel. The detailed process is as follows, the component UAV$_{M_{1},|C|+1}$ extracted from set $S_U$ is added to subset $M_1$, and we choose the component of the corresponding sequence from the subsequent subset, such as UAV$_{|C|+2}$ in set $S_2$. Before continuing this process, it needs to judge whether the constraint (8) holds, if not, adjust the power level of corresponding UAV to meet the condition. After determining the component in $S_1$, it ends the current grouping process, and the components included in subset $M_1$ is denoted as $[UAV_1$, $UAV_2, \ldots, UAV_{|C|+1}]$. Once the grouping process is completed, let $U = [UAV_{1}, \ldots, UAV_{|C|}]$. Moreover, we calculate the normalized channel gain for the $m$th cluster as $g_{m} = h_{m}^{w}/a^{2}$; so, the formula (4) can be rewritten as

$$R_m = \log \left(1 + \frac{p_m g_m}{\sum_{i \in M} a_i^m p_i g_i + 1}\right). \tag{5}$$

The capacity of the last component decoded on the channel $c_n$ is $R_f = \log (1 + p_f g_f)$. To this end, we use the power level $p_{\max}^i$ and equation (5) to obtain the initial rate $R_{\text{init}}^i = \log (1 + p_{\max}^i g_m)$ which is substituted into the optimization problem (6)-(12) to get an integer programming form (channel allocation) $P1$ as below:

$$P1: \max \sum_{n \in C, m=1}^{M} a_n^m R_{\text{init}}^i,$$

subject to:

$$\text{(7)} \text{, (79)} - (7911)\).$$

Based on the number of channels $|C|$, the maximum number of UAVs assigned to the same channel can be calculated as $\lceil M/|C| \rceil \leq K$, let $U = \lfloor |M/|C| \rfloor$. A cluster set is defined by $M = \{M_1, \ldots, M_{U}\}$, and all components in $M$ are empty in initialization phase. Next, UAVs are divided into $U$ subsets based on the order of channel gains, $[UAV_{1}, \ldots, UAV_{|C|}] = [UAV_{C_1}, \ldots, UAV_{C_U}, UAV_{M_1}, \ldots, UAV_{M_U}]$, and each subset $S_n$ consists of at least $|C|$ components. According to the feature of NOMA technique, the later decoded signals will interfere with the previous decoded signals. Therefore, we choose one component from each subset in reverse order and group these components into one cluster to share the same channel. The detailed process is as follows, the component UAV$_{M_{1},|C|+1}$ extracted from set $S_U$ is added to subset $M_1$, and we choose the component of the corresponding sequence from the subsequent subset, such as UAV$_{|C|+2}$ in set $S_2$. Before continuing this process, it needs to judge whether the constraint (8) holds, if not, adjust the power level of corresponding UAV to meet the condition. After determining the component in $S_1$, it ends the current grouping process, and the components included in subset $M_1$ is denoted as $[UAV_1$, $UAV_2, \ldots, UAV_{|C|+1}]$. Once the grouping process is completed, let $U = [UAV_{1}, \ldots, UAV_{|C|}]$. Moreover, we calculate the normalized channel gain for the $m$th cluster as $g_{m} = h_{m}^{w}/a^{2}$; so, the formula (4) can be rewritten as

$$R_m = \log \left(1 + \frac{p_m g_m}{\sum_{i \in M} a_i^m p_i g_i + 1}\right). \tag{5}$$

The capacity of the last component decoded on the channel $c_n$ is $R_f = \log (1 + p_f g_f)$.
satisfy different constraints in the feasible region.

4.2.2. Power Control. The results obtained from Algorithm 1 are substituted to optimization (6)–(12), and a mathematical form of power control problem can be expressed as below:

\[
\max \sum_{m=1}^{M} R_m, \quad s.t. \quad (6), (68),
\]

\[
P_m g_m - \sum_{j \in M_n} p_j g_j \geq p_{th} \forall m \in M_n, \forall M_n \in M.
\]

Due to the orthogonality between different channels, there is no loss of optimality to consider only one single channel for power allocation, and the others use the same method to achieve the goal of power control. Therefore, we choose a channel \( c_p \) including \( K \) UAVs as a typical optimization object and use a new sequence number \( 1, \ldots, K \) to replace the original marks of all the UAVs in subset \( M_n \). Hence, the power control problem can be redefined as

\[
P_2 : \max \sum_{k \in M_n} R_k, \quad \text{s.t.} \quad (6), (68),
\]

\[
P_k g_k - \sum_{j \in M_n} p_j g_j \geq p_{th} \forall k \in M_n.
\]

The scale of \( P_2 \) is smaller compared with original problem, and the former is easier to get the optimal power levels for all the UAVs in subset \( M_n \). However, the nonconvexity of the capacity function (4) combined with constraints (7), (9), and (19) increases the complexity of obtaining the optimal power levels. To overcome this obstacle, we use successive convex approximation techniques [33] to convert function (5) into a convex form:

\[
R_k = \alpha_k \left[ \log (P_k g_k) - \log \left(1 + \sum_{i \in M_n} p_i g_i\right)\right] + \beta_k, \quad (20)
\]

where \( \alpha_k \) and \( \beta_k \) are assistant variables, the detailed forms of which can be found in [34].

Assume that the power levels of UAVs are located in convex domain, hence \( P_2 \) is a convex optimization problem due to the linearity of constraints. To this end, we introduce three dual vectors to assist the optimization process, denoted by \( \gamma, \xi, \) and \( \zeta \), respectively. The dual form of \( P_2 \) can be presented as follows:

\[
L(p, \gamma, \xi, \zeta) = \max \sum_{k \in M_n} R_k + \sum_{k \in M_n} \left[ \gamma_k \left( P_k g_k - \left(2^{\max} - 1\right) \left(1 + \sum_{i \in M_n} p_i g_i\right)\right)\right]
\]

\[
+ \sum_{k \in M_n} \xi_k \left(P_k g_k - \sum_{i \in M_n} p_i g_i - p_{th}\right) + \sum_{k \in M_n} \zeta_k (p_{max} - P_k).
\]

Although the average channel gain can effectively improve the communication performance, the unpredictable wireless environment will cause that a part of request packets cannot be decoded correctly at GB. Fortunately, the asynchronous optimization can be considered as an alternative solution to solve the above problem. In order to update the parameters asynchronously, we define the notation \( n \) as the number of iterations and \( r^p_i \) as the index of the Lagrange multiplier used in the \( i \)th minimization and \( 1 < r^p_i < n \). Consider asynchronous optimization, the update process of three dual vectors can expressed as

\[
\gamma_k(t + 1) = \gamma_k(t) - \beta_1 \frac{\partial L(r^p_i)}{\partial \gamma_k}, \quad (22)
\]

\[
\xi_k(t + 1) = \xi_k(t) - \beta_2 \frac{\partial L(r^p_i)}{\partial \xi_k}, \quad (23)
\]

\[
\zeta_k(t + 1) = \zeta_k(t) - \beta_3 \frac{\partial L(r^p_i)}{\partial \zeta_k}, \quad (24)
\]

where \([::]^{+}\) denotes the projection onto the nonnegative quadrant, and \( \beta_1, \beta_2, \) and \( \beta_3 \) are step size. In addition, the values of \( \beta_1, \beta_2, \) and \( \beta_3 \) are constants to speed the convergence of the update process. Jointly consider (22), (23), (24), and one-order derivative of power level \( P_k \), i.e., \( \partial L(p, \gamma (t + 1), \xi (t + 1), \zeta (t + 1))/\partial P_k = 0 \), we can obtain the optimal power level of each UAV in subset \( M_n \) at iteration \( t + 1 \), and this process is terminated until the dual vectors no longer change. The detailed process can be found in Algorithm 2.

4.3. Algorithm Analysis. Assume that the notation \( T \) denotes the maximum iterations which can meet the requirement of step 8 in the Algorithm 2, we can get the following conclusion.

**Proposition 1.** If \( T \leq M \), the total time complexity of two algorithm is \( O(M^2) \); otherwise, \( O(MT) \).
Proof. To obtain the total time complexity of the proposed two algorithms, assume that the cost for exchanging the beacon information among any pair of nodes is $O(1)$, we first analyze the time complexity of Algorithm 1; in initialization phase, each UAV exchanges the beacon information with GB, and the time complexity can be denoted as $O(M)$. The step 2 is the sorting process, and the time complexity of this operation is equal to the time complexity of the sorting algorithm in the worst case $O(M^2)$. Steps 5-11 are the sequential grouping process and the adjustment operations of the power levels, and the total time complexity is $O(M)$; hence, the total time complexity of Algorithm 1 is $O(M^2)$. For Algorithm 2, the time complexity of the initial process is $O(MT)$. The steps 3-7 aim to get the optimal power levels, and the time complexity is $O(MT)$. To conclude the above results, if $T \leq M$, the total time complexity of two Algorithm is $O(M^2)$; otherwise, $O(MT)$. $\square$

To analyze the proposed algorithms, we provide some auxiliary parameters to illustrate the presented results. Let $g(p_k) = \left\{ \left( R_k^\text{th} - 1 \right)(1 + \sum_{i=1}^{M}p_i g_i) - p_k g_k \sum_{i=1}^{M} p_i g_i + p_{kth} - p_k g_k, p_k - p_{\text{max}} \right\}$ denote a set including different constraints and $\| \cdot \|$ be Euclidean norm. We use a constant stepsize $\beta$ instead of $\beta_1, \beta_2, \beta_3$. Two vector notations $\chi$ and $\varphi$ are used to denote the primal variable set and dual variable set, respectively, $\chi = \{ p_k | \forall k \in M \}$ and $\varphi = \{ \gamma, \xi, \zeta \}$. To sim-

To understand this content, let's break it down step by step:

1. **Initialization**: Each UAV sends a request packet (coordination, speed, channel state, etc.) to GB, $n = |C|$.
2. Get the nonascending order of channel gains, $h_1 \geq h_2 \cdots \geq h_M$.
3. Mark the UAV with gain $h_m$ as $m$.
4. Obtain the sets $\{S_1, S_2, \cdots, S_n\}$.
5. For each subset $M_m$, do
6. For $i = U, i \geq 1, i \rightarrow$ do
7. If the set $S_i$ is not empty, then
8. Add the $n$th component in set $S_i$ to subset $M_m$.
9. Judge whether the components in subset $M_m$ meet constraint (8);
10. If not, adjust the power level of corresponding component in $S_i$;
11. End if;
12. End for
13. $n = n - 1$;
14. End for
15. If all UAVs are assigned to the special channels, the algorithm is terminated;

**Algorithm 1: Channel allocation algorithm.**

1. GB uses the results of channel allocation calculated by Algorithm 1 and the optimized initial power levels;
2. Initialize the dual vector $\gamma(0), \xi(0), \zeta(0)$;
3. For each channel $c_n$ of GB do
4. Use (20) to obtain the capacity expression $R_k$;
5. Calculate optimal power level based on three dual vectors and one order derivative;
6. Use (22), (23), and (24) to update dual vectors;
7. Return to step 5;
8. The algorithm will be terminated until the dual vectors no longer change.
9. End for

**Algorithm 2: Power control.**

To analyze the proposed algorithms, we provide some auxiliary parameters to illustrate the presented results. Let $g(p_k) = \left\{ \left( R_k^\text{th} - 1 \right)(1 + \sum_{i=1}^{M}p_i g_i) - p_k g_k \sum_{i=1}^{M} p_i g_i + p_{kth} - p_k g_k, p_k - p_{\text{max}} \right\}$ denote a set including different constraints and $\| \cdot \|$ be Euclidean norm. We use a constant stepsize $\beta$ instead of $\beta_1, \beta_2, \beta_3$. Two vector notations $\chi$ and $\varphi$ are used to denote the primal variable set and dual variable set, respectively, $\chi = \{ p_k | \forall k \in M \}$ and $\varphi = \{ \gamma, \xi, \zeta \}$. To sim-

Figure 2: The iterations of each subchannel with two users under different outage rates.
Therefore, the dual iterations (22)-(24) can be rewritten in the following form:

$$\varphi(n+1) = [\varphi(n) + \beta \cdot g(\chi(t^n))]^+.$$  \hfill (26)

Assume that the dual form of \(P\) is denoted as \(D(\varphi)\), the following two conditions are adopted for problem \(P\) and iterations (22)-(24).

C1. Set \(\Psi\) is convex, closed, and bounded. Combined objective function of problem \(P\) and constraint set \(g(\chi)\) are convex and continuous over their domain. Assume that there is one set \(\{\chi \in \Psi\}\) that makes (7), (8), and (9) hold as strict inequalities.

C2. There exists an integer \(D_{\text{max}}\), so that \(n - r^n_i \leq D_{\text{max}}\) and \(n = 1, 2, \cdots\).

The first condition asserts the boundedness of the subgradients, and there is a finite bound set \(G_{\text{max}}\) that for all \(\chi \in \Psi\) the following inequality holds:

$$\|g(\chi)\| \leq G_{\text{max}}.$$  \hfill (27)

Proposition 2. According to condition C1 and the strict convexity of the optimization problem \(P_2\) considering equation

![Figure 3: The aggregated rate of each subchannel with two users and the trend of transmission rate of both users under different iterations.](image)

![Figure 4: The iterations of single subchannel with different users under different outage rates.](image)
(20), it is noted that if the Slater’s condition holds, then the duality gap is exactly zero, i.e., $P(\chi^*) = D(\phi^*)$.

The second condition states that the delay $n - \tau_n$ is upper bounded by a finite number. Note that $D_{\max} = 0$ yields the corresponding results for the synchronous algorithm.

We use the pertinent definitions considered in [35] to obtain the following result. Under the condition C1, it holds for all $\varepsilon \geq 0$ and $n = 1, 2, \cdots$ that

$$g(\chi(\tau_n))(\varepsilon - \phi(n)) \leq D(\varepsilon) - D(\phi(n)) + o(n), \quad (28)$$

where $o(n) = 2\beta \cdot G_{\max} D_{\max}$. The interested readers can refer to the detailed Proof in [35]. Moreover, we propose the following proposition to deal with convergence of Lagrange multiplier that iterates with different stepsizes.

**Proposition 3.** Under C1 and C2, the average dual solution $D(\phi)$ and the optimal dual solution $P(\chi^*)$ satisfy the following relation:

$$D(\phi) \leq P(\chi^*) + \frac{1}{2}\beta G_{\max} + 2\beta G_{\max} D_{\max}. \quad (29)$$
Proof. Let $\varphi^*$ denote the optimal solution of $D$. We have the form for all $\varepsilon \geq 0$:

$$\|\varphi(n+1) - \varepsilon\|^2 = \|\varphi(n) + \beta g(\chi(t))\|^2 - \varepsilon^2. \tag{30}$$

Due to the nonexpansive property of the projection, (30) satisfies the following relation

$$\|\varphi(n+1) - \varepsilon\|^2 \leq \|\varphi(n) - \varepsilon\|^2 + \|\beta g(\chi(t))\|^2 - \varepsilon^2 \tag{31}$$

Introducing (27) and (28) into (31), we can get a new form

$$\|\varphi(n+1) - \varepsilon\|^2 \leq \|\varphi(n) - \varepsilon\|^2 + 2\beta G^2_{\text{max}}D_{\text{max}} + \sum_{n=1}^{N} D(\varphi(n)) + 4\beta G^2_{\text{max}}D_{\text{max}}. \tag{32}$$

Summing the later for $n = 1, 2, \cdots, N$, it follows that

$$\|\varphi(n+1) - \varepsilon\|^2 \leq \|\varphi(1) - \varepsilon\|^2 + N\beta^2 G^2_{\text{max}} + 2\beta \left[ND(\varepsilon) - \sum_{n=1}^{N} D(\varphi(n)) \right] + 4\beta^2 G^2_{\text{max}}D_{\text{max}}. \tag{33}$$

Let the left-hand side of (33) be 0, rearrange the inequality, and divide it by $2N\beta$, we obtain

$$\frac{1}{N} \sum_{n=1}^{N} D(\varphi(n)) \leq \|\varphi(1) - \varepsilon\|^2 + \frac{1}{\beta} G^2_{\text{max}} + D(\varepsilon) + 2\beta G^2_{\text{max}}D_{\text{max}}. \tag{34}$$

Let $\varepsilon = \varphi^*$ and $\frac{1}{N} \sum_{n=1}^{N} D(\varphi(n)) = D(\varphi(n))$. We have $\min_{\varphi_0} \varphi(1) - \varphi^*/2N\beta \to 0$ due to the infinite value of $\varphi^*$. Thus, taking the limit as $N \to \infty$ in (34) and combining the result of Proposition 2 yields the result of Proposition 3.

Therefore, the suboptimality in the asynchronous subgradient over the synchronous version is bounded by a constant proportional to $D_{\text{max}}$. Note that if the dual method would like to reach a given distance from the optimal, the
asynchronous subgradient might need a smaller stepsize $\beta$ which requires more iterations.

5. Simulation Results

In this paper, we use OMNET++5.0 to simulate the network scenario and collect relevant results. The UAVs spread randomly and uniformly in an area of $1000 \times 1000 \times 80$ m and move following a random way-point mobility model [36]. In addition, we use the Rican channel model and rate threshold method to estimate the link quality. For convenience, we assume that there is only one GB with fixed coordinate, and UAVs can move randomly with a certain speed in the specified region. Each UAV transmits messages with different power levels in $[0, 1W]$, and final decisions can be made by solving the problem (19). The value of three step-sizes are set to $0.01$ and $\Delta t = 1$ s. The detailed values of other parameters refer to the definitions in reference [37] and displayed in Table 1. To get more accurate results, we perform the experiment five times for each parameter under the same system configuration, and the final results are collected by computing the mean values based on the five groups of results.

To better demonstrate the advantages of the proposed method, we first analyze the performance of our algorithm and then compare it with OMA and synchronization optimization mechanism under different indicators. Because the wireless network is prone to be interfered by other signals, the outage rate is used as an important index to evaluate the performance of our algorithm. If each channel is assigned to two UAVs, the iterations increase with the outage rate, as shown in Figure 2. When UAVs send messages to GB over the unreliable uplink, some messages cannot be received by GB, which requires more iterations at GB to achieve the optimal network performance. When the outage rate is set to 0, Figure 3 shows the trends of the transmission rates of two UAVs in the same channel and their aggregated rate with the increase of iterations.

One of the main advantages of NOMA is that it allows multiple users to send messages on the same channel simultaneously. GB uses successive interference cancellation technique to decode superimposed signals. However, with the increasing number of nodes, the probability of GB that correctly receives all the messages decreases with the probability theory; hence, more iterations are required at GB to achieve the optimization goal, as shown in Figure 4. From Figure 5 we can see, the aggregated rate of single subchannel with more UAVs is larger; however, the existence of outage rate results in the decline of aggregated rate. The rate threshold characterizes the minimum transmission rate used by each UAV that GB can correctly decode the superimposed signals. Figure 6 represents the trend of aggregated rate with different rate thresholds, when there are four UAVs in a single channel. However, faster mobility will result in poor communication quality and decrease the aggregated rate of the single channel with two UAVs, as shown in Figure 7.

So far, we evaluate the performance of the proposed algorithm under different indicators, and the results are shown in Figures 2–7. However, we are more eager to know the performance of our algorithm compared with both OMA and synchronous method [19], and the details can be found in Figures 8 and 9. When the rate threshold is set to 0.5 Mbps, the UAVs move at a speed of 5 m/s, and the number of UAVs served each channel is no more than 2; from Figure 8, we can see that the aggregated rate of the single channel increases with the number of UAVs. The mobility of UAV leads to the variable channel state which brings unpredictable outage events, which declines the overall network performances. In order to reduce the impact of UAV mobility on communication quality, we use the expected

![Graph showing the aggregated rate under different outage rates, where each subchannel is assigned two UAVs.](image-url)
channel gain to characterize the channel state in a specific time interval, which can be adapted to the dynamic channel well. Furthermore, the asynchronous optimization technique is used to optimize the network performance, and when some messages cannot be decoded correctly by GB, the algorithm will continue. OMA technique requires that each channel can only serve one single UAV at a specific instant, and the aggregated rate in our simulation is the throughput per second of the single channel. Hence, as the number of UAVs increases, the aggregated rate of the single channel maintains unchanged. Based on this, it is obvious that our algorithm has better performance than OMA and synchronous method as shown in Figures 8 and 9.

The interference prone property of the wireless channel increases the outage rate of multi-UAV networks, which would decrease the size of the aggregated rate of each channel. Different from synchronous methods, the asynchronous method updates the network parameters with the outdated channel gains of UAVs, where the outdated messages refer to the parameters used in previous iteration but the new ones have not yet received by GB in current iterations due to the poor channel states. Therefore, the presence of outage rate results in the decline of aggregated rate as shown in Figure 10. The rate threshold characterizes the minimum transmission rate used by each UAV that GB can correctly decode the superimposed signals. The increasing of the rate threshold requires the higher power levels to ensure the correct decoding at GB, the growth trend of the rate threshold would cause the channel capacity calculated with the optimal power level not to meet the constraint, and the detailed results are displayed in Figure 11.

6. Conclusion

This work presents channel allocation and power control algorithms for uplink NOMA-assisted multi-UAV networks by jointly using the Lagrange dual method, successive convex approximation, and asynchronous optimization method, which can improve network throughput, and reduce cochannel interference. Specifically, the original optimization problem is formulated as a mixed integer nonlinear programming framework. According to the differences between channel gain with nondescending order, each UAV is assigned to one specific channel. Combining the solution of channel allocation and adjusted initial power levels, the transmission power of UAVs is optimized with asynchronous update mechanism. Simulation results demonstrate that the proposed algorithm significantly improves aggregated rate about 5%-10% on average compared with similar works and OMA. Note that some open issues still exist, such as the security problem and QoS-aware (such as link reliability, delay bound) communication problem. In the future, more effort will be made to consider these problems and relevant techniques in optimization strategy.

Notations

- $W$: Bandwidth
- $K$: The maximum number of UAVs served by each channel
- $C$: A set including all channels
- $c_n$: An identifier of $n$-th channel
- $|C|$: The total number of the channels
- $M$: A set composed of all UAVs
- $\mathcal{M}$: The total number of UAVs in the network
- $\mathcal{M}_n$: The set of UAVs assigned to channel $c_n$
- $p_m$: The power level used by UAV$m$ to transmit message
- $p_{\text{min}}$: Minimum power level
- $p_{\text{max}}$: Maximum power level
- $y$: The distance between UAV and GB
- $h$: The variance of additive white Gaussian noise

Figure 11: The aggregated rate under different rate thresholds, where each subchannel is assigned two UAVs.
\( \sigma^2 \): The normalized channel gain of \( m \)th UAV.
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