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Next-generation networks are data-driven by design but face uncertainty due to various changing user group patterns and the
hybrid nature of infrastructures running these systems. Meanwhile, the amount of data gathered in the computer system is
increasing. How to classify and process the massive data to reduce the amount of data transmission in the network is a very
worthy problem. Recent research uses deep learning to propose solutions for these and related issues. However, deep learning
faces problems like overfitting that may undermine the effectiveness of its applications in solving different network problems.
This paper considers the overfitting problem of convolutional neural network (CNN) models in practical applications. An
algorithm for maximum pooling dropout and weight attenuation is proposed to avoid overfitting. First, design the maximum
value pooling dropout in the pooling layer of the model to sparse the neurons and then introduce the regularization based on
weight attenuation to reduce the complexity of the model when the gradient of the loss function is calculated by
backpropagation. Theoretical analysis and experiments show that the proposed method can effectively avoid overfitting and can
reduce the error rate of data set classification by more than 10% on average than other methods. The proposed method can
improve the quality of different deep learning-based solutions designed for data management and processing in next-generation
networks.

1. Introduction

At present, the direction supported by the internet is chang-
ing from consumption to production, but the network archi-
tecture based on TCP/IP cannot adapt to this change in
scalability, security, and other aspects. On the other hand,
big data technology is also emerging in various industries.
These emerging technologies are in the early stage of devel-
opment, and there are still many problems to be solved [1–
3]. In recent years, with the development of 5g technology,
the amount of data stored in the computer system is increas-
ing. Due to the diversity and uncertainty of massive data clas-
sification, there are a series of problems in data-driven
network communication, such as the existence of these mas-
sive data not only occupies a lot of network space, but also

causes network congestion [4, 5]. Therefore, how to classify
and process the massive data before data transmission to
reduce the amount of data transmission in the network is a
very worthy problem [6–9]. The development of deep aca-
demic technology provides a good solution to this problem.
At present, artificial intelligence technology based on deep
learning has become more and more widely used in various
fields. Convolutional neural network (CNN) is one of the
core technologies of deep learning [4]. Compared with fully
connected neural networks, CNN has features such as local
connection, weight sharing, and downsampling can greatly
reduce the complexity of the model and improve the training
efficiency and data processing accuracy of the model. There-
fore, it has been highly recognized by scholars in the field,
and its application is gradually being promoted [10–14].
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However, during the training process of the CNNmodel, due
to the characteristics of the training data set itself, such as the
data set is too small and contains a lot of noise, or the struc-
ture of the model itself, such as the model is too complex, the
training parameters are too much, and the training is too
much, the model is very likely to fall into overfitting
[15–17]. For example, because the number of training
samples is too small, the network parameters obtained
after training cannot accurately simulate the distribution
of all samples, or a large number of noise samples are
fitted during the training process, ignoring part of the cor-
rect sample data, so the model fits the training set data
very well. Good, but the poor fitting effect to the data out-
side the training set is reflected in the small loss function
value (deviation) during training, while the loss function
value is very large in verification or testing [18].

Since the development of machine learning technology,
many experts and scholars have been conducting research
on overfitting problems in the regression process and have
achieved a series of research results. For example, Li et al.
[19] proposed earlier to solve the overfitting problem in the
algorithm, and Hinton et al.’s literatures [20, 21] first pro-
posed the dropout method in machine learning to solve the
overfitting problem. Chen et al. [22] adjusted algorithm
parameters and iterations through singular value decomposi-
tion (SVD) to avoid the occurrence of overfitting phenome-
non, and other methods such as literatures [23–25] have
also carried out related research. In view of the overfitting
problem existing in the current deep learning CNN model,
many scholars and engineering technicians are currently
working on the research of this problem, and a series of solu-
tions have been proposed [10, 11, 13, 16, 18, 26, 27], includ-
ing data expansion enhancement, regularization, discarding,
and early stop method. However, affected by the research
environment, conditions, and scope of application, the
related theories for the development of deep learning tech-
nology are not mature enough; these research results can be
described as different, each has its own advantages, and there
are certain limitations. For example, in response to problems
such as long training time and overfitting of the CNNmodel,
Gong et al. [16] proposed to improve the CNN based on the
immune system, but the accuracy of this improved network
model on the test set is not high (only 81.6%). In terms of
processing training data sets, Yang et al. [10] proposed an
attribute reduction algorithm based on visual ranging, which
solved the network overfitting problem by introducing
Bayesian weight factor distribution instead of CNN fixed
weights, but its application is very limited. In terms of data
enhancement, literature [11] is aimed at the overfitting prob-
lem of the deep learning breast mass detection algorithm for
synthetic images, using synthetic mammograms for training
data enhancement, which is a common method. In the train-
ing process of the model, literature [26] conducted a system-
atic study on the standard reinforcement learning agent
(reinforcement learning agent), conducted a general discus-
sion on reinforcement learning overfitting, and generalized
it from the perspective of inductive bias. Research on the
behavior of deep learning did not propose a unique solution
to the problem of deep learning overfitting. Literature [18]

proposed a model prediction averaging method based on
dropout double probability weighted pooling, which effec-
tively reduces the error rate and inhibits overfitting, but the
convergence speed of the algorithm becomes slow after the
introduction of double probability. In the CNN model
design, literature [12] introduced the particle swarm optimi-
zation (PSO) algorithm to reduce the back propagation of the
error, avoid the lag error and the image overcombination,
and improve the convergence speed, but the PSO is intro-
duced to the CNN weight update lack of theoretical basis.
Other methods have more or less “side effects” while improv-
ing the efficiency of CNN’s data processing [6].

Based on the advantages of these new technologies, this
paper proposes a data-driven network architecture, which is
aimed at solving the problem of massive data filtering and
classification in the development of the emerging future net-
work, and the specific contents are as follows: based on the
full analysis of the characteristics of CNN and the current
research on CNN model overfitting by scholars at home
and abroad, this paper proposes an algorithm for the maxi-
mum pooling dropout and weight attenuation overfitting
problem, and through the theoretical derivation, as well as
the image data collected in the network for classification
experiment comparison, it proves that this method can effec-
tively avoid overfitting in the training process of CNN model
and improve the generalization ability of the model. The con-
volution neural network overfitting prediction method pro-
posed in this paper can classify the massive data in the
network, reduce the amount of data transmission, and
improve the communication efficiency [28–31].

The main work of this paper is as follows: First, it ana-
lyzes the problems existing in mass data transmission based
on data-driven network architecture and proposes mass data
classification method of CNN in deep learning technology.
The second is to design a CNN overfitting prediction model
for maximum pooling dropout and weight attenuation, so
as to reduce the overfitting in model training and provide
the classification accuracy of the model. Thirdly, three exper-
iments are designed to verify the effectiveness of the model.

The structure of this article is as follows. The second part
introduces convolutional neural network and related tech-
nologies. The third part introduces maximum pooling drop-
out and the CNN model of weight attenuation. After
proposing the overfitting prediction method, the fourth part
is about analysis of experimental results. The last part
includes conclusion.

2. Convolutional Neural Network and
Related Technologies

A CNN structure generally consists of a convolutional layer,
a pooling layer, and a fully connected layer. The convolu-
tional layer and the pooling layer are alternately connected.
After the convolutional layer is calculated, the pooling layer
starts to execute, and then, convolution and pooling are per-
formed. In this way, the convolution operation and the pool-
ing operation alternately perform the extraction of sample
features, and then, the fully connected layer is used to classify
the extracted features. Because CNN has the characteristics of
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local connection, weight sharing, and downsampling, it is
compared with the general neural network, and the extrac-
tion process has fewer connection parameters (weights),
fewer feature dimensions, and stronger representation capa-
bilities, so it has better generalization [8]. However, in CNN
model training, due to various reasons, overfitting often
occurs. Overfitting means that the gap between training
error and test error is too large. That is to say, the com-
plexity of the model is higher than that of the actual prob-
lem, and the model performs well in the training set, but
poorly in the test set.

Let xli be the i-th feature map of the l-th layer of the input
sample, i = 1, 2,⋯f l, f l is the total number of feature maps of
the l-th layer, wl,k is the k-th convolution kernel of the l-th
layer, and bl,k is the l-th layer corresponding to the k-th con-
volution kernel. zl,k is the output of the k-th convolution
operation of the l-th layer, and f ðxlÞ is the activation function
of the l-th layer. The operation process of the convolutional
layer is expressed as follows:

zl+1,k = 〠
f l

i=1
conv wl,k, xli

� �
+ bl,ki , ð1Þ

xl+1,k = f zl+1,k
� �

: ð2Þ

Among them, the formula (1) indicates that the con-
volution matrix obtained by convolution between xli and
the corresponding convolution kernel wl,k is summed
and the corresponding offset is added to obtain the input
zl+1,k of the next layer(l + 1). After the activation function
is processed, you can get the k-th output matrix xl+1,k of
the l + 1-th layer.

The next layer of the convolutional layer is the pool-
ing layer. The pooling layer interprets the features of the
convolutional layer, thereby reducing the feature dimen-
sion and network complexity. The pooling operation is
as follows:

sl+1m = pool slm,1, slm,2,⋯, slm,j,⋯slm,n

� �
, ð3Þ

where slm,j represents the value of the j-th pooling unit in
the m-th pooling area in the feature map obtained by the
convolution operation (i.e., matrix xl+1,k), l represents the
pooling layer where it is located, and n is the number of
pooling units in the pooling area. If 2 ∗ 2 pooling is used,
then n = 4, pool(.) means pooling operation, and average
pooling or maximum pooling is often used. Maximum
pooling is widely used because it can retain its represen-
tative characteristics. This article uses the largest value
pooling method.

After the pooling is completed, perform the full connec-
tion operation, calculate the loss function value, and deter-
mine whether to back propagate. The loss function value
calculation is one of the important links in CNN. Its value
is directly related to the efficiency and quality of the CNN.

The cross-entropy function is commonly used, expressed as
follows:

L = ‐ 1
N
〠
N

i=1
yi ln oið Þð Þ: ð4Þ

Among them, N is the number of training samples, yi is
the actual label value of sample i, and oi is the network output
value of sample i.

3. Maximum Pooling Dropout and Weight
Attenuation CNN Model

The previous section introduced the basic structure of the
convolutional neural network and the calculation methods
of each network layer. On the basis of the above, this section
designs a maximum pooling dropout and weight attenuation
CNNmodel in order to avoid excessive in the model training
process and the occurrence of the fitting situation.

3.1. Maximum Pooling Dropout. As explained in Section 2,
maximum pooling is a commonly used method in the CNN
pooling layer. In order to avoid overfitting during model
training, this paper introduces the maximum pooling drop-
out in the CNN pooling layer.

Suppose the retention probability of each pooling area in
the feature map to be pooled is p, and the size of p can be
manually adjusted according to the actual situation. Gener-
ally, it is set to p = 0:5. Then, the inhibition probability of
each unit in the pooling area is q = 1 − p. At the same time,
it is assumed that the unit values ðslm,1, slm,2,⋯slm,nÞ in each
pooling area m of the l layer are rearranged in ascending
order, that is, the unit value after the arrangement is as fol-
lows: 0 < dlm,1 < dlm,2 <⋯<dlm,n (note: the semilinear activa-
tion function ReLU is used here to make the activation
value of all units nonnegative, so the smallest dlm,1 > 0); then,
dlm,j is selected as the maximum value of the entire pooling
area. The output after pooling is as follows: all unit values
ðdlm,j+1, dlm,j+1,⋯, dlm,nÞ greater than dlm,j are suppressed,

and only values (0, dlm,1, dlm,2,⋯, dlm,j) less than or equal

to dlm,j are suppressed retained, because of the maximum
pooling (take the maximum value) among these retained
values, the final output value of pooling is dlm,j, and the

probability of its occurrence is dlm,j, that is,

pj = poss sl+1m = d1m,j

� �
= pqn−j, j = 1, 2,⋯n: ð5Þ

In the above formula, pj is the probability of the
reserved output of the m-th pooled cell in the j-th pooled
region, which is the product of the reserved probability of
the entire pooled region and the suppressed probability of
the suppressed cell, and n is the number of cells in the
pooled region. If the pooled region is 3 ∗ 3, then the num-
ber of pooled units n = 9. Analyzing formula (5), it can be
seen that when the maximum value pooling dropout is
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performed in the pooling area, the j-th activation value
dlm,j in the pooling area is selected as the output value
of the pooling area through polynomial arrangement,
which is

sl+1m = dlm,j, pj ∈ p1, p2, p3,⋯, pnð Þ: ð6Þ

Suppose there are r feature maps in layer l, each fea-
ture map has a size of s, and a pooling area size of n, if
overlapping pooling is not considered, there are rs/n
pooling areas, then the model parameter that the l layer
may need to be trained is f ðjÞ = ðj + 1Þrs/n (plus a bias),
that is, the number of model parameter that the maxi-
mum pooling may need to train is exponentially related
to the number of pooling area units input to the pooling
layer. Because the function f ðjÞðj > 1Þ is an increasing
function, so after introducing the maximum pooling
dropout, the pooling unit is randomly suppressed, that
is, j is reduced, and the parameter value of the model
to be trained is reduced exponentially, which effectively
reduces the complexity and thus can more effectively sup-
press overfitting.

3.2. Weight Attenuation Regularization Method.When train-
ing a large CNN, in addition to using the abovementioned
maximum pooling dropout suppression unit to avoid overfit-
ting and if the function value changes drastically in some
areas of the model, it means that the parameter value
(weight) of the function is too large, making the area. The
absolute value of the derivative value is large, and the model
becomes complicated. The weight attenuation restricts the
norm of the parameter so that it cannot be too large, so as
to reduce the complexity of the model and reduce the influ-
ence of noise input, thereby reducing the occurrence of
excessive fitting, and this method is also called regularization
method.

Suppose that the loss function L0 of the model is shown in
formula (4). When calculating the weight attenuation, a pen-
alty term is added to the original loss function L0, namely,

L = L0 +
λ

2〠w
wk k2: ð7Þ

In formula (7), L0 is the original loss function (see for-
mula (4)), w is the network weight, that is, the connection
coefficient of neurons, and λðλ > 0Þ is the penalty coefficient,
which is used to measure the ratio of the penalty to L0 rela-
tionship, and 1/2 is designed for the convenience of deriva-
tion. The above penalty term is the sum of the squares of
the network weight w. Taking the derivative of (7), we get
the following:

∂L
∂w

= ∂L0
∂w

+ λw,

∂L
∂b

= ∂L0
∂b

:

8>><
>>:

ð8Þ

In formula (8), b is the bias of the network neural unit
(such as the convolution kernel), which is included in the
on of L0, that is, on =w ⋅ xn−1 + b. From the above formula,
it can be found that after the penalty term is added, it has
no effect on the update of the bias b, but for the weight
valuew,

w′ =w − η
∂L0
∂w

+ λw
� �

=w − η
∂L0
∂w

− ηλw = 1 − ηλð Þw − η
∂L0
∂w

:

ð9Þ

Among them, η is the learning rate. By analyzing formula
(9), it can be seen that the coefficient of the weight value w is
1 before the penalty term is introduced, that is, w′ =w − ηð
∂L0/∂wÞ. After the penalty term is added, the coefficient
before w becomes 1 − ηλ, because both η and λ are positive
numbers less than 1, so 1‐ηλ < 1, that is, the effect of formula
(9) is to reduce the value of w, which is the theoretical mean-
ing of weight attenuation. Note that the ηð∂L0/∂wÞ term in
formula (9) is the gradient of the weight change of backpro-
pagation. The expression is the same regardless of whether
the penalty term is added or not. Therefore, the weight atten-
uation term mentioned here does not include this term. For
further analysis of formula (9), when w is positive, the
updated w′ becomes smaller, and when w is negative, the
updated w′ becomes larger. Because of ∣w∣ < 1 (the weight
after the network is normalized) in formula (9), the effect is
to make w close to 0, that is, ∣w∣⟶ 0, to make the value of
w as small as possible, which is equivalent to reducing the
weight of the network, reducing the complexity of the net-
work, and avoiding overfitting. It should be pointed out that
the setting of the value of parameter λ in formula (9) is very
important. If λ is too large, the weight w decreases too fast,
underfitting may occur, or even training may not be possible,
and if λ is too small, overfitting may occur. Together, the λ
size setting can be adjusted based on the Bayes decision rule.
This method assumes that the weights and biases of the net-
work are random variables with specific distributions and are
automatically calculated by statistical methods. For details,
please refer to literature [32] (due to space limitations, there
are no more details).

4. Experimental Results

4.1. Experimental Setup. Network training adopts Stochastic
Gradient Descent, SGD, batch size = 100, initial learning rate
η = 0:1, and when the error tends to be flat, reduce η and use a
normal distribution with a mean of 0 and a variance of 0.01
to initialize the weight w; the bias is initialized to 0, and the
probability p = 0:5 is retained by default. The method of
parameter λ in the experimental penalty item of the method
proposed in this paper is carried out according to the method
described in Section 3.2, and experiment λ = 0:2.

Experimental environment: Win10, Intel Core i7
CPU@3.00, RAM 16GB, GPU NVIDIA GTX 1080Ti. Exper-
imental data set: considering that CNN is very suitable for
processing matrix data in digital images, and the image data
in the network has a wide range of sources and a large
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amount of data, this paper selects 3 image data sets for exper-
iments [30]. It is handwritten digit recognition data set
MNIST, CIFAR-10, and Chinese herbal medicine identifica-
tion data set. The first two data sets are currently commonly
used benchmark data sets for testing the performance of
CNN in the field of computer vision and deep learning.
Because these two data sets exist in many websites, they have
been tested by overfitting, identification, and classification to
verify the effectiveness of the scheme, which is widely repre-
sentative. The third data set is based on the massive Chinese
herbal medicine data set freely collected by network commu-
nication technology. Some samples of these 3 data sets are
shown in Figure 1. Among them, the MNIST data set con-
tains 60,000 training samples and 10,000 test samples. Each
sample is a 28 ∗ 28 single-channel grayscale image, contain-
ing 0-9 handwritten digits, which are normalized to [0, 1]
before entering the CNN network. CIFAR-10 is a data set
containing 60,000 natural images in 10 categories, including
50,000 training samples and 10,000 test samples. Each sam-
ple is a 32 ∗ 32 ∗ 3 RGB image, which is also normalized
before input to the interval [0,1]. A total of 108000 images

of Chinese herbal medicine data set were collected from the
internet, including five categories of lily, Codonopsis pilo-
sula, wolfberry, Sophora japonica, and honeysuckle, and
these images were processed into the same size (224 ∗ 224)
images and then normalized to the [0,1]. At the same time,
in order to verify the performance and effect of the method
proposed in this paper, the CNN method is based on the
improvement of the immune system (referred to as ICNN)
proposed in literature [16], the dropout method proposed
by Hinton et al. in literature [21] (referred to as H_Dropout),
and the random pooling method (abbreviated as SP) pro-
posed in [33] and the method in this paper for comparison
experiments, in which ICNN proposed an improved CNN
network method based on the immune system for problems
such as overfitting, although this method is tested in the data
set. The accuracy is not high (only 81.6%), but its perfor-
mance is stable, and the theoretical basis is sufficient; Hinton
et al.’s H_Dropout method is a dropout method that com-
bines a fully connected layer. They are the first scholars to
use dropout to avoid CNN overfitting, and the method is
mature. It is easy to implement, while the random pooling

(a) (b)

(c)

Figure 1: Partial samples of (a) MNIST, (b) CIFAR-10, and (c) Chinese herbal medicine data sets.
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method proposed in [29] randomly selects the pooling acti-
vation value in training and uses the probability of each unit
in the pooling area as the model average of the weighted
probability during the test, which is a kind of efficiency. It
is a high method to avoid overfitting. Therefore, the above
three methods are feasible for comparison experiments. For
convenience, the maximum pooling dropout and weight
decay method proposed in this paper are referred to as
MDWS (Maxpooling Dropout and Weight Scaled) for short.
The experiment verifies the effectiveness of the method pro-
posed in this paper by comparing the relationship between
the loss function of the training set and the verification set,
the iterative curve of the correct rate, and the error rate and
retention probability in the test set.

4.2. Experiment 1: MNIST Data Set. In the experiment, the
CNN model used in the method proposed in this paper is
as follows: 1 ∗ 28 ∗ 28⟶ 6C5⟶ 2P2⟶ 12C5⟶ 2P2
⟶ 1000N⟶ 10N: 1 ∗ 28 ∗ 28 means the input is 28 ∗ 28
1 channel image, C means Convolution, 6C5 means that
the convolution kernel is 5 ∗ 5, and it contains a convolution
layer with 6 convolution kernels (6 channels). P means pool-
ing. The first “2” in the pooling layer 2P2 means the pooling

step size. The “2” at the back means that the pooling core size
is 2 ∗ 2, and 1000N means that the fully connected layer con-
tains 1000 neurons. After calculation, the first fully con-
nected layer should be 1152 neurons. The CNN network
structure of the other counterparts (ICNN/H_Dropout/SP)
is given in the relevant literature and will not be described
in detail here. Figure 2 shows the relationship between the
loss function value, the correct rate, and the iteration rounds
of the method proposed in this article when the iteration
round epoch = 20000. It can be seen from the figure that as
the number of iterations increases, the loss of the training
set, the value of the function keeps decreasing, and the accu-
racy rate keeps increasing. When the number of iterations
exceeds 10,000 times, the value change tends to be stable.
Similarly, the loss function value of the verification set also
decreases with the increase of iteration rounds, and the accu-
racy rate continues to increase, and it stabilizes after 10,000
iterations, indicating that the method proposed in this paper
can avoid the occurrence of overfitting.

Table 1 is a comparison of the average error rates of the four
methods tested in their respective networkmodels under differ-
ent retention probabilities. Since the ICNNmethod has nothing
to do with the retention probability, the ICNN method is only
used to compare the error rate of the test without considering
the impact of the retention probability. Analyzing the data in
Table 1, the three methods (H_Dropout/SP/MDWS) have the
lowest error rate when the retention probability is about 0.5,
and the error rate of the H_Dropout method changes most
drastically with the value of p. In addition, looking at the four
methods under the same p value, the MDWSmethod proposed
in this paper has the smallest error rate, such as 1.63% when
p =0.5, SP method has a minimum error rate of 2.08% when
p =0.4, and H_Dropout method when p =0.5. The error rate
is 6.3%, which shows that the method in this paper can bet-
ter reduce overfitting and have better pan-China.
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Figure 2: MNIST data set: the relationship between the number of iterations and the loss value and accuracy rate.

Table 1: Comparison of error rate (%) and retention probability of
4 methods in MNIST data set.

Retention
probability

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

ICNN 6.36 6.36 6.36 6.36 6.36 6.36 6.36 6.36 6.36

H_Dropout 7.27 6.85 6.50 6.32 6.30 6.31 6.38 6.40 6.51

SP 2.23 2.17 2.10 2.08 2.13 2.26 2.31 2.37 2.49

MDWS 2.21 2.15 2.03 1.95 1.63 1.88 2.19 2.26 2.27
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4.3. Experiment 2: CIFAR-10 Data Set. This data set is a nat-
ural color image data set containing 3 channels. Compared
with MNIST, the difference in each category is greater. For
this reason, we designed the following CNN network struc-
ture: 3 × 32 × 32⟶ 32C5⟶ 3P2⟶ 128C3⟶ 3P2⟶
2000N⟶ 10N; the interpretation of the model is the same
as the MNIST data set. The other three methods are also car-
ried out in accordance with the relevant requirements of the
literature. The training is iterated for 5000 rounds in total,
and the relationship between the loss function, the correct
rate, and the iteration rounds of the training set and the val-
idation set is shown in Figure 3. Analyzing Figure 3, it can be
seen that as the number of iterations increases, the loss value
of both the test set and the verification set continues to
decrease, and the change gradually stabilizes. Similarly, as
the accuracy value increases with the epoch, the training
and verification curves are gradually rising and tending to
be flat. It shows that the method proposed in this paper can
effectively avoid overfitting when training on the CIFAR-10
data set.

Same as the experiment in Section 4.2, use the above 4
methods (ICNN, H_Dropout, SP, and MDWS in this article)
to test in the respective trained networks with the test set and
take different retention probability p values to obtain 4
methods under different retention probabilities. The error

rate is shown in Table 2, where ICNN has nothing to do with
the retention probability, which has been explained in Sec-
tion 4.2. Analyzing the data in Table 2, it can be seen that
the three methods have a lower classification error rate
between the retention probability of 0.4 and 0.6. Among
them, the H_Dropout method has the lowest error rate of
7.12% when p = 0:4, the SP method has the lowest error rate
of 4.02% when p = 0:6, and the method in this paper has the
lowest error rate of 2.86% when p = 0:5. In addition, from the
entire table under the same retention probability of the four
methods, the MDWS method proposed in this article has
the lowest error rate (although the ICNN method does not
retain the concept of probability, its classification error rate
is higher than the method proposed in this article), In addi-
tion, from the entire table under the same retention probabil-
ity of the four methods, the MDWS method proposed in this
article has the lowest error rate (although the ICNN method
does not retain the concept of probability, its classification
error rate is higher than the method proposed in this article).
This shows that the method proposed in this paper also has
good generalization in the CIFAR-10 data set. The method
is also available in the CIFAR-10 data set and has achieved
good generalization.

4.4. Experiment 3: Chinese Herbal Medicine Identification
Data Set. The data set is a large-scale data set freely collected
from the internet by using modern network technology,
and the basic introduction has been stated before. There
are many kinds of Chinese herbal medicine, even the same
kind of Chinese herbal medicine will appear different
forms due to the influence of growth environment and
other factors, and some different kinds of Chinese herbal
medicine are very similar. Compared with the previous
two data sets, the image difference of each category in
Chinese herbal medicine data set is small, so the classifica-
tion processing is more difficult. Since each image in the
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Figure 3: CIFAR-10 data set: the relationship between the number of iterations and the loss value and the accuracy rate.

Table 2: The relationship between the error rate and retention
probability of the CIFAR-10 data set.

Retention
probability

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

ICNN 7.44 7.44 7.44 7.44 7.44 7.44 7.44 7.44 7.44

H_Dropout 8.87 7.95 7.76 7.12 6.15 7.21 7.38 8.12 8.69

SP 4.83 4.67 4.55 4.31 4.09 4.02 4.16 4.47 5.39

MDWS 3.21 3.08 2.97 2.93 2.86 2.88 3.08 3.16 3.35
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data set is also composed of 3-channel natural color
images, all the images are processed into 224 ∗ 224 size
as input, so we designed the following CNN network
structure: 3 × 224 × 224➔64C3➔1P2➔128C3➔1P2➔
256C3➔1P2➔512C3➔4096N➔5N. The other three
methods were also carried out according to the relevant
requirements of the literature. The total number of train-
ing iterations is 20000, and the loss function of training
set and validation set and the relationship between accu-
racy and iteration epochs are obtained, as shown in
Figure 4. It can be seen from the analysis of Figure 4 that
with the increase of iteration rounds, the loss value of
both test set and validation set is decreasing, and the
change gradually tends to be stable after 3000 epochs.
Similarly, with the increase of epoch, the training and val-
idation curve tends to be flat at 3000 epochs. The results
show that the proposed method can effectively avoid over-
fitting when training on Chinese herbal medicine data set.

As in the previous experiment, the above four methods
(ICNN, H_ Dropout, SP, and MDWS) are tested in the
trained network with the test set, and different retention
probabilities are taken to obtain the error rates of the 4
methods under different retention probabilities, as shown

in Table 3. ICNN has nothing to do with the retention prob-
ability, which has been explained previously. By analyzing
the data in Table 3, it can be seen that the three methods have
a lower classification error rate between the retention proba-
bility of 0.5~0.7. Among them, H_Dropout method has the
lowest error rate of 6.15% when p = 0:5, SP method has the
lowest error rate of 4.04% when p = 0:6, and the method pro-
posed in this paper has the lowest error rate of 2.76% when
p = 0:5. Comparing the minimum error rate of the three
methods, the MDWS method proposed in this paper has
the minimum error rate, and it shows that the method pro-
posed in this paper also has good generalization in Chinese
herbal medicine data set.

5. Conclusion

With the development of computer network technology, in
the network communication based on data-driven, the
amount of data in cyberspace is increasing. The existence
of massive duplicate data brings great problems to net-
work communication and security. Therefore, how to cor-
rectly identify the same or similar data in the network is
the basis to solve this problem. The development of deep
learning technology provides a new solution to this prob-
lem. But the overfitting problem in the deep learning net-
work model is a common problem encountered in model
training. In the design of the CNN model, this article
designs a maximum pooling dropout method in the pool-
ing layer and introduces weights in the backpropagation.
The weight attenuation mechanism is used to reduce the
complexity of the deep learning model, so as to avoid
the overfitting of the deep learning model in training
and improve the robustness of network data communica-
tion. There are two main innovations in this article. One
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Figure 4: Chinese herbal medicine data set: the relationship between the number of iterations and the loss value and the accuracy rate.

Table 3: The relationship between the error rate and retention
probability of the Chinese herbal medicine data set.

p 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

ICNN 7.44 7.44 7.44 7.44 7.44 7.44 7.44 7.44 7.44

H_Dropout 8.87 7.95 7.76 7.12 6.15 7.21 7.38 8.12 8.69

SP 4.83 4.67 4.55 4.31 4.09 4.04 4.16 4.47 5.39

MDWS 3.21 3.08 2.97 2.93 2.76 2.88 3.08 3.16 3.35
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is the design of the maximum pooling dropout, which uses
the unit value sorting of the pooled area to design the unit
(neuron) discarding method. The second is to introduce a
penalty term in the backpropagation to design the weight
attenuation. The implementation process: theoretical analysis
and experimental comparison verify that the method in this
paper can effectively avoid overfitting and improve the gener-
alization performance of the network. However, the method
proposed in this paper still has the following problems. First,
when the maximum pooling dropout is used, the semilinear
activation function (ReLU) of the front convolutional layer
may cause nonmaximum output unit value 0, so that the neu-
ron corresponding to the unit will not be updated in the future
(the gradient is 0), that is, dead nerve; the second is that the
introduced penalty term parameter λ and the maximum
pooled dropout probability p should theoretically have a cer-
tain connection, but in this article, the two are not connected
for research, and the solution of these problems will be the
next research goal.

Data Availability

The two data sets used in this experiment are MINIST and
CIFAR-10, which are classic open source data sets for deep
learning network testing, and can be downloaded from
related websites. The two data sets used in this experiment
are downloaded from Baidu paddle platform: https://www
.paddlepaddle.org.cn/.
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