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Object detection in images and videos has become an important task in computer vision. It has been a challenging task due to
misclassification and localization errors. The proposed approach explored the feasibility of automated detection and tracking of
elephant intrusion along forest border areas. Due to an alarming increase in crop damages resulted from movements of elephant
herds, combined with high risk of elephant extinction due to human activities, this paper looked into an efficient solution
through elephant’s tracking. The convolutional neural network with transfer learning is used as the model for object
classification and feature extraction. A new tracking system using automated tubelet generation and anchor generation methods
in combination with faster RCNN was developed and tested on 5,482 video sequences. Real-time video taken for analysis
consisted of heavily occluded objects such as trees and animals. Tubelet generated from each video sequence with intersection
over union (IoU) thresholds have been effective in tracking the elephant object movement in the forest areas. The proposed
work has been compared with other state-of-the-art techniques, namely, faster RCNN, YOLO v3, and HyperNet. Experimental
results on the real-time dataset show that the proposed work achieves an improved performance of 73.9% in detecting and
tracking of objects, which outperformed the existing approaches.

1. Introduction

Elephants are pachyderms that live in the forest and move as
groups in the search of food and water. Due to deforestation
and climatic factors, elephant’s movement in and around the
forest areas has been increasing. These movements of ele-
phants have led to problems such as elephants moving into
human residing areas, elephants crossing roads nearby forest
border areas, and crop raiding. As a result, the danger risk of
human encountering the herds of elephants has become sig-
nificantly dangerous, which may cause fatalities and destruc-
tions of human habitat. Therefore, there is an urgent need for

a technological approach in detecting and tracking the move-
ment of the elephant herds. This paper looked at solving this
challenge and proposed a methodology for elephant move-
ment tracking and tried to find an optimal solution in detect-
ing and tracking movements of the elephant. There have
been several measures proposed such as electric fencing, ele-
phant proof trench, acoustic detection, and image detection
methods. However, these methods have certain disadvan-
tages in tracking the elephant movement [1]. Through the
video object detection methodology, the movement of ele-
phant herds can be observed effectively. These herds, moving
in between different groups, also become a factor in choosing
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the object detection method [2]. On this approach, the anal-
ysis of the movements may also produce significant findings
in terms of knowing their behavior and pattern of movement.

Video object detection is a technique involving object
detection using video data compared to conventional object
detection using static images [3]. Application areas of video
object detection methods that have greater impact are auton-
omous driving and video surveillance. Video object detection
approaches in the earlier stages have relied on manually ana-
lyzed features [4]. With the advancement in deep learning
and convolutional neural networks, deep learning methods
have been more effective than conventional approaches for
various tasks in computer vision, speech processing, and
multimodality signal processing. Specialized algorithms have
been developed that can detect, locate, and recognize objects
in images and videos, some of which include RCNN, Retina-
Net, and YOLO.

In the proposed work, object localization and tracking are
achieved using faster RCNN along with the tubelet generation.
But using faster RCNN alone has the drawback of extracting
similar features from the images when RPN is trained with
minibatch size, and also, the network may need lot of time
in the object detection process. However, object detection
performance in faster RCNN requires further improved per-
formance due to the problems in object detection such as
occlusion and deformation. The proposed work overcomes
the drawback of faster RCNN, through the framework faster
RCNN with the tubelet generation method.

The elephant object in the images has been taken for anal-
ysis, which comprises of different patterns of object presence.
Different patterns of objects in the images have been analyzed
using the faster RCNN approach with anchor generation.
Existing tubelet generation methods consider bounding box
detection as object proposals and generate their own tubelet
to track the objects. In the object tracking process, there has
been a drifting problem leading to imprecise object location.
To achieve precise localization, a tubelet generation method
based on object detection has been proposed. Bounding boxes
based on tubelet detection results in image object detection.
During the frame detection in video, objects may be missed
because of blur, artifacts, group object movement, etc. Hence,
object detection and tracking had been made using tubelets for
achieving the precise localization of the objects.

The primary contribution of the work includes the
framework for (i) combining object detection in video frames
and object tracking, (ii) object region proposals generated
using faster RCNN for object classification while the tubelet
generation method applied for object tracking, (iii) anchor
generation method used with the faster RCNN process to
predict the objects and its locations, (iv) real-time datasets
collected from various forest areas had been used in the
analysis, and (v) the elephant in the video frames considered
for object movement and tracking.

2. Related Works

Significant research work has been made in the past for the
object detection discussed in this section. Object detection
and localization that had been made in recent years used
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the still image. Video object detection methods have been
effective in tracking the object localized. Hence, previous
related works are analyzed for the object location and tracking.

Object detection in video has made great progress with
neural networks and object detection algorithms. Still image
object detections have been used effectively in refining object
location in images, but it does not guarantee complete object
instances in the image will be detected [5, 6]. The video object
detection method has been applied in vast areas such as
surveillance, transportation, and animal movement in forest
areas [7, 8]. Selective search is an existing method for object
detection, which generates box proposals for possible object
locations by merging adjacent pixels in images [9, 10]. Object
detection methods using only still images to detect objects
lack accuracy because they cannot handle temporal and con-
textual information.

With the use of temporal in videos, object localization
methods were proposed, which improves the object detection
process. The object localization process is merely based on
video frames similar to image object detection [11, 12]. Tem-
poral consistency in the videos will have an impact in ensur-
ing detection results for the video frames analyzed. Video
analysis can vary significantly, such as human actions to
object movement events [13]. In the existing approaches for
video event, detection requires detecting and tracking objects
initially, such as people, animals, and vehicles, then recogniz-
ing the actions of the objects.

Recognizing an object in the video is a developing area of
research because of many fine-grained spatiotemporal varia-
tions [14, 15]. The objective of object classification is to find
the object which appears in the video. In the proposed work,
the problem of object localization and tracking is considered.
The localized action detects changes in the spatiotemporal
variations in a video.

2.1. Object Detection. Object detection is the process of
detecting the bounding box which has the maximum score
of detection for the given input image. Object detection in
the video has been challenging due to varied image quality
leading to unstable object classification in comparison to
the object detection in static images. Using the tubelet gener-
ation method, the challenges in the video object detection
method can be overcome by linking similar objects in the
video to form tubelets [16]. The branch-bound method had
been used for effective detection of bounding boxes [17].
Object detection methods such as still image detection,
spatiotemporal, and contextual information in video were
not explored completely [18, 19]. Hence, object detection
methods combining still image and video will be effective.
Object detection performance has improved significantly
with the deep neural networks. Neural network structures
such as GoogLeNet, VGG, and ResNet were used to develop
the learning capabilities on computer vision datasets for object
detection, segmentation, and tracking [20, 21]. Neural net-
work data such as images had been compressed during the
transmission over the network and restored whenever
required. It will help improve the detection accuracy [22].
Convolutional neural networks have shown improved perfor-
mance in image analysis, especially in the areas of object
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recognition and tracking [23, 24]. Bounding box proposals
were generated from the image based on each location contain-
ing an object of interest [25]. Features extracted from each box
proposal to classify it as one of the object classes. Feature extrac-
tion along with classification techniques will achieve low error
rate in object detection [26]. Multiple networks had to be
trained based on the different features extracted and bitrate
compressions of the images taken for analysis [27]. Frameworks
such as fast RCNN and faster RCNN formulate the object
detection problem by training it on neural networks [28].

2.2. Object Tracking Methodologies. Object tracking is an
important aspect in the process of locating the moving object
in the video sequence. It is achieved by locating the target
objects in consecutive frames and image pixels [29, 30]. To
track the objects, object detection has to be made which has
been attained using bounding box proposals in the proposed
work. Machine learning approaches by extracting the fea-
tures from video frames are used in tracking objects by locat-
ing the objects in the frames [31]. There have been different
tracking algorithms such as Bayes, Euclidean distance, and
intersection over union (IoU), for object tracking. The IoU
algorithm has been efficient which involves finding the IoU
between all combinations of objects of the current and previ-
ous frames. The IoU tracker can operate at thousands of
frames per second, which outperforms other methods [32].
Accuracy and speed factor of the proposed work depend on
the object tracker performance; hence, by using the object
tracker like IoU, efficient results can be achieved.

Object detection in the video has been given increased
attention due to the introduction of large datasets. Object
detection in the video depends on the temporal information
in the video. An efficient way to overcome this problem in
the video is to analyze the temporal context of objects by
linking the objects in the video to form tubelets. A tubelet
used in object detection was defined as a series of bounding
boxes associated with an object in image. In the proposed
work, object proposals were formed by the region proposal
network (RPN). The object proposals adopted in the video
sequences will select the proposals between their neighboring
frames with the scenario of the IoU overlap.

2.3. Challenges in Existing Approaches. Existing approaches
have great success on detecting objects in static images, while
detecting objects in videos remains a great challenge yet to be
solved with great distinction. The challenges include factors
such as drastic appearance, location change of the same
object with the change in time, object occlusion, and motion
blur [33]. In short, object detection approaches need to
classify the object and also should be able to localize the
objects in the video sequence. A previous method such as
template-based action matching was used in object localiza-
tion and classification [34]. Table 1 comprises of the nota-
tions used in the proposed approach.

3. Method for Object Detection and Tracking

To achieve object localization and classification, tubelet-
based object detection with the faster RCNN was proposed.

TaBLE 1: Notation with its description used in the proposed
approach.

Symbol Description

S Tracking confidence of object

Sy Detection score based on bounding box
B Bounding box

0] Intersection over Union

B Bounding boxes detected

Tb;, Tb;, and Tby Tubelet generated from video sequences

al, abak---al) Visual features

Axt, Ayt Aw! AR Relative movement of objects
W, andb, Learning parameters

b; Bounding box locations

mi, m‘2m’3 Object movement

{Mm}, {M} Normalized movements of object
I, 1,1, Video sequence

O, Object track

D, Object detections

T Represents number of frames

The objective is to predict the high recall regions by detecting
the objects in the image among the proposed regions. The
detected region will be a background and objects from the
given video set. Then, the model refines the localization and
tracking of the object.

There is a need to detect and track objects such as ele-
phants, due to its pattern of movement in different scenarios.
Hence, the faster RCNN approach along with anchor gener-
ation has been proposed to detect the elephant’s presence in
different scenarios. Then, the elephant’s movement had been
tracked through the tubelet generation method.

The overall process of the proposed approach has been
represented in Figure 1. Elephant detection and movement
tracking has been made with the feature extraction and tube-
let generation methods. Elephants must be initially detected
to track the movement of the elephant in the video frames.
Internal functions based on the feature extraction and tubelet
generation methods were described in Figure 2.

The proposed approach for object detection and tracking
is described in Figure 2. It includes an object classification
process for classifying the objects detected in the video
frames and a tubelet generation method for tracking the
objects. For the given input video sequences, object proposals
were generated. Based on the object proposal in the video
frames, bounding boxes were determined in the object detec-
tion process. In the tracking process, objects have been
classified and tubelets are generated.

3.1. Object Localization and Classification Using Faster RCNN.
Object localization is to predict the object in the given video
set. Similarities between the object locations were determined
by the selective search approach, based on similarity criteria
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FIGURE 1: A proposed approach in a diagrammatic representation. After capturing the images of the elephant, feature extraction and tubelet

generation methods were applied to track the elephant movement.

Faster RCNN

Video frames
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Rol pooling
Classifier

T L L L

Convolution Object e
layer region FC layer assification
I:> proposals :> I:> layer Object
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extraction Softmax
layer
Bounding _— Sl T
box E> rl(l) Z:etll I:> Localization :> trac{z:l
proposals prop 8 Tubelet
generation
NMS J

F1GURE 2: Block diagram for object detection and tracking. Object classification has been achieved through the layers such as the convolution
layer, FC layer, and softmax layer. The tubelet generation method localizes the objects and tracks their movements.

ber of regions has to be selected which could result in a time-
consuming process. To overcome these problems, the faster
RCNN algorithm has been used to localize the objects and

for color, texture, and size. A selective search approach has
limitations such as objects having different spatial locations
within the image and varied aspect ratios. Hence, a large num-
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improve the classification and detection process. The faster
RCNN algorithm has significant improvement in the object
detection process due to the region proposal network (RPN)
which generates the object proposals [35]. RPN generates pro-
posals for the objects in the images where the object exists.

Faster RCNN was used in the object detection task, which
has two major functions such as generating region proposals
and using these proposals in the network to detect the objects
described in Figure 3. An input image is given to the convo-
lutional layer which extracts the image pixels from the input
image. Image pixels demonstrate the effectiveness of the
image representation due to challenges such as corrupted
input data [36]. Input consists of images arranged in the
dimensions such as width and depth. Input holds the raw
pixels of images with 3 color channels, consisting the feature
map of an image [37]. Image prediction variations for the
input images were based on the image pixel representations
[38]. The convolution layer filters the image pixels, and the
convolution operation is performed to attain a feature map.
This is due to the fact that different objects were present in
the images which had to be localized.

Elephant images captured in the forest areas of Theppa-
kadu had been taken for analysis. The image containing an
elephant object is passed to the convolution neural network
in which faster RCNN generates object regions of interest
(Rol). The next step has to pretrain CNN on image classifica-
tion tasks, for defining the model. CNN in object classifica-
tion takes input in the form of an image and provides the
output as a category of the given images. CNN learns the
feature along with the input data and uses two-dimensional
convolution layer which is ideal for processing two-
dimensional pictures. The region proposal network (RPN)
was trained using the bounding box representation. RPN
had to be fine-tuned for the regional proposal task which will
be initialized by pretrain image classifiers. In the form of
pixel coordinates, feature detection returns the region of
interest. Rol will be a sequence of bounding boxes which is
to be likely object positions. RPN is used in generating pro-
posals, for the regions where the object is present. Feature
maps are passed through a RPN for returning the object
region proposals, which are classified further for object pre-
diction and classification. Features are extracted from the
images, are classified into different object classes, and return
the bounding box. From the features extracted, the model
was trained using the proposals generated by RPN. Then,
faster RCNN had been used to initialize the RPN training
in specific layers such as the convolution layer for object
detection and classification.

3.2. Object Classification and Localization. The region pro-
posal network in faster RCNN is given an input image and
generates a set of object proposals for the corresponding
feature map. The feature vector generated from the object
proposals was fed into the output branches for object classi-
fication. In the last layer, object classification and localization
were achieved. In the object detection task, each of the pro-
posals will be of different shapes. Object proposals are
detected to be different shapes based on the region of interest.
Region of interest pooling converts the image proposals into

a fixed shape. Fixed sized feature maps are produced from
nonuniform inputs by max pooling on the inputs.

For a given image, Rol pooling of each Rol depends on
different parameters. It takes two inputs such as a feature
map obtained from a convolutional network with convolu-
tion and max pooling layers and a matrix representing the
regions of interest. The first column in the matrix denotes
the image index, and the remaining column represents the
coordinates of the object region. A fully connected (FC) layer
has a softmax layer and a linear regression in which region
proposals were passed for classifying and bounding box pro-
posals for objects.

For the given input, based on the region of interest, a
section of the input feature map is taken and scaled it to a
fixed size. The scaling is done on the basis of dividing the
region proposal into fixed size sections and finding the largest
value of each section. Object localization in images was made
using the similarity grouping of the nearby pixels. Similarities
between the nearby pixels are acquired and merged with
them. By repeated merging of the image pixels, the object
location in an image was obtained.

The input image consists of an elephant as an object
which was passed into a convolution layer to obtain the fea-
ture map as described in Figure 4. Then, the image filtered
was passed through the RPN to obtain the localization of
the objects which consists of elephant objects localized in
the given input image. Object region proposals are of varied
shapes and it has been normalized by the Rol pooling func-
tion. Hence, the objects will be of the same size located in
an image. Then, the objects localized in had been classified.
Based on the input image, the object has been localized and
classified as elephant. The input image is of 32x32x3
describing the resolution and size of the image. Considering
the given image in the JPG form with the dimension of 320
x 320, the representative array is of 320 x 320 x 3. Numbers
describe the pixel intensity which is of the value 0 to 255.

For the given input image, the feature map produced by
applying the filter over the object locations of the image
and an array of 28 X 28 x 1 was obtained as a feature map.
784 different object locations were obtained which can fit
on to a 32 x 32 input image. 784 object locations are mapped
to a 28 x 28 feature map. Filters perform a feature identifier
tunction which includes things like edges and curves.

CNN has three main types of layers such as the convo-
lutional layer, pooling layer, and fully connected layer. The
convolution layer consists of filters which are small spatially
that extends to the given input image. For the given input
image, a 2-dimensional activation map that gives the
responses of the filter for each position obtained, which
means the network will learn the feature for the given input.
There will be a number of filters in the convolution layer
and an activation map will be produced by each of them.
The output of the convolution layer will be combining the
activation maps.

The pooling layer is to reduce the spatial dimension of
the representation. It reduces the computation in the net-
work and also controls overfitting. The pooling layer operates
independently on the given input images and, by using the
MAX operation, resizes the given input images. In the fully
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F1GURE 3: Faster RCNN for object detection. In the input images, CNN was used to extract the features, forming region of interest (Rol)

pooling to classify the objects.
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32x32x3
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FIGURE 4: Proposed approach for object detection and recognition. Bounding box representation applied in object proposal generation for the
elephant images acquired in the Theppakadu forest area. Objects were recognized using the faster RCNN approach.

connected layer, neurons have full connections to all activa-
tions in the previous layer.

The softmax loss layer determines the logistic loss of the
softmax for the given input images. The function of the layer
is to compute the logistic loss operation for different layers.
The softmax layer has two inputs such as the predicted label
and a fully connected layer. The smooth loss function does
the classification performed with deep neural networks trained
with the cross-entropy loss. Results suggest that cross-entropy
is the learning objective for infinite data.

RPN generate the proposal for the objects. These object
proposals are called bounding boxes. Bounding boxes were
to determine the object locations in the domain by consider-
ing the ground truth box and IoU. Rol pooling in the object
detection network resolves the problem of fixed size image
requirement. The fully convoluted layer produces an output

of N dimensional object locations that has to be detected
from the given input. Each of the objects represents the prob-
ability of an object location. Thus, the objects detected from
the input image including trees and elephants are classified
using the softmax layer.

3.3. Object Generation Module. In faster RCNN, RPN is used
instead of the selective search module, which greatly
improves the time and accuracy of object detection. Algo-
rithms can also directly extract features to predict the object
and its location. Methods such as OverFeat, YOLO, and
SSD directly predict objects and return its location.

The proposed approach uses RPN to generate anchors
used in direct classification and regress anchors. The number
and shape of anchors will affect the object detection perfor-
mance. Anchors are used in object detection for generating
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object region proposals. More anchors are generated, leading
to decreased detection accuracy, since most of the area sur-
rounded by the anchor frame is the background. Hence, the
anchor generation strategy can effectively reduce the number
of anchors and will have great importance in optimizing the
object detection performance.

In faster RCNN, the input image is passed through the
convolution layer for anchor generation and feature extrac-
tion. Instead of RPN in the region, proposal generation and
anchor generation have been proposed for determining the
object presence. Object proposals generated from the anchor
generation and features extracted from the feature map will
be combined through Rol pooling to classify the objects. As
described in Figure 5, initially, the anchor position prediction
was made to generate a probability distribution in the feature
map. It also indicates the possible location of the object in the
image. In a similar manner, the object prediction involves
prediction of the presence of objects in the input image. By
combining the results of object and location prediction, the
generated predicted objects in the images will be classified.

A probability distribution map generated by the anchor
position prediction will be similar to the feature map of the
input image. The proposed method is involved in determin-
ing the ground truth box prediction for the feature map in
the training process and the threshold set for the remaining
areas for determining the disregard area. The determination
of the object prediction is to predict the length and width
for the given anchor center point.

Anchor box characteristics are to capture the scale and
aspect ratio of object classes required to be detected and cho-
sen based on object sizes in the datasets. In the object detec-
tion, the anchor boxes were predefined and arranged across
the image. Then, the network predicts the probability of
object presence, background, and IoU. Predictions were used
to determine each anchor box. In the proposed method, fas-
ter RCNN used to generate anchors with suitable size. The
parameters (x, y) are used to describe an anchor, where (x,
y) signifies the coordinates of the anchor. The shape informa-
tion of the anchor had been integrated into feature map
through which object detected can adapt to the anchor box
parameters. As defined in Figure 5, a 3 x 3 deformable convo-
lution to the feature map, the offset of the convolution had
been obtained through a 1 x 1 convolution.

3.4. Object Detection with Tubelet Generation. Object detec-
tion with tubelet generation was made for the localization
of the tubelets. Bounding box representation of the objects
in the previous and current frame was compared to detect
the presence of the same object in the two frames. IoU was
used to predict the object location between different frames
by using the threshold greater than 0.5, where the bounding
box has to be the same. Lower detection scores may result
during the bounding boxes tracking when the objects have
larger overlap.

3.4.1. Detection Scores. Detection scores were calculated
based on the bounding box coordinates and let the coordi-
nates be (x;, y,) and (x,, y,),

B 1
T 1+4e0’

(1)

S;

where S, denotes the tracking confidence and with S
detection score; object tracking has been achieved. O is the
resultant of the average output for the given image.

Real-time elephant movement images as shown in
Figure 6 are taken for a study from Hosur areas. Bounding
representation of the object with its left, top, and bottom
right coordinate representation had been described in
Figure 6.
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where S, €[0,0.25],0.25,0.5],[0.5,0.75] and S, is
obtained by using the sigmoid function on tracking for
ensuring the object presence based on the true objects
detected as bounding boxes in expression (2). The values of
the bounding boxes as stated in expression (2) are considered
for analyzing the tracking of bounding boxes. In general,
bounding boxes were considered true objects by the object
tracker without analyzing the detection scores. The lower
the detection score, the less likely to be the objects presence;
hence, the tracking confidence and detection scores were
calculated. There may be different bounding boxes which
may have overlap within the frame. IoU was calculated, and
if their value is higher than 0.5, then it is merged, since the
detected boxes will be of similar objects.

In general, tubelets tend to overlap with each other due to
multiple object detection as described in Figure 7 of an ele-
phant image captured from Hosur forest areas. To overcome
these types of problems, tubelets which are overlapping satis-
fying the above condition of value higher than 0.5 were
merged. In the process of object tracking, object proposal
suppression was performed to minimize the redundant tube-
lets. The objective of tubelet box distressing and max pooling
process is to generate new tubelet boxes by replacing the
existing tubelets on each frame randomly.

Figure 8 comprises of the object movement proposals
for object classification in images with tubelets. Figure 8(a)
is the input image comprised of an object classified, while
Figure 8(b) defines the tracking of objects in an image. In
the objects detected, tubelets had been replaced with those
that have overlaps based on the threshold to perform the
conventional NMS process. This process will bring back
the positive boxes, if the tubelet detected has been with a
lower detection score of positive boxes.

Object tracking and localization have been achieved
using the bounding box sequence generated for the given
video frames. A bounding box overlap for multiple objects
had been determined using IoU overlap. Based on the IoU
threshold, object movement has been tracked as described
in Algorithm 1.
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FIGURE 5: Object generation module using anchor generation to predict objects and location. Elephant images acquired in the forest area of
Theppakadu were passed through convolution layers to classify the objects by anchor generation and feature extraction.

FIGURE 6: Bounding box representation for the input image.
Bounding boxes of the object in the image with the coordinates
were represented.
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FIGURE 7: Intersection over union between objects. Bounding boxes
were merged based on IoU values considering it as a similar object.

Tubelets were generated from the bounding box sequence
for the given object instances as described in Figure 9. Tb;, Tb;,
and Tb; were the different tubelets generated for the input
video sequence.

3.5. Object Tracking Based on Tubelet Generation. There had
been drifting problems in the object detection, due to bound-
ing boxes overlapping in the detections. To overcome the
drifting problems and precise object localization, the tubelet
generation method was proposed. Object tracking was made
based on the features of moving objects, by achieving predic-
tion and tracking of moving objects. In the object tracking
based on classification, a number of candidate regions will
be extracted. These candidate regions will be sent to the net-
work for classification and result in considerable time com-
putation overhead. Object detections were represented in
the form of bounding boxes. Tubelets are generated by apply-
ing the tracking algorithm to the static image bounding box
proposals.

The proposed approach computes the object locations
and classification scores for each frame. The classification
score of the tubelet has been computed by combining the
classification scores of the objects.

Tubelet proposals detect the objects in the images and
can accurately track objects. ai, ab,a%---..al are visual fea-

tures based on the box locations bi. In order to track the
movement of the object, a network is trained that effectively
evaluates the spatial actions with respect to spatial features.

i

my, mymy - ml, =1 (a}, ay, ay - .a,). (3)

Expression (3) was used to evaluate the movement of the
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(a) (b)

FIGURE 8: Detection of elephant object movement in the Theppakadu forest area with the bounding box proposal. (a) Object classification
using tubelet generation. (b) Object tracking approach using tubelet for moving objects.

Step 1: input: B=(BB,,BB,,BB;--- - --- --- ..BB,), S;, O, §; B—bounding boxes, S;—detection scores of bounding boxes, O
—intersection over union, s—NMS, BB, —bounding box numbers.
Step 2: output: f—bounding boxes detected

Step 3: f— I

Step 4: while B # &

Step 5: do

Step 6: arg maxU (bb;) — bb,,

Step 7: S, (bb,,) — S

Step 8: if IoU(bb,,,, bb;) > & then

Step 9: S — max (S, S, (bb;))

Step 10: end if

Step 11: B— Bu (bb,,,S)

Step 12: end while

Step13: return f3

ALGoRITHM 1: Object tracking and localization using intersection over union (IoU).

Input video sequence
|

FIGURE 9: Tubelet generation from object proposals of the elephant movement images captured from Theppakadu forest area. Object
proposals were generated by bounding boxes. Sequence of bounding boxes form the tubelets.

objects with the use of visual features. Relative movements are ;
mi (Ax!, Ay, Aw!,Ah) which has been calculated as follows: Ahi =log <—f> . (7)
1
i t
Axi _ X _<x1 , (4) By using (4)-(7), the relative movements of objects in the
w) images can be inferred. The input taken as the visual features
includes (ai,al, - ..a’))" and outputs the movement fea-
P tures of objects as 4 W expressed by the tubelet proposal as
i_Yi—h
Ayt_hi’ ®) ii it PP it
(ml)mz) m3 ......... mw) = Ww(al)az’ a3 “aw) +bw)
y ®)
A = log (—) (6)
wy where W, and b, are the learning parameters of the
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Step 1: input: video sequence (I}, I,, I -+ -++ -+ -+ ..1,)

Step 2: data: O,—object tracks, O, = {0, O,, ...... 0,},D,={D,,D,, - -+~ D, } where

D, —object detections, T—represents number of frames detected in the tracking and frames not detected in the tracking

Step 3: output: object track, O

Step 4: Function tracking

Step 5: whilemax A;; > oc//A;;—object tracks with intersection over union values

Step 6: do

Step 7: ifB;; U A;; > oc//B;—number of frames in the video sequence without any object detections

Step 8: arg max A; — (i, )

Step 9: D; — O;

Step 10: B; — True

Step 11: O, — O,_; U {B;; = TrueVD}//object tracking for the detected objects

Step 12: returnO, for the given set of video sequences

ArLGoriTHM 2: Object tracking algorithm for the given video sequence.
_ AR ,
TaBLE 2: Dataset overview. L({M},{M}) = i Z Z d (Ak;) , (9)
i=1 t=1 ke(x,y,w,h)
Training Validation Testing

Video sequences 2758 684 2040 ~
Number of frames 6329 4831 _ where {M}, {M} are the normalized movements for the
Positive snippets 1344 363 _ object movement detection outputs. Object tracking based

TaBLE 3: Detection results for elephant object in video sequences.

Range Detection results
(64, 128) 75.9%
(128, 256) 88.1%
(256, 512) 93.2%

TaBLE 4: Object detection results for the given dataset.

Methods Detection rate
TCNN 78.8%
Background subtraction 81.6%
Proposed approach 85.7%

TaBLE 5: IoU overlap thresholds for different methods.

Method 0.25 0.50 0.75
Tubelet detection method 0.56 0.49 0.41
Static image video dataset 0.52 0.47 0.39
Proposed approach 0.71 0.63 0.54

layer. Tubelet boxes are generated by the regression layer that
has similar movement patterns with the ground truth. The rel-
ative movement targets m} = (x, y!, w!, hf) can be defined on
the basis of ground truth boxes at time b,. Movement patterns
of the objects with respect to the bounding boxes are repre-
sented through

on tubelet generation primarily depends on the detection
scores of a frame. Tracking of objects in images were based
on the confidence of the object proposals. Anchors are called
starting detections of tracking, based on the object proposals.
There may be a drift in the objects detected during the object
tracking moves away from the anchors. Hence, false tracking
can be reduced by stopping the early object tracking while
the confidence is below the threshold.

Algorithm 2 describes the process of object tracking in
the video sequence. Object tracking represent the tubelet of
the objects detected in each frame with the bounding box
proposals. In the given video sequence, a set of tracking has
been detected and based on the intersection over union mea-
sure, and tracking objects were identified. By detecting the
objects in the frames, object tracking has been achieved.

4. Datasets

In the proposed approach, a new datasets consisting of real-
time video recordings has been used for analysis. A dataset
consisting of video sequences is captured during the field
visits made at different seasons. During the field visits, ele-
phant movements in different seasons and patterns were
observed and recorded manually for future reference. Videos
were captured in the format of 1920 x 1080 pixels at 50
frames per second. The complete dataset comprises of
70 GB of video files, which approximately corresponds to
8.5 lakh frames. To avoid computational complexity in video
processing, the video sequence taken for analysis is between 3
and 5 seconds, which includes major factors that may be
available in the larger video sequences. For the evaluation
of the proposed method, a subset of the video collection
was taken for the study. Datasets taken were real time con-
sisting of multiple objects. Images comprising multiple mov-
ing object categories were chosen, such as elephant, vehicles,
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TaBLE 6: Elephant object localization and tracking for the given dataset.
Method Object localized
Tubelet detection method 66.3%
Tracking and detection based tubelet (proposed approach) 73.9%
Static image video dataset 71.8%

IoU threshold for object detections

100

80

60

40

Detection rate (%)

20

0.0 0.2 0.4

0.6 0.8 1.0

ToU threshold

—=— Detection and tracking based

—e— Detection based
—— Tracking based

FIGURE 10: Object detection based on the IoU threshold. Performance comparisons of object detection and tracking methods based on the

IoU were described in the figure.

and humans. In each input video, the numbers of frames are
different.

Table 2 comprises of real-time datasets used in the pro-
cess. The dataset is split into a training set and a validation
set, containing 2758 video snippets and 684 video snippets,
respectively. This mainly includes the category information
of all objects which are identifiable and location information.
In addition, the proposed object detection model perfor-
mance was verified on the standard test set that contains
2000 video sequences and calculated the evaluation indica-
tors in the test set.

4.1. Evaluation Metrics. Evaluation metrics were based on the
average of precision on different aspects of object detection.
The mean average precision was computed based on the
score of a tubelet. The tubelet score was based on the average
score of detection in the object detection process. Faster
RCNN detectors were trained on different real-time datasets
and network structures. Objects will be localized exactly
based on the ground truth tubelet from a given class of
images. An anchor has been considered a positive sample if
it satisfies the constraints such as an anchor having the high-
est JoU overlap measure and an anchor having IoU greater

Object detection accuracy
100

90-
80-
70
60
50
10-
30

Detection accuracy (%)

20+
104

O 1T T T T T T T T T T T T
0 10 20 30 40

50 60 70 80 90 100

Number of objects detected

FIGURE 11: Object detection accuracy based on the number of
objects. With the increase in the number of objects presence, the
proposed method achieves a high detection rate.
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TaBLE 7: Performance comparison of the proposed approach with the existing approaches.
Methods No. of Specificity Precision Recall Accuracy TP rate FP rate Error detection rate
frames (%) (%) (%) (%) (%) (%) (%)
Faster RCNN 572 0.7384 0.8513 0.8411 0.9235 0.9185 0.8331 0.9076
Kai et al. [25] 463 0.7572 0.8358 0.8824 0.9088 0.8938 0.8578 0.9012
Mihir et al. [9] 546 0.7264 0.8488 0.8517 0.9124 0.8754 0.8841 0.0876
Proposed 575 0.7841 09133 09357 09788 09341 0.9544 0.0212
approach
TaBLE 8: Object detection performance of the proposed approach.
Methods Vehicles (%)  Monkey (%)  Deer (%)  Elephant (%) Bear (%) Humans (%) Tiger (%) Dog (%)
Faster RCNN 0.7813 0.8518 0.8551 0.8419 0.7915 0.8845 0.8688 0.8314
YOLO v3 0.8051 0.8493 0.8918 0.8588 0.8344 0.9145 0.8755 0.8489
HyperNet 0.7988 0.8369 0.8754 0.8635 0.7889 0.8801 0.8655 0.8581
Proposed approach 0.9311 0.8950 0.8845 0.9798 0.9318 0.9841 0.8845 0.8765

than 0.5 of the ground truth boxes. Anchors having IoU
threshold less than 0.5 were considered a negative sample,
and it have been ignored.

5. Results and Discussion

In the proposed approach, RPN anchors contained three
scale (128, 256, and 512) models which were trained. The
detection results of this proposed method reach 85.7%. The
detection rate has been improved by exploring the model
ensemble and computing the detection in different object
ranges. Missing objects had been recalled by comparing it
with the detection results which has been improved by the
model ensemble as found in Table 3.

Based on the detection results and bounding boxes,
tubelets are generated for tracking the objects. Object local-
ization depends on the IoU threshold for the bounding box
matching. IoU thresholds have multiple values for the
bounding box matching such as 0.25, 0.5, and 0.75. The final
tubelet generated will be based on an average of the tubelet
mAP with different tubelet IoU thresholds. The tubelet
detection was based on the actual tubelet localized to the
given input video.

TnT,
TuT,

I0U(T, T,,) = (10)

IoU thresholds were determined using expression (10)
for object localization.

From Table 4, the object detection performance has been
compared and the results show that the proposed approach
has achieved higher performance. Detection comparisons
have been made on the real-time dataset chosen for analysis.
By using detection-based tubelet and tracking-based tubelet,
object movement has been tracked in the videos.

5.1. Threshold. 10U is an evaluation metric used for describ-
ing the object detection model in the datasets. IoU evaluates

the bounding boxes predicted by the proposed model. IoU
overlap thresholds for the different methods are presented
in Table 5. These thresholds were determined based on the
experimental results of object detection during overlapping.
Based on the overlapping threshold, the object detection pro-
cess for the given image varies. Threshold values such as 0.25,
0.50, and 0.75 were taken for considering the object detection
variations on the images taken for analysis. With the increas-
ing overlapping thresholds, the elephant object detection rate
decreases. Increasing the overlapping thresholds of objects
had resulted in varying detection results.

IoU overlap was set to the nonmaximum suppression
(NMS) threshold to 0.3. Tubelets generated based on the
bounding boxes in the video frames and their locations are
predicted in the next frame using the optical flow value of
bounding boxes. IoU overlaps were computed for each
bounding box in the next frame. If the IoU overlap is of max-
imum value and above the threshold, then it belongs to the
same object, else the bounding boxes represents a new object.

Table 6 compares the results of tracking and detection
based on tubelet, to the other approaches for tracking and local-
ization of objects in a video dataset. Based on the comparison, it
is clear to define that the proposed approach outperformed the
static image video dataset and tubelet detection method.

IoU thresholds for the object detection on the different
scenarios were presented in Figure 10. Varying object detec-
tion rates were based on the bounding boxes for different
kinds of tubelets. Detection- and tracking-based approaches
were the proposed work, which had been effective in compar-
ison with other approaches.

In Figure 11, the object detection performance based on
the number of objects detected had been shown. When the
number of objects to be detected is minimum, the detection
rate has been higher. The minimum number of objects to
be detected varies, since real-time scenario was given for
the detection process. When the number of objects to be
detected is less than 20, detection accuracy has been achieved
above 80%.
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FiGURrk 12: Elephant movement tracking on the images and videos captured from the Hosur forest area and Theppakadu elephant camp by
the proposed approach using tubelets. Elephants were detected in the first column of the images, and then, its movements were localized and

tracked.

Tables 7 and 8 describe the performance of the object
detection accuracy. The proposed approach performance has
been described by comparing it with the existing approaches.
Different objects detected using the real-time datasets have
been tabulated below. From the results in Tables 7 and 8, it
is conclusive that the proposed approach has been effective
in object detection.

In Figure 12, an example of tubelet generation for ele-
phant objects at different scenarios has been presented.
Bounding boxes represent the object instance, and the
similar object presence in the consecutive frames has been
denoted by the same color. Hence, through the proposed
approach, object instance detection and tracking have been
achieved.
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FIGURE 13: Performance and error rate comparison of the proposed approach. (a) Performance accuracy of the proposed approach compared
with the existing approaches. (b) Error rate of the proposed approach compared with the existing approaches.

Figures 13(a) and 13(b) describe the performance and
error rate comparisons of the proposed approach with the
existing approaches. Based on the above comparison, it is
clear that the proposed approach has been effective in object
detection. The performance comparison of the proposed
approach with other methods found data duplication due
to the image pixel overlapping leading to misclassifications.
Comparatively, other methods have been time consuming
and require more memory space.

Faster RCNN has RPN to generate bounding boxes called
region of interests (ROIs) which has high probability of con-
taining objects. Hence, the number of bounding boxes gener-
ated indicates the presence of objects. The IoU threshold
value was used in determining the object presence even
though overlapping of bounding boxes exists which had been
efficient in comparison to image pixel overlapping. In the
proposed method, the object detection process had deter-
mined using a bounding box with a IoU threshold value.
Then, the detected objects had been tracked through the
tubelet generation method.

In the error comparison, localization errors had been
found in the YOLO detections, and faster RCNN had a mean
average precision (mAP) error variations in the object detec-
tions. The error rate in the object detections had been lower
in the proposed approach while comparing to the existing
approaches as described in Figure 13(b). Hence, the proposed
approach will be an effective in the detection and tracking of
elephants.

6. Conclusion

In this paper, the video object detection analysis is made
through the machine learning approach. In the proposed
approach, through faster RCNN and tubelet generation
method, different objects in real time have been detected

and classified. The proposed approach has achieved 73.9% of
detection and tracking of elephant objects which differs based
on the image scale. Elephant objects have been tracked and
classified using the IoU overlap of the anchor, where the differ-
ent objects occlude. Using the detection results, elephant
objects in the video had been localized and its movements
had been tracked. The proposed approach has analyzed the
elephant as an object for classification, and future work needs
to be investigated on detection accuracy for multiple object
detection. Furthermore, future study has to be made on object
detection and tracking based on the object size variations.
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