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Different schemes have been proposed for increasing network lifetime in mobile ad hoc networks (MANETs) where nodes move
uncertainly in any direction. Mobility awareness and energy efficiency are two inescapable optimization problems in such
networks. Clustering is an important technique to improve scalability and network lifetime, as it relies on grouping mobile
nodes into logical subgroups, called clusters, to facilitate network management. One of the challenging issues in this domain is
to design a real-time routing protocol that efficiently prolongs the network lifetime in MANET. In this paper, a novel fuzzy-
based Q-learning approach for mobility-aware energy-efficient clustering (FQMEC) is proposed that relies on deciding the
behavioral pattern of the nodes based on their stability and residual energy. Also, Chebyshev’s inequality principle is applied to
get node connectivity for load balancing by taking history from the monitoring phase to increase the learning accuracy.
Extensive simulations are performed using the NS-2 network simulator, and the proposed scheme is compared with
reinforcement learning (RL). The obtained results show the effectiveness of the proposed protocol regarding network lifetime,
packet delivery ratio, average end-to-end delay, and energy consumption.

1. Introduction

Wireless communication plays a major role in the previous
few years and has become one of the most focused areas of
the communication research world. Such communication is
useful in establishing a kind of network which is completely
established on the fly. One of the challenging issues in multi-
hop ad hoc wireless networks is developing such a routing
protocol, which can efficiently handle the frequently chang-
ing topology. In MANET, clustering and routing are the
major problems that are taken into consideration. An effi-
cient clustering algorithm has been designed in this paper
where node selection for different responsibilities has been
done using a fuzzy-based Q-learning approach of reinforce-
ment learning, and loads on cluster heads are balanced using
Chebyshev’s inequality principle.

MANET is a collection of mobile nodes which establish a
network very spontaneously. They share the information;
basically, they communicate with each other through a shared

wireless communication channel. Thus, MANET does not
require any preexisting infrastructure. They are purely based
on rapidly deployable infrastructure-less services which are
self-controlled, and they do not require any preexisting
centralized administrator and are configured with very few
resources available.

Clustering is a significant methodology that takes care of
numerous issues of MANET and gives network scalability
and expands its lifetime. Here, nodes are divided into virtual
groups called clusters. It makes hierarchical routing possible
where paths are established between clusters. Each cluster has
a cluster head (CH), which serves as a local coordinator for
its cluster. CHs are prudently selected from the set of ordi-
nary nodes, which can retain their role of coordination for
a longer period compared with other nodes, i.e., CHs should
be less mobile with high energy than the other cluster mem-
bers (CMs). Communication from source to destination is
done via CHs and gateway (G) nodes, which are within the
transmission range of more than one CH (Figure 1).
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With clustering, routing of packets can be more easily
managed as the route setup is confined only to the CHs and
gateway nodes. The energy dissipation of other nodes can
be reduced to a greater extent. Also, it conserves communica-
tion bandwidth as nodes need to communicate only with
their CHs thus reducing the overhead of redundant messages
of disseminating routing packets. However, clustering
requires CHs to have extra workload, and thus, prudential
selection of a node’s role of responsibility should be of utmost
importance. A mobility-aware energy-efficient clustering
algorithm is proposed in this paper using a reinforcement
learning technique of Fuzzy Q-Learning to decide the role
of nodes to become a CH, CM, or gateway wherein Cheby-
shev’s inequality principle is applied for getting the node’s
connectivity for load balancing by taking history from the
monitoring phase. Our proposed work consists of two phases
wherein for the setup phase, the most eligible nodes are
selected to act as CHs. The stability of nodes to become a
CH is decided by considering their mobility, direction of
motion, distances with other nodes, and their degree of
connectivity. The setup phase takes two parameters to decide
CHs which can retain their role for a longer duration of time,
i.e., stability deviation and energy depletion of nodes. The
focus is given on the monitoring phase of clustering, where
the reinforcement learning method of Fuzzy Q-Learning
with Chebyshev’s inequality principle is used to improve
the learning accuracy in deciding the node’s role of responsi-
bility and balancing loads on them.

The main contribution of our research is scrutinized in
the given manner:

(i) Increasing stability of clusters by taking node’s
mobility and their direction of motion

(ii) Enhancement in the monitoring phase of clustering
by reinforcement learning, i.e., Fuzzy Q-Learning

Autoscaling of load on CHs is maintained by using
Chebyshev’s inequality principle:

(i) The proposed protocol is flexible to be tuned with
different network scenarios by changing the fuzzy
membership functions and fuzzy rules

(ii) Simulation results show the efficacy of the proposed
work on various parameters

The rest of the paper is organized as below. Section 2
presents a brief survey of related works. System model and
terminologies related to the proposed work, including energy
model and stability model, are described in Section 3 with the
detailed background of the Fuzzy Q-Learning approach of
reinforcement learning. The proposed work is described in
Section 4. The effectiveness of the proposed work is empha-
sized in the results and discussion part of Section 5. Finally,
the article is concluded in Section 6 with some directions
for future work.

2. Related Works

Authors in [1] have proposed a model based on fuzzy logic
and trust to enhance the security in MANETs and remove
vulnerabilities and attacks. It has been observed that due to
the distributive nature of MANET, it is vulnerable to various
types of attacks, and trust is considered an essential require-
ment. Trust of the proposed model is generated using two
different perspectives, and its value varies between 0 and 1.
The objective of this model is to reduce the effect of vampire
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Figure 1: Categories of node’s responsibilities in clustering.
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attacks, which improves the performance of the model. The
proposed model is compared with an existing model of trust,
and the accuracy of the model in finding the malicious nodes
is measured with three parameters, namely, precision, recall,
and communication overhead.

Wireless sensor nodes are considered an effective technol-
ogy for gathering data from any unreachable and dangerous
location, such as civil and military areas. The major problem
of wireless sensor networks lies with the energy constraint, as
the radio transceiver consumesmore energy than the hardware
components. Thus, designing of routing algorithms with opti-
mized energy is an utmost requirement for longevity of net-
work lifeline. Authors in [2] have designed three parameters
related to energy optimization, namely, degree of closeness of
node with respect to shortest path; degree of closeness of node
to sink, either through single-hop or multihop; and degree of
balance of energy. The values of these parameters are fed to a
fuzzy logic-based routing algorithm to optimize energy, thus
increasing the lifetime of the network, which also helps in
effective data transmission between sensor nodes.

Two main important issues that are faced in a target-
based wireless sensor network (WSN) are coverage and con-
nectivity, which are considered essential for the transferring
of data from the target area to the base station. However,
the challenge lies in placing sensor nodes in potential posi-
tions to satisfy both coverage and connectivity. Authors in
[3] have tried to resolve this NP-complete problem using a
genetic-based algorithm scheme. The GA approach used in
this paper considers suitable chromosome representation,
fitness function derivation, and operations like selection,
crossover, and mutation. Result shows that the proposed
algorithm provides better time complexity in comparison to
other GA-based approaches.

Wireless sensor networks face a key issue in localization,
i.e., in locating the sensor nodes precisely. Precision plays a
vital role in transmitting data effectively between sensor
nodes. Authors in [4] have proposed a fuzzy-based localiza-
tion algorithm. The proposed algorithm is based on the
weighted centroid localization technique, which uses infer-
ence systems like Fuzzy Mamdani and Sugeno for calculating
the location of unknown nodes. After precise calculation of
the position of the sensor nodes, effect selection is done for
the next-hop CH, which helps in energy reduction and
increases the lifetime of the sensor nodes.

The authors in the paper [5] proposed a heuristic and
distributed route, which deploys a new methodology to
enhance the QoS requirement for MANETs. A distributed
route searching scheme is combinedwith an RL (reinforcement
learning) technique. The results of the proposed approach,
compared to the traditional approach, show that the network
performance has been improved with optimized timing, effec-
tiveness, and efficiency.

In [6], the authors have presented a rich new realm for
multiagent reinforcement learning. They have identified an
important but overlooked realm in which nodes have no con-
trol over their movements, and as such, a theoretical bound
has been presented to improve the connectivity of partially
mobile networks. The empirical result showed that a lot has
to be done to design a more strong movement learning algo-

rithm that will deal directly with the partial observability of
the existing realm.

The authors in [7] have focused on employing the rein-
forcement learning approach that enables us to achieve
adaptive routing in MANETs. To carry the study forward,
the authors have selected various Markov Decision Processes
(MDP) that provide an explicit formalization of the routing
problem. The future scope of the paper is to do a comparative
study in the same field, which will be of significant interest.

In [8], the authors propounded an intelligent routing
control algorithm for MANET, which was based on reinforce-
ment learning. The employed algorithm can optimize the selec-
tion strategy of nodes through interplay with an environment
and coverage with the optimal transmission pathway. The
result depicts that in comparison to the other algorithms, the
offered algorithm could select an appropriate pathway under
restricting conditions and can also obtain better optimization
objectives. Further research can be done to study the issue of
intelligent network routing control based on Q function.

In the paper [9], the authors have presented a Collabora-
tive Reinforcement Learning (CRL) approach that will allow
groups of reinforcement learning agents to resolve optimiza-
tion problems in dynamics as well as in decentralized
networks. The result depicts how feedback in the selection
links by routing agents allows the sample to modify and opti-
mize its routing behavior to varying network situations and
properties, proceeding to optimization of the network out-
put. A future study can be done on the sampling protocol
that will be engaged in tuning its configuration criterion to
resolve default values for MANET environments.

The authors in the study [10] took the parameters to
associate stability with route shortness, and reinforcement
learning was employed to propound an approach to make
the selection among the neighbors at any time to pass on
the packet to the destination. The aim of the approach was
to predict the behavior pattern of the nodes in association
to get the node through utilizing reinforcement learning.
The whole process used a Q-learning algorithm, which could
calculate the value of actions. The result depicts the suprem-
acy of the proposed approach over the MANET routing
models. In a further study, the packet delivery rate as well
as the time taken can be improved by the selection of better
alternatives and policies.

In paper [11], a biobjective intelligent routing protocol
has been proposed with an objective to reduce an expected
long- run cost function consisting of an end-to-end delay
and the pathway energy cost. For this purpose, a multiagent
reinforcement learning-based algorithm has been set forth
to estimate the optimal routing policy in the deficiency of
the knowledge about the system statistics. The result showed
that the model-based approach used in the study outper-
forms the model-free alternatives and drives nearly to the
standard value iteration that expects perfect statistics.

The authors of the paper [12] have introduced a trust
enhancement method to the MANET. The approach used
in the study was based on the Reinforcement Learning Trust
Manager (RLTM). The result showed that the generated rein-
forcement learning has high accuracy in making assumptions
on calculating the trust levels.
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3. System Model and Terminologies

A set of mobile nodes is considered for the MANET model,
where nodes are deployed in a certain fixed geographical area
and are free to move randomly in any direction. The nodes are
assigned with unique IDs which are broadcasted using a Car-
rier Sense Multiple Access MAC layer protocol (CSMA/CA).
Thus, each node in the MANET model becomes aware of its
neighboring nodes within its transmission range through
periodic transmissions of “HELLO” packets and maintains a
neighbor information table. The nodes can start communicat-
ing over the wireless link as they come within the transmission
range of each other. The list of terminologies that have been
used to formulate the proposed work is described as follows:

(i) Let N = fn1, n2 ⋯ , nlg be the set of mobile nodes

(ii) Ψ = fch1, ch2 ⋯ , chmg be the set of elected CHs
such that ðl >mÞ

(iii) TrangeðchaÞ is the transmission range of a CH cha

(iv) W(ni) is the weight of a node ni

(v) N(ni) is the cardinality of a node ni

(vi) distðni, njÞ is the Euclidean distance between nodes
ni and nj

(vii) M is the number of rules

(viii) μiðxÞ is the firing strength of rule i for input signal x
(ix) Qðs, aÞ is the state-action pair of the Q Table

(x) Vðs′Þ is the value of new state s′

3.1. Energy Model. In wireless ad hoc networks, the energy
model is one of the important system attributes. To assess
the node’s remaining battery energy at the time of simula-
tion, the proposed algorithm used the basic energy consump-
tion model determined by the class EnergyModel in the NS-2
network simulator [13]. The various attributes used are
initialEnergy, rxPower, txPower, sleepPower, and idlePower
representing the energy of a node at the beginning, energy
consumed in receiving one packet, energy consumed in
transmitting one packet, energy consumed in the sleep state,
and energy consumed in the idle state, respectively. Energy
consumption of a node ni at time interval Δt is given by

Econs vi, Δtð Þ = Eresidual vi, t0ð Þ – Eresidual vi, t1ð Þ, ð1Þ

where Eresidualðvi, t0Þ and Eresidualðvi, t1Þ denote the resid-
ual energy of node vi at times t0 and t1, respectively.

3.2. Stability Model. The node’s movement in such a network
is difficult to forecast. However, it produces position traces
for the mobile nodes. When nodes move in a particular
terrain, the traces are going to capture the different positions
at different instants of time and these traces can help in
understanding the performance of different protocols
designed for MANET.

To choose the most qualified nodes for CHs, their com-
bined weight of various parameters have been utilized. We
are giving more focus on the mobility of nodes in the selec-
tion of CHs and deciding how stable a cluster should be
because mobility is the major concern in such a network,
which may lead to frequent reclustering and link updating.
The range of transmission of any node (say) can be divided
into a trusted zone or a risk zone [14]. The inner circle with
radius α1r forms the trusted zone, and the zone having width
rðα2 − α1Þ forms the risk zone, as shown in Figure 2. The
coefficients α1 and α2 are reasonably chosen depending on
the mobility of nodes in the network system that we have
proposed in our previous work [15].

There are different models which can be adapted to pre-
dict mobility, which are to determine how appropriate a node
is to carry on the role of CH, its relative mobility distances
with neighbors, and consideration of the number of neigh-
bors in its direct communication range. The relative mobility
is determined as dependent on the received signal strength
between two progressive “HELLO” packets. This is inversely
proportional to the distance between the sender and the
receiver. The relative mobility at node ni with respect to node
nj, M

Rel
ni

ðnjÞ, is calculated as

MRel
ni

nj

� �
= 10 log10

RxPrnewnj⟶ni

RxProldnj⟶ni

, ð2Þ

where RxPrnewnj⟶ni
is the new and RxProldnj⟶ni

is the old

receiving power of the “HELLO” packet from node nj to

node ni. In case when RxPrnewnj⟶ni
< RxProldnj⟶ni

, MRel
ni
ðnjÞ is

negative; it means nj is moving away from ni as shown in

Figure 2. When RxPrnewnj⟶ni
> RxProldnj⟶ni

, MRel
ni

ðnjÞ is posi-

tive, i.e., nj is coming closer to ni: For each neighboring node,
nj, of node ni, its range indicator RIndðnj, niÞ with respect to
ni is measured. Based on the separation distance between
the nodes and their relative mobility, the range indicator is
classified as follows:

Risk zone

Trusted zone
ni

nj
a1r

a2r(a2-a1) r

Figure 2: Transmission range zone with direction of mobility.
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In the situation when a node lies in the risk zone and its
mobility is negative, then it is moving distant away from
the node, which is computing its weight to be chosen as a
CH. Such a neighboring node is discarded as it will escape
the transmission scope of the concerned node. In the event
that a node is anywhere inside the transmission range and
its relative mobility is additionally positive, it implies that
the node is coming nearer to the node ascertaining its weight.
Lastly, in the third circumstance, when a node is in the
trusted zone, however, it is moving away, at that point, its
commitment to discovering the range indicator relies upon
how far it is moving away from the concerned node, as
shown in Equation (3). Finally, the stability deviation of the
node niðSTDðniÞÞ is determined as the summation of the
range indicator multiplied by the distance ðdistðni, njÞÞ, and
the whole divided by its cardinality of nodes ðNðniÞÞ as given
in the following equation:

STD nið Þ = ∑k
j=1RInd nj, ni

� �
× dist ni, nj

� �
N

nið Þ: ð4Þ

3.3. Fuzzy Q-Learning. Fuzzy Q-Learning is a type of rein-
forcement learning based on scalar rewards given by the
environment. It is employed to reinforce a system’s learning
capability.

The steps in Fuzzy Q-Learning (FQL) are discussed as
follows:

(1) Initialize the q values: initially, the q values of the Q-
matrix are set with all zeros or any random value.
Each entry of the value table was set in accordance
with a specific rule and eventually gets updated
during the learning process

(2) Select an action: based on the exploration of the sys-
tem, actions are chosen next. The chosen action tends
to give best reward

(3) Calculate the control action from the logic controller:
the weighted average of the fuzzy rules is called as a
fuzzy output which is calculated as

a = 〠
M

i=1
μi xð Þ × ai, ð5Þ

whereM is the number of rules, μiðxÞ is the firing strength of
rule i for input signal x, and ai is the consequent function for
the fired rule

(4) Approximate the Q function: based on the current q
values combined with the firing strength of the rules,
the Q function is calculated. A fuzzy inference system
has the advantage that actions composed of many
rules can be executed at once. Hence, the q value for
the state-action pair Qðs, aÞ is calculated as

Q s, að Þ = 〠
M

i=1
μið sð Þ × q i, ai½ �: ð6Þ

The Qðs, aÞ value tells the desirability of stopping at state
s by either taking a unique action a or continuously employ-
ing the same action a to the current state

(5) Let the system go to the next state sðt + 1Þ upon
taking the action a

(6) Calculate reward value: the controller upon receiving
the current values of input parameters for the current
state of the system s calculates the reward for going
from one state to other

(7) Calculate the value of the new state s′: the value of the
new state s′ on being reached from the state swith the
deployment of the action a is calculated as

V s′
� �

= 〠
M

i=1
μið s′
� �

×
max

k
q i, ak½ �ð Þ, ð7Þ

where max ðq½i, ak�Þ is the maximum of the q values
achievable in state s′

(8) Calculate the error signal: if the maximum reward
given to the system deviates from the predicted one,
then an error signal is calculated as follows:

RInd nj, ni
� �

=

0, if α1r < dist ni, nj

� �
≤ α2r⋀MRel

ni
nj

� �
< 0,

1, if dist ni, nj

� �
≤ r⋀MRel

ni
nj

� �
> 0,

1 +
dist ni, nj

� �
− α1r

α2−α1ð Þr , if dist ni, nj

� �
≤ α1r⋀MRel

ni
nj

� �
< 0:

8>>>>><
>>>>>:

ð3Þ
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ΔQ s, að Þ = r + γV s′
� �

−Q s, að Þ, ð8Þ

where γ is the discount rate determining the future reward

(9) Update q values at each step: the q value is updated by
the following equation:

q i, ai½ � = q i, ai½ � + η · ΔQ · μi s tð Þð Þ, ð9Þ

where η is the learning rate

4. Proposed Algorithm

The objective of the proposed algorithm is to prolong the net-
work lifetime by considering the mobility of nodes as well as
their direction of motion. For this, we have proposed a cluster-
ing algorithm based on Fuzzy Q-Learning and Chebyshev’s
inequality principle. The proposed FQ-MEC consists of two
phases of clustering, i.e., the setup phase, and the monitoring
phase as depicted in Figure 3. The setup phase is the initial
stage of clustering, where the nodes once deployed choose
their role of clustering based on their weighted sum of stability
deviation (STD) and energy depletion (ED). After the initial
clusters have been formed, the clusters are monitored period-
ically for load balancing. Thus, the second phase of FQ-MEC
is the monitoring phase, which consists of load balancing
and reclustering. Chebyshev’s inequality principle analyzes
the history of degree of connectivity of each CH so as to adap-
tively maintain their load. In load balancing, the reaffiliation of
nodes to a CH is based on the current load on CHwhich adap-
tively makes the node join a CH with minimum weight. The
reclustering of nodes is done based on the predefined fuzzy
rules that are described in the following subsections.

4.1. The Setup Phase. The setup phase is the initial phase of
clustering. Each node calculates its combined weight using
STD and ED as given in the following equation:

W nið Þ =W1 × STD nið Þ +W2 × ED nið Þ: ð10Þ

The nodes with minimum weight declare themselves as
CHs and broadcast their role to their neighbors [16].

The neighboring nodes get attached with CHs, which are
within their transmission range. The setup phase algorithm is
shown in Algorithm 1.

4.2. The Monitoring Phase. Monitoring is the important
phase that is given, focused upon in the proposed FQ-MEC.
Once clusters are formed, the periodic monitoring of nodes
is done. The aim of this phase is to prevent the early dissolv-
ing of clusters by reducing the number of reclustering thus
improving the network lifetime. It consists of load balancing
and reclustering. The loads on CHs are balanced periodically,
so that no CH gets overloaded in transmitting packets.
Reclustering is done if the number of isolated clusters
increased to a certain threshold, which depends upon the
total number of nodes in the network. Load balancing and
reclustering are described as follows.

4.2.1. Load Balancing. The loads on CHs are balanced using
Chebyshev’s inequality principle, which determines the
degree of connectivity for each node. In due course, after
the formation of clusters, CH witnesses varying degrees of
connectivity, i.e., the number of nodes in the range and adja-
cent to the CH. At the very start, when clusters are formed in
the setup phase, nodes start communicating with their
respective CHs. Each CH maintains its cluster information
table, indicating its cluster members and gateways in its
range. It is the responsibility of CH to find the route and
transmit packets of its cluster members via gateway nodes,
if any. Thus, CHs dissipate their energy more quickly. The
nodes are mobile, and this mobility of nodes affects the
degree of connectivity of the CHs. To prevent CHs from
overloading and their early death, the load is balanced on
CHs. To keep a check on their degree of connectivity, we
have incorporated Chebyshev’s inequality principle and
formulated a rule which fits well for the case of the load
balancing of CHs.

(1) Chebyshev’s Inequality and Getting the Degree of Connec-
tivity of CHs. Chebyshev’s inequality guarantees that no more
than 1/k2 of the distribution’s values can be more than k stan-
dard deviations away from the mean (or equivalently, at least
1 − 1/k2 of the distribution’s values is within k standard devi-
ations of the mean).

In other words, this means that the chances that the
“mean” of any variable, say “A” upon getting subtracted from
the variable, is always lower than k times the “standards devi-
ation” of the variable, which in turn is greater than or equal to
(1 − 1/k2) [17]. Mathematically,

P A − E Að Þj j < kσAð Þ ≥ 1 −
1
k2

� �
: ð11Þ

where EðAÞ is the expectation or the mean of the sample, σA
is the standard deviation, and k is a constant generally taken
to be either 3 or 6.

This implies that

A – E Að Þ ≥ 0, ð12Þ

A – E Að Þj j = A – E Að Þ, ð13Þ

A – E Að Þ = kσA, ð14Þ

A < E Að Þ + kσA: ð15Þ
Similarly,

A – E Að Þ < 0, ð16Þ

A – E Að Þj j = − A – E Að Þð Þ = E Að Þ − A, ð17Þ

E Að Þ − A = kσA, ð18Þ

E Að Þ − kσA < A: ð19Þ
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From equations (12) and (16) above, we conclude that

P E Að Þ − kσA < A < E Að Þ + kσAð Þ ≥ 1 −
1
k2

� �
: ð20Þ

Taking k = 3 (as it is giving 95% correction than taking
k = 6), we get

P E Að Þ − 3σA < A < E Að Þ + 3σYð Þ: ð21Þ

This equation when applied to get the degree of connec-
tivity of CHs gives

Clustering in FQ-MEC

Setup phase Monitoring phase

Load
balancing

Reclustering

Node’s role
selection

Cluster
formation

Loads on CHs are
balanced

The role of responsibility
of nodes is decided using
Fuzzy Q-Learninig

Nodes are
affiliated with
CHs.

Figure 3: Phases of FQ-MEC.

Input: a set of nodes, N = fn1, n2 ⋯ , nlg, weighing factors w1 and w2.
Output: a set of elected CHs, Ψ = fch1, ch2 ⋯ , chmg.
Begin:
Step 1: forI = 1 to l∀niϵ Ndo

1.1: Each node ni broadcast and receive “HELLO” message to and from all its one hop neighbors.
1.2: Estimate the total number of one-hop neighbors.
1.3: Find STD(ni) and ED(ni).
1.4: Calculate weight, W(ni) using Equation (10) and broadcast it to all its one-hop neighbors.

Step 2: set flag = 1
Step 3: while (flag = = 1 ⋀ ni is receiving W(nj) ∀njϵ TrangeðniÞ) do

3.1: ifW(nj)<W(ni) then
3.2: ni gives up the competition for CH election
3.3: set flag = 0
end if

end while
Step 4: if (flag= = 1) then
4.1: ni declares itself as CH and broadcasts CH advertisement message with its ID and weight, W(ni), to nj∀njϵ TrangeðniÞ).
4.2: elseni is an isolated node, so it declares and advertises itself as a CH after timeout.

end if
Stop

Algorithm 1: Setup phase of FQ-MEC.

Table 1

Cluster
heads

Degree of
connectivity

Degree of connectivity
(estimated)

CH1 (3.252453-6.08088) (3-6)

CH2 (2.91912-5.747547) (3-6)

CH3
(0.925009-
8.408324)

(1-8)

CH4 (2.55051-7.44949) (3-7)

CH5 (1.83824-7.495094) (2-7)

CH6 (1.504906-7.16176) (2-7)
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We collected a sample of CH’s connectivity at the interval
of 10 seconds to see their variation of connectivity and
applied the above formula to find the range of degree of con-
nectivity of the CHs of our created hypothetical cluster. The
results are tabulated in Table 1.

The algorithm for load balancing is given in Algorithm 2.

4.2.2. Reclustering. Once clusters are formed in the setup
phase, reclustering is required when the maximum number
of clusters suitable for a particular network size becomes
greater than some threshold value which depends upon the
total number of nodes in the network as follows:

NMax =
N
δ
, ð23Þ

where NMax is the maximum number of clusters suitable
for a particular network size, N is the total number of nodes
in the network, and δ is the ideal degree for a particular net-
work such that δ ≤ 2 ln ðNÞ.

(1) Fuzzy Q-Learning for Reclustering. For reclustering, we
have used the Fuzzy Q-Learning approach, which selects an
appropriate action based on the predefined fuzzy rules. The
selection of action state depends on the optimized value of
the Q table. As discussed above, the Fuzzy Q-Learning
approach learns from the reward given to an entity in going
from one state to other. For the case of reclustering of nodes
in MANET, we have taken three actions in the form of role
selection for each node. The nodes can get the responsibility

of acting as either a cluster head (CH), cluster member (CM),
or gateway (G). Since we have formulated nine fuzzy rules,
our initial Q table contains nine rows and nine columns,
where each column corresponds to a selected node responsi-
bility. The first three columns correspond to the selection of
CHs, the next three columns specify gateways, and the last
three columns correspond to the selection of CMs.

Initially, the entries in the Q table are set to 0 and get
updated and optimized as the algorithm progresses. Next,
the rules are fired and an action “a” is taken based on the out-
come of the fired rule. So if a fired rule states that on both sta-
bility deviation and energy depletion being low, the node
responsibility is to be assigned as the cluster head, then any
three out of the first three columns of the Q-matrix must
get optimized with the maximum value. The value we get
depending on the firing strength of the rule gets entered into
the corresponding column of the Q-matrix as approximated
by the Q function. The selection of controlled action QðS, aÞ
depends on the value of the reward given for selecting the
action. The reward value is given in the reward matrix, which
in our case depends on the weighted average of two con-
trolled factors, viz., stability deviation and energy depletion.

According to the rules, the values are set to be minimum
in the corresponding columns. The calculation of the reward
value has been done by using the following equation:

Ri =min
STD1 + EDi

2
∀1 ≤ i ≤Ni

� 	
: ð24Þ

Input: degree of connectivity of CHs for different time intervals
Output: range of degree of connectivity of CHs in the cluster
Begin:
Step 1: forI = 1 to chido

1.1: Calculate the total number of connected nodes for equal intervals
1.2: Calculate the mean of connectivity as μφ (where φ represents the degree of connectivity)

1.3: Calculate the standard deviations of the connectivity as σφ
Step 2: take k = 3
Step 3: for each chido

3.1: μφ − k ∗ σφ
3.2: μφ + k ∗ σφ

Step 4: calculate the range of degree of connectivity φ as
4.1: μφ − k ∗ σφ < φ < μφ + k ∗ σφ

Stop

Algorithm 2: Load balancing algorithm of FQ-MEC.

P Mean Node Connectivityð Þ – 3 StandardDeviationNode Connectivity
� �� �

< Node Connectivity < ðMean Node Connectivityð Þ

+ 3 StandardDeviationNode Connectivity
� �Þ:

ð22Þ
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The next state to be optimized, S′ is then selected based
on the gathered reward value. Finally, the values in the Q
table are gradually updated based on the reward value and
error signal. Once the values in the Q table get optimized,
we can select an action corresponding to the optimized
column in the fired rule.

Implementing the Fuzzy Q-Learning approach for our
proposed reclustering algorithm is detailed as follows.

(2) Role Selection Algorithm. Once CHs are decided in the
setup phase of clustering by calculating and broadcasting the
combined weight of each node and deciding CHs as nodes
which are less deviated from stability and have depleted less
energy, in the reclustering of the maintenance phase, nodes
learn by themselves to decide their role of responsibility using
Fuzzy Q-Learning. The two parameters used in clustering are
STD and ED. The rules formed by expert knowledge using
these two parameters are framed as follows:

(1) If STD is low and ED is low, then select the role as CH

(2) If STD is low and ED is medium, then select the role
as gateway

(3) If STD is low and ED is high, then select the role as
CM

(4) If STD is medium and ED is low, then select the role
as CH

(5) If STD is medium and ED is medium, then select the
role as gateway

(6) If STD is medium and ED is high, then select the role
as CM

(7) If STD is high and ED is low, then select the role as
CH

Input: a set of nodes, N = fn1, n2,⋯nlg, reward matrix R, fuzzy rules Rulei, empty Q-Matrix Q (i, a),
learning rate η = 0:1 and discount factor γ = 0:9

Output: selected responsibility of each node as cluster head, cluster member, gateway
Begin:
Step 1: forI = 1 to Ruleido

1.1: Calculate the action ai =max Qði, aÞ as
aðsÞ =∑N

i=1αiðRuleÞ ∗
max

k
ðq½i, ak�Þ

where ∑N
i=1αiðRuleÞ is the firing strength of the rule and max ðq½i, ak�Þ

is the maximum of the q values which can be achieved in state s′.
1.2: Update the current state s of the Q-matrix corresponding to the selected action and approximated by the Q function as

QðsðiÞ, aÞ =∑N
i=1ðαiðsÞ ∗ q ½i, ai�Þ

Step 2: take a controlled action a and based on the selected action go to the next state s′,
s ði + 1Þ

Step 3: calculate the minimum reward value Ri based on the weighted average of the two parameters, energy depletion and stability
deviation, as

Ri =min fðSTDi + EDiÞ/2∀1 ≤ i ≤Nig
Step 4: upon taking action a and leaving from state s to s′, observe the reward value for the next state rði + 1Þ and calculate the action of
the new state s′ as

aðs′Þ =∑N
i=1αiðRuleÞ ∗

max

k
ðq½i, ak�Þ

where max ðq½i, ak�Þ is the maximum of the q values which can be achieved in state s′.
Step 5: if the reward function deviates from the original, calculate the error signal as

ΔQðs, aÞ = r ði + 1Þ + γ ∗ a ðs′Þ −Qðs ðiÞ, aÞ
Step 6: update the q values as

Qði, aÞ =QðsðiÞ, aÞ + η · ΔQ · αiðRuleÞ
Step 7: nodes broadcast their role of responsibilities once decided.
Step 8: neighboring nodes join CH within their transmission range with minimum combined weight.
Stop

Algorithm 3: Reclustering algorithm of FQ-MEC.

Table 2: Simulation parameters.

Parameter Value

Number of nodes 10-50

Simulation area 750m × 750m
Simulation time 50 sec

Initial energy 45000 nJ

Packet size 512 bytes

Transmission range of nodes 10m-180m

Routing protocol AODV

Movement model Random-way point

Radio propagation model Two ray ground
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(8) If STD is high and ED is medium, then select the role
as CH

(9) If STD is high and ED is high, then select the role as
CM

(3) Cluster Formation. Once nodes decide their role of
responsibility, they broadcast their role. A cluster member
joins a CH within its transmission range. If a node receives
a CH join message from more than one CH, it will join a
CH with the minimum combined weight (Algorithm 3).

5. Results and Discussion

In this section, we describe the simulation of the proposed
work. We performed a pervasive simulation experiment.

We have used the network simulator NS-2 to perform the
simulation with the experimental setup as given in Table 2.

We first implemented the already existing real-time rout-
ing algorithm for MANET using reinforcement learning
(RL) and heuristic algorithms [6] and compared the result
with our proposed work of clustering inMANET. The simula-
tion result shows the efficacy of the fuzzy-based Q-learning
approach for mobility-aware energy-efficient clustering in
MANET (FQ-MEC) over RL.

Figure 4 presents the packet delivery ratio (PDR) with
increase in packet rate. It shows the number of packets suc-
cessfully received by the destination node. The routing of
packets is done via CHs and gateway nodes, and these nodes
are prudently selected with most eligible nodes to handle
intracluster and intercluster routing. The constraints of
MANET, i.e., node’s mobility and battery dependency, are
handled with the parameters of stability deviation and energy
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Figure 4: Packet delivery ratio versus packet rate.
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Figure 5: Average end-to-end delay versus packet rate.
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Figure 6: Average end-to-end delay versus no. of nodes.
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Figure 7: Packet delivery ratio versus no. of nodes.
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depletion in clustering. A node becomes inactive when its
energy level is depleted to zero. The probability of nodes to
become inactive has been reduced by load balancing using
Chebyshev’s inequality principle. Therefore, the route disrup-
tion due to movement or death of nodes is minimized to a
great level. This also reduced average end-to-end delay of
FQ-MEC as illustrated in Figure 5.

In Figure 6, average end-to-end delay is presented with
an increase in the number of nodes. As shown in the graph,
by increasing the number of nodes, the end-to-end delay
has been decreased. As the number of gateway nodes respon-
sible for intercluster transmission is increased, the delay is
reduced and packet delivery ratio is improved which is
depicted in Figure 7. In both cases, it can be seen that the
FQ-MEC gives a better result when compared to RL.

In Figure 8, we show the comparison of the number of
inactive nodes per round when the proposed clustering algo-
rithm is applied with AODV and DSDV routing protocols. A
node becomes inactive when its energy level reaches to zero
or it is no longer within the transmission range of any CHs.

As AODV is an on-demand driven routing protocol,
there is no need to maintain or continuously update the rout-
ing path setup between the source and destination nodes like
DSDV, which is a table-driven routing protocol. Due to less
overhead of maintaining the routing table all the time, it gives
a better result of coupling the FQ-MEC with AODV than the
same coupled with DSDV. As shown in the graph, the num-
ber of nodes that died due to energy dissipation is three when
DSDV is used, and it is one when AODV is used.

Next, we ran the algorithm to compare the network life-
time by varying the number of nodes from 20 to 100. A CH
may die quickly because of improper load balancing. When
loads on a CH increase due to increase in the number of
nodes within its transmission range, the CH got overloaded
with data forwarding. As a result, due to the death of the
CH, some nodes got isolated as they were unable to find
any CH within their transmission range. The periodic load
balancing of nodes in the monitoring phase of the proposed
algorithm to create near-to-homogeneous clusters using
Chebyshev’s inequality principle shows the effectiveness in
the overall network lifetime, as shown in Figure 9.

6. Conclusion and Future Work

Designing energy-efficient and mobility-aware clustering in
MAET has been considered in this paper. Mobility and bat-
tery dependency are the challenging constraints in increasing
the network lifetime of such networks. To manage these con-
straints, a fuzzy-based Q-learning approach for mobility-
aware energy-efficient clustering in MANET (FQ-MEC) has
been proposed. The setup phase of clustering takes the node’s
stability deviation and energy depletion factors to decide
CHs, which can retain their responsibility for a longer
duration of time. Here, more focus has been given on the
monitoring phase of clustering, where the fuzzy-based Q-
learning approach of reinforcement learning has been imple-
mented, aimed at deciding the behavioral patterns of nodes
with Chebyshev’s inequality principle to adaptively maintain
the loads on CHs. With this, the speed of convergence and
learning is achieved, which reduces the rate of reclustering
with an improved network lifetime.

As a part of future research work, SARSA learning meth-
odology will be applied to obtain the optimal solution for
both the routing and clustering in MANET.
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Data are available on request.
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