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In the event extraction task, considering that there may be multiple scenarios in the corpus and an argument may play different roles under different triggers, the traditional tagging scheme can only tag each word once, which cannot solve the problem of argument overlap. A hierarchical tagging pipeline model for Chinese corpus based on the pretrained model Bert was proposed, which can obtain the relevant arguments of each event in a hierarchical way. The pipeline structure is selected in the model, and the event extraction task is divided into event trigger classification and argument recognition. Firstly, the pretrained model Bert is used to generate the feature vector and transfer it to bidirectional gated recurrent unit+conditional random field (BiGRU+CRF) model for trigger classification; then, the marked event type features are spliced into the corpus as known features and then passed into BiGRU+CRF for argument recognition. We evaluated our method on DUEE, combined with data enhancement and mask operation. Experimental results show that our method is improved compared with other baselines, which prove the effectiveness of the model in Chinese corpus.

1. Introduction

As a form of information, event is defined as the fact that some people or things interact at a certain time and place. As an important task in information extraction, event extraction is aimed at identifying triggers and arguments from unstructured text and expressing them in a structured way, which is the basic work of constructing knowledge graph. Natural language text contains many events and related arguments, as shown in Figure 1. Two events appear in ex1, and it describes two volleyball matches. “Eliminated” and “defeated” are the triggers of the event type of “competition behavior—win or lose.” “The National Women’s Volleyball Championship” plays the role of “competition name” in both events, “Tianjin Women’s volleyball team” plays the role of “loser” in the first event, and “Jiangsu women’s volleyball team” and “Shandong women’s volleyball team” played the role of “loser” and “winner,” respectively, in the second event.

The traditional event extraction model cannot reasonably distinguish the arguments under multiple scenario events. If there is more than one event in the sentence, the model cannot be extracted accurately.

There are two ways to implement event extraction task; one is based on pattern matching, and the other is based on machine learning. The method based on pattern matching mainly uses lexical symbol features, semantic features, and self-organizing constraints to extract events, and the key lies in the construction of event templates. However, the method based on pattern matching has poor cross domain and needs a lot of manual operation. With the continuous enrichment of corpus in recent years, researchers use machine learning method to extract events, especially deep learning and neural network. The traditional machine learning method uses the classified thought to transform the task of trigger classification and argument recognition into classification problem. The key point is the construction of classifier and the selection of fea-
tuals. Chieu [1] introduced the maximum entropy model into event extraction task for the first time and realized the extraction of seminar notice and personnel management event. Llorens et al. [2] used conditional random field (CRF) to tag semantic roles, which improved the performance of the system. Support vector machine (SVM) and hidden Markov model (HMM) are also commonly used classification models.

Aiming at the problems of existing models, this paper proposes a pipeline model based on the pretrained model Bert. The main contributions of this paper are as follows:

(i) An event extraction model based on the pretrained model Bert was designed. First, the event triggers in the corpus are labeled by pipeline, and then, the relevant arguments of each trigger are extracted.

(ii) Pipeline model extracts event triggers by hierarchical way and improves recall and accuracy of event recognition by data enhancement.

(iii) The model extracts the arguments from each identified event, respectively, which successfully solves the problem of argument overlapping. Through the use of window, the performance of the model is improved successfully, and the argument recognition errors in multiple scenarios are reduced.

The rest of this paper is organized as follows. Section 2 reviews the related work on path event extraction, introduces a hierarchical annotation model for event trigger extraction and related argument recognition, and introduces each module of the model. Section 4 analyzes the experimental results of the current model through comparative experiments to verify the reliability of the model we proposed. Section 5 summarizes the paper and plans the direction of future work.

2. Related Work

Compared with traditional way of event extraction, more and more event extraction models based on neural network appear. Zheng et al. [3] proposed a tagging scheme, which transforms the task of information extraction into a tagging problem. However, one word can only be tagged once, which makes it difficult to extract from multi-event sentences. According to the overlap of triples, Zeng et al. [4] divide sentences into normal, entity pair overlap, and single entity overlap and proposes an end-to-end model based on replication mechanism to jointly extract information, which solves the problem of entity overlap. However, this model can only be used for a single word. If an entity has more than one word, it cannot extract the relationship accurately.

Traditional machine learning methods for event extraction need to design a large number of features manually and also need the support of external Natural Language Processing (NLP) tools. Based on neural network method, event extraction is modeled as an end-to-end model, which gets rid of the dependence on external NLP tools and uses word vectors with rich features as input, thus avoiding complex manual work. Nguyen and Grishman [5] studied the problem of event triggered word extraction in unbalanced corpus and used convolutional neural network to capture important feature information in sentences. Chen et al. [6] proposed a dynamic multipool convolutional neural network (DMCNN) to extract sentence level features. In Ghaeini et al.’s [7] paper, bidirectional recurrent neural network (Bi-RNN) is first used to detect events that can be words or phrases, which is the first attempt to extract multitoken events. Feng et al. [8] combined bidirectional long short-term memory (LSTM) and convolutional neural network to learn word representation and predict event triggers.

Although the neural network-based event extraction method has achieved good performance, due to the fact that there may be multiple scenario events in a sentence, the confusion of argument annotation and role overlap are also important problems in the current event extraction, which makes event extraction still a difficult NLP problem. Therefore, this paper focused on the research of hierarchical annotation event extraction method in multiple scenarios, which improves the recognition effect of event triggers and alleviates the confusion of argument.

3. Methodology

3.1. Model Flow Chart. In the traditional event extraction research, scenario switching under multiple scenario events leads to argument extraction confusion, and the traditional annotation scheme cannot solve the problem of argument overlap. In this paper, a pipeline model of event extraction based on pretrained model Bert is proposed to solve the chaotic problem of event argument extraction in multiple scenarios. The flow chart is shown in Figure 2, which is divided into three parts: pretrained model Bert, event trigger classification, and argument recognition.

3.2. Model Architecture. The architecture of the model in this paper is shown in Figure 3. The model represents the event extraction task as a pipeline model based on hierarchical tagging, which solves the problem that a word can only be
tagged once, resulting in argument overlap. The first stage of the model is trigger classification using a model based on pre-trained model Bert. If the trigger is identified in the sentence, the second stage is carried out. The extracted event types are placed in the front of the sentence as features and input into the argument extraction model to extract relevant arguments and identify roles.

3.3. Pretrained Model Bert. The word2vec [9] model considers that the meaning of a word is associated with the meaning of the word that appears around it, thus mapping each word into a vector. However, in natural language, a word may have different meanings, but the traditional word2vec model does not generate static vectors and ignores the context, which cannot solve the problem of polysemy. The pretrained model Bert [10] makes full use of context and solves the problem of polysemy.

The Bert model is shown in Figure 4(a). The model selects the editing module of transformer model [11] as the model of feature extraction for bidirectional coding. The module structure is shown in Figure 4(b). By adding attention mechanism to replace the traditional convolutional neural network and cyclic neural network, the coding features of each word can obtain the information of all words.

The most important content of transformer encoding module is self-attention mechanism, which inputs the encoded vector and calculates the relationship between the current token and the context and obtains the weighted sum as the output of the current word. This makes the output vector contain not only the meaning of the word itself but also the relationship with other words. The weight calculation formula is as follows:

\[ \text{attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V, \]  

where \( Q, K, \) and \( V \) represent query vector, key vector, and value vector, respectively, and \( d_k \) is the dimension of the input vector. After the inner product sum of current token’s Q and each token’s K, the weight is obtained by softmax, and then, \( V \) is weighted and summed by using the weight obtained in the previous step to get the output coding vector of the current token. However, the use of self-attention mechanism can only obtain one feature expression; transformer module uses multihead attention mechanism to map \( O, K, \) and \( V \) to \( O^Q, KW^K, \) and \( V^V \) with different \( n \) projections, and the specific formula is as follows:

\[ \text{attention}(Q, K, V) = \text{concat}(\text{head}_1, \text{head}_2, \ldots, \text{head}_n), \]

\[ \text{head}_i = \text{attention} \left( QW^Q_i, KW^K_i, VW^V_i \right). \]

In the self-attention mechanism, the position of each word and the position between the included segments have an impact on the representation of the current word. Therefore, the position vector and segment vector are added to Bert. In addition, a normalization and residual link are added after each self-attention module and feedforward neural network module, which solves the problem of gradient dispersion and improves the training efficiency of the model.

3.4. GRU Layer. In recurrent neural networks, hidden state is always transmitted from front to back. However, in the event extraction, the hidden state of the current time step is associated with the previous time and the next moment, so the bidirectional recurrent neural network is needed to establish the correlation. The bidirectional GRU [12] model selected in this paper solves the problems of long-term memory and gradient in backpropagation, as shown in Figure 5. Compared with LSTM [13], GRU can achieve similar results, and it is easier to train and improve training efficiency.

The input and output structure of GRU is consistent with the traditional RNN [14], including the current input \( x_t \) and the hidden state \( h_{t-1} \) passed in the previous time step \( t - 1 \). But different from RNN, GRU uses gating mechanism to control the hidden state of the previous moment, instead of receiving all the features of \( h_{t-1} \) like RNN. The two gates built into GRU are reset gate \( r \) and update gate \( z \), and the formulas are as follows:

\[ r = \sigma(W^r[h_{t-1}, x_t]) \]

\[ z = \sigma(W^z[h_{t-1}, x_t]). \]

After getting the gating signal, the reset gate \( r \) is used to reset the hidden state of the previous time, i.e., \( h'_{t-1} = h_{t-1} \odot r \). Then, the data range is reduced to \((-1, 1)\) by activating function tanh, and the formula is expressed as \( h_t = \text{tanh} (W h'_t) \). Finally, according to the calculated update gate, two operations, forgetting and memorizing, are carried out at the same time. The specific formula is

\[ h_t = (1 - z) \odot h_{t-1} + z \odot h'_t \]  

3.5. Conditional Random Field. CRF [14] is a sequence tagging algorithm, which outputs the target sequence after inputting a segment of sequence. In NLP annotation task, the input sequence is a piece of text, and the output sequence is the corresponding tag. Considering the correlation between adjacent tags, CRF obtains a global optimal tagging chain.
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Figure 3: Event extraction model architecture.
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Figure 4: Pretrained model Bert.
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Set the matrix $P \in \mathbb{R}^{N_t \times N_t}$ as the fractional matrix output through the linear layer, where $p_{ij}$ represents the probability that the $i$th word in the sentence is marked as the $j$th label. For the sentence $S = \{x_1, x_2, \cdots, x_n\}$ and the corresponding tag $y = \{y_1, y_2, \cdots, y_n\}$, CRF will give a specific score, the formula is as follows:

$$\text{score}(S, y) = \sum_{i=0}^{n} T_{y_i,y_{i+1}} + \sum_{i=1}^{n} p_{i,y_i},$$

where $T$ is the transition matrix, $T_{ij}$ is a transfer probability from tag $i$ to tag $j$, due to the special markers at the beginning and end of a sentence, and $T$ is a square matrix with dimension $N_t + 2$. Then, the probability that the tag sequence of sentence $S$ is $y$ is

$$P(y | S) = \frac{\exp \{\text{score}(S, y)\}}{\sum_{y' \in Y} \exp \{\text{score}(S, y')\}}.$$

where $Y$ represents all the tag sequences that sentence $S$ can give. The logarithm of both sides of the formula is transformed into

$$\log (p(y | S)) = \text{score}(S, y) - \log \left( \sum_{y' \in Y} \exp \{\text{score}(S, y')\} \right).$$

The loss function is defined as loss $= -\text{score}(S, y)$, and then, the decoded tag sequence is obtained by formula $y^* = \arg\max_{y' \in Y} \text{score}(S, y')$.

### 3.6. Trigger Classification

The model uses the BiGRU-CRF model based on pretrained model Bert to identify and classify the triggers. The input of the model is the vector pretrained by Bert, and the encoding features of each word contain the information of all words. The structure of BiGRU-CRF model is shown in Figure 6(a), which consists of three parts: encoding layer, BiGRU layer, and CRF layer.

Let $S = \{x_1, x_2, \cdots, x_n\}$ be a sample input, where $x_i$ is the $i$th word in the sentence, and sentence $S$ is mapped to the matrix $W = \{e_1, e_2, \cdots, e_n\}$ after random initialization and passed into the pretrained model Bert. The vector generated by Bert is mapped to the feature matrix $V \in \mathbb{R}^{n \times d}$, where $n$ is the length of the sentence and $d$ is the dimension of the word vector. Next, the feature matrix $V$ is transferred to the BiGRU layer for further feature extraction, where the hidden state at step $i$ is $h_i = (h^i, \tilde{h}^i)$. The calculation formula of hidden state vector is as follows:

$$\text{GRU}(v_1, v_2, \cdots, v_n) = \left(\tilde{h}_1, \tilde{h}_2, \cdots, \tilde{h}_n\right),$$
$$\text{GRU}(v_1, v_2, \cdots, v_n) = \left(h_1, h_2, \cdots, h_n\right).$$

After the hidden state $h_i$ of each word is obtained, it is passed as input to the CRF layer for final label classification, and the final score matrix $P \in \mathbb{R}^{N_t \times n}$ is obtained. The $k$th column of the matrix $P$ represents the fraction of each corresponding tag for input $x_k$. According to the matrix $P$, the tag sequence $y$ is obtained, and then, the trigger in the text is extracted and its type is determined.

### 3.7. Argument Recognition

The identification of argument is based on the extraction of triggers, and the extracted event types are spliced into the text as features for the next step. As shown in Figure 6(b), this model adopts hierarchical tagging scheme to label multiple events separately, avoiding the defect that one word can only be tagged once at a time. The overall structure of the model is similar to the extraction of triggers. The BiGRU-CRF model based on pretrained model Bert is selected as the extraction model. The difference is that the hierarchical extraction method is selected for the argument extraction. In order to avoid errors in multiscenario event corpus extraction, mask preprocessing is carried out before argument extraction.

The event type and text are spliced into the model, and the feature matrix $V$ is generated in the pretrained model Bert. However, due to the existence of multiscenario event corpus, it is necessary to mask the short sentences unrelated to the current event before it is passed into Bert. The calculation process of mask vector is shown in Algorithm 1.

In this paper, the hierarchical argument extraction model extracts arguments from the related trigger words extracted in the previous step and identifies their roles in the trigger. It is known that sentence $S = \{\text{event type}, x_1, x_2, \cdots, x_n\}$ is randomly initialized to matrix $W = \{e_0, e_1, \cdots, e_n\}$, and the goal is to extract relevant arguments for the current trigger. According to the mask $M$, the input of the pretrained model is input $= \{\text{event type}, W \odot M\}$. The vector input is mapped to the feature matrix $V$ based on the pretrained model Bert. Next, the feature matrix is transferred to BiGRU layer for further feature extraction, where the hidden state at step $i$ is $h_i$. 
Input: Sentence: $S = \{x_1, x_2, \ldots, x_n\}$; Event type: list; event trigger; trigger,
Output: mask vector: $M_i$

$M_i = [1] \ast \text{len}(S)$;
$i, j = 0, 0$;
if length of event type is /then
  return the vector $M_i$
end
other_trigger = list.pop(trigger,)
for trigger in other trigger do
  find $i, j$ which is the index of $S$ where $s[i: j + 1]$ is the minimal clause containing trigger; i
  if trigger is not in the clause $s[i: j + 1]$ then
    change 1 of $M[i : j + 1]$ to 0;
  end
end
return the vector $M_i$

Algorithm 1: Calculation of mask vector for specified event trigger.

= ($h_0$, $h_1$). Continue to pass in the CRF layer to calculate the score of each word corresponding to each tag, so as to further extract the relevant arguments of the current event.

3.8. Training and Optimization. This summary mainly introduces the learning and optimization details of the framework model. It is known that trigger classification model takes text $S$ as input; the network with parameters $\theta$ outputs the event category vector $O$, where $O_i$ is the value of $i$th position and indicates that the trigger is a fraction of type I. The optimization of argument recognition model is consistent with the trigger classification model, but the difference is that the event types identified in the previous step are added to the data set. The model in this paper maximizes the log likelihood of the data, and the optimization method used in the model is Adam proposed by Kingma and Ba [15]. The objective function is defined as

$$J(\theta) = \max \sum_{i=1}^{D} \sum_{j=1}^{S_i} \left( \log \left( \frac{p_i^{(j)} = y_i^{(j)} \mid S_j, \theta} {\sum_{s} \frac{1}{\exp(\theta_s) \cdot \exp(\theta - s) \cdot \exp(\theta_s)}} \right) \right) \cdot I$$

where $|D|$ represents the size of training data set, $S_i$ represents the length of the $i$th sentence, $y_i^{(j)}$ represents the actual tag of the sentence, and $p_i^{(j)}$ is the tag based on the CRF score. $\alpha$ is the bias weight, and the larger the value, the greater the influence of relation label on the model. In addition, $I(O)$ is a conversion function used to distinguish the loss of the mark ’O’ and the relation marker, which is defined as follows:

$$I(O) = \begin{cases} 1, \text{if tag}=’O’, \\ 0, \text{if tag} \neq ’O’. \end{cases}$$

4. Experiment

4.1. Experiment Settings

4.1.1. Data Set. In order to evaluate the performance of our method, the corpus of event extraction task in 2020 language and intelligent technology competition is selected as our data set. The data set DUEE contains 65 defined event type and 17000 Chinese sentences, including 12000 training sets, 1500 verification sets, and 3500 test sets.

4.1.2. Evaluation. Similar to previous work [16], we use the following criteria to determine the correctness of each prediction event trigger and argument extraction:

(i) A trigger is correct if its event type and offsets match those of a reference trigger

(ii) An argument is correctly identified if its event type and offsets match those of any of the reference argument mentions

(iii) An argument is correctly identified and classified if its event subtype, offsets, and argument role match those of any of the reference argument mentions

Finally, we use Precision (P), Recall (R), and F-measure (F1) to evaluate the overall performance.

4.1.3. Hyperparameters. Our model consists of the pretraining layer, BiGRU layer, and CRF layer. The word embedding before the pretraining is generated by random initialization, and the dimension of word embedding is set to $D = 300$. The maximum length of a single sentence is limited to 300 words, dropout is 0.1, and Adam optimizer selects training learning rate of $1e-3$ and batch size of data set of 32.

4.2. Tagging Scheme. In this paper, we use the “BIO” tagging scheme [17], where “B” (begin) represents the first word of the trigger or argument, I (inside) represents the subsequent word, and O (other) represents the unrelated word. Taking Figure 6 as an example, event type and argument roles have been predefined, and the extracted results are saved in a structured manner. In the case of triggers, the number of tags
for the event type is $N_t = 2 \times |R| + 1$, where $|R|$ is the number of predefined event types, and Figure 3 shows an example of the marking method.

4.3. Experimental Results and Analysis

4.3.1. Experiment 1: Event Trigger Classification and Argument Recognition Based on Tagging Scheme. The model is based on the pretrained model Bert, and BiGRU layer and CRF layer are added for trigger classification and argument recognition. Four related neural network models are selected as baseline models to compare with the model proposed in this paper. The four control neural network models are as follows:

(i) Bert: the data set is used to fine-tune the parameters of the Bert model, and finally, the sequence tag is obtained

(ii) Bert-CRF: after fine-tuning the parameters of the Bert model using the data set, the conditional random field is added to constrain the related tags

(iii) Bert-BiLSTM: it consists of Bert and a long short-term memory network layer

(iv) Bert-BiLSTM-CRF: on the basis of Bert-BiLSTM, conditional random field is added for training

The experimental results of trigger recognition and argument extraction on DUEE by five models are shown in Tables 1 and 2.

Through the comparison of the results between the models in Tables 1 and 2, it can be seen that the addition of the pretrained model Bert improves the event extraction and argument recognition classification, and the average $F1$ score increased by 6.65%.

In Table 3, error analysis is conducted for all trigger classification and argument recognition results. The main causes of errors can be found as follows:

(i) Trigger classification error: due to the fuzzy vocabulary of event triggers and inconsistent annotation in the data, classification errors occur

(ii) Missing of trigger word recognition: similar to the multiple scenario event corpus, there are more than one event trigger. However, the model can only identify one or part of the triggers, but not all the triggers

(iii) Argument classification errors: the model successfully extracted and marked arguments, but the classification was wrong

(iv) Missing of argument recognition: there will be arguments with multiple roles under an event trigger, and the model will miss some argument when identifying the argument

(v) Argument boundary segmentation error: event argument extraction is realized by tagging, and the tag will have boundary error

<table>
<thead>
<tr>
<th>Model</th>
<th>$P$ (%)</th>
<th>$R$ (%)</th>
<th>$F$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiLSTM-CRF</td>
<td>87.76</td>
<td>83.26</td>
<td>85.45</td>
</tr>
<tr>
<td>Bert</td>
<td>93.17</td>
<td>84.40</td>
<td>88.57</td>
</tr>
<tr>
<td>Bert-CRF</td>
<td>94.28</td>
<td>87.99</td>
<td>91.02</td>
</tr>
<tr>
<td>Bert-BiLSTM-CRF</td>
<td>94.86</td>
<td>88.03</td>
<td>91.31</td>
</tr>
<tr>
<td>Bert-BiGRU-CRF</td>
<td>94.62</td>
<td>88.69</td>
<td>91.56</td>
</tr>
</tbody>
</table>

4.3.2. Experiment 2: The Influence of Corpus Distribution on Trigger Classification. The distribution of various types of events in the competition data set is not balanced, and the triggers in the same type of event corpus are unbalanced. For example, there are 605 articles on “organizational relationship resignation” and only 74 articles on “organizational behavior parade.” The $F$ score of the two is 97.70% and 61.54%, respectively. Therefore, this experiment studies the influence of corpus distribution on the performance of trigger extraction. By analyzing the relation between corpus distribution and extraction performance, the training data set is enriched manually. The experimental results are shown in Table 4.

The results in Table 4 show that the distribution of corpus has an important impact on trigger recognition. The performance of event extraction is improved by knowledge enhancement of training set by manual supplement of data set. It also lays a better foundation for further argument recognition.

4.3.3. Experiment 3: The Influence of Adding Mask on Argument Recognition. Due to the frequent occurrence of argument recognition confusion in multiscene corpus, this paper chooses to add mask operation before argument extraction to reduce the confusion. In this experiment, we also choose the Bert-BiGRU-CRF model to extract and classify the argument and mask the operation before extracting the argument. The experimental results are shown in Table 5. The change of argument extraction results brought by whether or not to add mask operation is compared.

The results in Table 5 show that the mask operation improves the accuracy of argument extraction to some extent and alleviates the confusion in argument extraction. And the effect was improved most obviously in the Bert-BiGRU-CRF.

5. Conclusion

In this paper, a trigger classification and argument extraction model based on hierarchical annotation scheme is proposed.
The event extraction task is completed by pipeline. Without complex NLP pretreatment, lexical features are extracted, and hierarchical tagging effectively alleviates the problem of argument overlap. The operation of adding mask before argument extraction reduces the confusion of argument extraction and proves the effectiveness of mask operation, which provides an effective event extraction model for multi-scene event corpus.

Compared with the traditional model, Bert-BiGRU can extract more than one expected event at the same time. For each event, different roles of the same argument can be distinguished accurately. However, the error in the process of event discrimination in pipeline model will lead to the error of argument extraction in the later stage, which leads to a wrong transmission. Therefore, the future work will focus on the model construction of joint extraction. For multiscene event extraction, a more reasonable segmentation method can be used to improve the extraction performance of multievent corpus. Combining knowledge enhancement [18, 19] is also a major research focus in the future.
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