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In recent years, to cope with the rapid growth in mobile data traffic, increasing the capacity of cellular networks is receiving more and more attention. To this end, offloading the current LTE-advanced or 5G system’s data traffic from licensed spectrum to the unlicensed spectrum that is used by WiFi systems, i.e., LTE-Licensed-Assisted-Access (LTE-LAA), has been extensively investigated. In the current LTE-LAA system, a Listen-Before-Talk (LBT) approach is implemented, which requires the LTE user also perform carrier sense before the transmission. However, fair LTE-WiFi coexistence is still hard to guarantee due to their unbalanced frame sizes and traffic loads. In the LTE-LAA system, the optimal channel selection and subframe number adjustment are the keys to realize efficient spectrum utilization and fair system coexistence. To this end, in this paper, we propose a reinforcement learning-based joint channel/subframe selection scheme for LTE-LAA. The proposed approach is implemented at the LTE access points with zero knowledge of the WiFi systems. The results of extensive simulations verify that the proposed approach can significantly improve the fairness and packet loss rate compared with baseline schemes.

1. Introduction

In the past few years, we have witnessed a phenomenal growth in mobile data traffic. This growth is accelerated by the increasing number of mobile and Internet of Things (IoT) devices and the popularity of spectrum-hungry wireless applications such as online games and high definition videos. Since most of the mobile data traffic is carried by cellular networks, both the academia and industry have made many attempts to increase the capacity of LTE networks to accommodate this surging growth and exploit the possible enhancement on the future 5G networks [1–3]. Originally, the mobile communication system LTE is capable of providing 150 (Mbps) data rate with a maximum bandwidth of 20 (MHz). As the demand for high-speed communication is further increasing, currently used LTE-advanced system utilizes Carrier Aggregation (CA) technology to speed up the communication by bundling multiple 20 (MHz) LTE carriers.

The highest licensed spectrum used for downlink LTE communication in Japan is 3.5 (GHz), and the unlicensed spectrum is 5 (GHz). Since the communication capacity is proportional to the frequency bandwidth, aggregating multiple noncontiguous channels in the unlicensed 5 (GHz) band enables higher capacity of LTE networks. However, the unlicensed band is already used by other wireless systems such as WiFi networks. Based on the fact that LTE is a schedule-based technology, which would severely degrade the performance of WiFi by letting its transmission backoff continuously, it is necessary to modify LTE to enable the fair coexistence between different wireless systems. To this end, Licensed-Assisted-Access (LAA) technology [4] has been proposed in 2013, which uses Listen-Before-Talk (LBT) approach to let LTE system assess the channel state before transmitting. Additionally, in March 2020, 3GPP (Third-Generation Partnership Project) committed to 5G NR (New Radio) in unlicensed spectrum in Release 16, which extends the LAA from LTE to 5G [5, 6].

However, even with LBT, the fair coexistence issue between LTE and WiFi systems on unlicensed spectrum is still nontrivial, due to their unbalanced frame size and traffic volume. For instance, the transmission duration for LTE varies from 2 to 10 milliseconds, but a typical WiFi transmission only lasts for a few hundreds of microseconds [7]. Considering a dense scenario that multiple LTE and WiFi systems
colocate to share multiple channels, the optimal channel and subframe number (in this article, we use the term “subframe number” to indicate “the number of subframes”). Selections are the keys for efficient and fair spectrum utilization. Furthermore, in a dynamic network, it is very important and challenging to dynamically adjust the optimal channel and subframe number according to the varying environment.

The channel selection and subframe number adjustment problems have been widely investigated in recent years. The most common channel selection method is to select a channel with minimum received power by using channel assessment. This method, unfortunately, suffers from low channel utilization efficiency and fails to well support the dynamic network environment. A learning-based channel selection mechanism for LTE operation in unlicensed bands was proposed in [8]. However, it needs global information of the coexistence system and does not take fairness into consideration. In [9], Challita et al. proposed a proactive channel selection scheme for LTE-U system by exploiting deep learning. However, it requires a WiFi traffic load distribution dataset as input and thus is hard to be applied in a dynamic environment. In [10], an online learning distributed channel selection scheme for 5G NR-U has been proposed, which focuses on optimal channel selection for uplink traffic offloading by formulating it to a noncooperative game. Regarding the work related on subframe number adjustment, the idea of blank LTE subframe was first proposed by Almeida et al. [11]. The goal is to achieve fair medium access by giving more transmission opportunities to WiFi systems. Based on [11] and recent advances in learning techniques [12–14], a Q-learning-based muting period selection scheme was proposed for fair LTE-WiFi coexistence in [15]. However, it focuses on maximizing the LTE throughput and can only work in single channel scenario.

Recently, joint channel and subframe number selection problem has been investigated. A joint user association and resource allocation approach for LTE-WiFi coexistence was proposed in [16], which aims at maximizing the number of users supported by LTE. However, they do not consider the traffic balance problem between LTE and WiFi systems. In [17], a double Q-learning-based scheme was proposed to achieve efficient LTE-WiFi coexistence by jointly considering channel selection, discontinuous transmission, and transmit power control. However, the goal of this research is efficiently utilizing the idle time as much as possible, instead of achieving fair medium access. In [18], the authors proposed a duty cycle optimization scheme by considering both the fairness and the throughput. However, the proposed scheme assumed that the throughput information needs to be exchanged between LTE and WiFi systems to perform Q-learning, which is hard to realize in reality. In [19], a deep reinforcement learning-based dynamic resource allocation algorithm to reduce the latency of devices has been proposed, which focuses on reducing the latency of mission critical devices in accessing uplink resources of the small cell network. In [20], a novel framework that uses flying UAV-enabled networks to provide service for VR users in an LTE-U system has been proposed, which does not take into account the fairness between LTE and WiFi systems. In [21], the coexistence of LTE and ZigBee networks at the unlicensed frequency band of 2.4 GHz is studied, which focuses on performance evaluations. To summarize, the aforementioned works cannot be applied on an LTE-LAA system in a distributed and dynamic way, with the purpose of achieving fairness and efficiency simultaneously.

To this end, in this paper, we propose a joint channel/subframe number selection scheme for LTE-LAA system by exploiting reinforcement learning technique. The proposed scheme is distributedly implemented at LTE Access Points (APs) and requires zero knowledge from the WiFi systems. In the proposed scheme, the LTE AP monitors the traffic volume on the currently used channel and dynamically learns the optimal channel and subframe number selections to efficiently utilize the spectrum resource and maintain each system’s throughput to its target value as close as possible. To minimize the frequent channel switching created by traffic variation, we further propose an enhanced scheme with channel switch penalty. The effectiveness of the proposed scheme is verified by extensive simulation results. We compare the proposed scheme with baseline schemes to show its superiority in terms of fairness and packet loss rate. Although the proposed joint channel/subframe number selection scheme focuses on LTE-LAA system, it could be easily extended to 5G NR-U system.

The rest of the paper is organized as follows. Section 2 briefly introduces the preliminaries of LTE-LAA system. Section 3 presents the system model and the proposed reinforcement learning-based scheme. Section 4 provides the simulation scenario and evaluation results. Section 5 presents the issue on undesired channel switches in a complicated dense scenario and presents an enhanced scheme with evaluation results. Finally, Section 6 concludes this paper.

2. Preliminaries of LTE-LAA System

2.1. Channel Access Policy. In LTE-LAA systems, efficient and fair channel access methods are required. LBT mechanism [4] has been proposed, with the purpose that LTE communications in the unlicensed spectrum do not significantly deteriorate the performance of nearby WiFi systems. With LBT, LTE system also performs carrier sense before the transmission, and the transmission is initiated only when the channel is idle. Figure 1 shows the concept of LBT.

2.2. Channel Selection Scheme. Appropriate channel selection is important to fully utilize the spectrum resource, especially when there are multiple wireless systems collocate nearby. In a common channel selection scheme [22], APs periodically monitor all the channels and calculate the average received power at a constant interval. The channel with the minimum received power in the current interval will be selected to access at the next interval. Sensing-based channel selection scheme has the following drawbacks. Firstly, since channel sensing and communications cannot be performed simultaneously, the channel utilization efficiency is low. Secondly, since the sensing period is randomly assigned, the sensing result may not accurately reflect the real channel utilization.
states. Last but not least, it works poorly in a dynamic network environment due to the fixed long sensing cycle.

2.3. Radio Frame Structure for LTE. Similar to most of the previous researches [8, 9, 11, 15, 16], only downlink communication is considered in this work. Additionally, we assume that the LTE communications use Time Division Duplex (TDD), in which the radio frame structure is illustrated in Figure 2. The maximum number of subframes in one LTE frame is 10, and the length of one subframes is 1 (ms). Some of the subframes could be muted to give more channel access opportunities to potentially colocated systems such as WiFi [11, 23]. By dynamically varying subframe number, colocated LTE and WiFi systems could share the medium in a fair way.

2.4. LTE-U and LAA. An attempt to provide LTE communication in unlicensed frequency bands, i.e., LTE-Unlicensed (LTE-U) [24], has been originally proposed in 3GPP release 10. LTE-U mainly performs channel selection and duty cycle dynamic adjustment based on power measurements of the surrounding environment. However, the introduction of LTE-U may significantly degrade the performance of WiFi systems. To solve this problem, LTE-LAA was standardized in 3GPP release 13, which uses LBT to perform carrier sense before transmission. In this paper, the proposed scheme is based on LTE-LAA, in which the LBT is used.

3. Proposed Reinforcement Learning-Based Joint Channel/Subframe Selection Scheme

3.1. Reinforcement Learning. The proposed scheme is based on a typical reinforcement learning algorithm, i.e., Q-learning [25, 26]. Reinforcement learning is one of the three basic machine learning paradigms, by which the agent learns the optimal behavior through repeated interactions with the environment in discrete time steps. The learning is performed in an online fashion, and it does not need large amount of labeled data with correct input/output pairs. Figure 3 shows a conceptual diagram of Q-learning. In time step $t$, the agent observes the environmental state $s_t$ and receives a reward $r_t$. The agent chooses an action $a_t$, and the environment evolves to the next state $s_{t+1}$ and feeds reward $r_{t+1}$ back to the agent. The action could be either exploring the action space or exploiting the optimal action that gives the most cumulative reward as a result of a series of continuous actions. The optimal action is chosen based on a $Q$-table, in which the cell’s value $Q(s_t, a_t)$, i.e., $Q$ value, represents the value of the (state, action) pair. At the end of time slot $t$, the $Q$ value is updated by

$$Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha (r_{t+1} + \gamma \max Q(s_{t+1}, a_t) - Q(s_t, a_t)),$$

(1)

where $\alpha$ is a learning rate and $\gamma$ is a discount factor.

3.2. Proposed Scheme

3.2.1. Definition of the Proposed Scheme. In this paper, we propose a reinforcement learning-based joint channel/subframe number selection scheme, which is performed at individual LTE-APs. The state, action, and reward in the proposed scheme are defined as in Table 1. Specifically, we consider two states depending on the traffic volume of agent AP’s currently used channel, i.e., low traffic volume state and high traffic volume state. The agent is in low traffic volume state if $X_{Own} + X_{Other} \leq L_{frame}$, i.e., the channel used by the AP, is unsaturated, or in high traffic volume state otherwise. Here, $X_{Own}$ represents the average subframe number in one learning cycle, and $X_{Other}$ represents the average subframe number of all the other APs who share the same channel and are within the interference range with the agent AP.
AP. And $L_{frame}$ is the subframe number in one frame. The actions are the (channel, subframe number) selection pairs. Notice that similar as the previous work [15, 17, 18], we focus on the selection of subframe number in this paper and leave the issue of selecting which subframe to use as the future work (In the simulations, the subframes are selected continuously in ascending order. More practical implementations that based on 3GPP standardization [4] will be considered in our future work). The reward functions are separately defined based on agent AP’s current states as shown in Table 1. In low traffic state, the reward only focuses on its achieved throughput. But in high traffic state, both the throughput and fairness are taken into consideration. Here, $\beta$ is a weight factor, $\rho_{fair}$ denotes the fairness penalty which is calculated by Equation (2).

$$\rho_{fair} = \left| \frac{N_{other}}{1 + N_{other}} - \frac{X_{Other}}{X_{Own} + X_{Other}} \right| . \quad (2)$$

Here, $N_{other}/(1 + N_{other})$ represents the target fairness factor, where $N_{other}$ is the number of APs that share the same channel and are within the interference range of the agent AP. Additionally, $X_{Other}/(X_{Own} + X_{Other})$ is the achieved fairness factor. The difference between them is defined as the fairness penalty, the lower it is, the fairer coexistence among different systems. The basic idea of the designed reward function is that in the low traffic volume state, all the APs could ideally send all the packets, but in the high traffic volume state, a fairness penalty is introduced to assure that all the APs using this channel could have equal opportunity to send the packets. Note that $X_{Other}$ could be easily obtained by the agent AP thru channel sensing when it is not sending packets. $N_{other}$ could be obtained by decoding the header the of the WiFi frames, which could be performed periodically when the scenario of the network is not highly dynamic. The interaction between LTE system and WiFi system is not required.

### 3.2.2. Flowchart and Action Selection Probability

Figure 4 shows the flowchart of the proposed scheme which is performed distributedly in each LTE-AP. Initially, the agent AP selects a random channel and subframe number. After that, when the time slot $t$ equals the reward calculation period, the average subframe number $X_{Own}$, $X_{Other}$ in one cycle is calculated, and the corresponding reward $R$ is obtained. When the time slot $t$ equals the Q-learning period, the Q value ($Q(a)$) of action $a$ is updated by Equation (3).
where \( m \) is the number of times of Q-learning and \( \alpha \) is the learning rate. It is considered that the larger the value of \( \alpha \), the easier it is to adapt to changing network conditions. In this paper, \( \alpha \) evolves by Equation (4).

\[
\alpha = 1 - \delta m, \tag{4}
\]

where \( \delta \) is a parameter that adjusts the changing speed of \( \alpha \). After the Q value is updated, the selection probability \( P(a) \) for each action \( a \) is calculated by Equation (5).

\[
P(a) = \frac{e^{Q_m(a)/\tau}}{\sum_{a'=1}^{n} e^{Q_m(a')/\tau}}, \tag{5}
\]

where \( n \) is the number of possible actions and \( \tau \) is a design parameter representing the range of possible values of \( P(a) \).

The agent AP switches to the action \( a^* = \arg \max P(a) \) to select the channel and subframe number.

To balance the exploration and exploitation, the parameter \( \tau \) in Equation (5) gradually decreases by Equation (6)

\[
\tau = \frac{\tau_0}{\log_2(1 + m/Z)}, \tag{6}
\]

where \( \tau_0 \) is an initial value of \( \tau \) and \( Z \) is a parameter indicating the changing speed of \( \tau \). It is obvious that \( \tau \) gradually decreases as \( m \) increases.

When \( \tau \) is large, all actions are selected with almost the same probability regardless of the Q value (exploring for Q value). But when \( \tau \) is small, the action with the largest Q value will be selected more easily (exploitation of Q value).

### 4. Simulation Results

#### 4.1. Simulation Environment

We firstly consider a simple indoor LOS (Line-Of-Sight) environment to validate the performance of the proposed scheme. Similar to the previous work [8, 9, 11, 16, 17, 27], we only consider downlink communication in this work. Figure 5 shows the considered simple indoor LOS scenario with size 40(m) \( \times \) 90(m), where three LTE-APs (APs 1-3) and three WiFi-APs (APs 4-6) are colocated to share two channels. The proposed joint channel/subframe number selection scheme is implemented at AP1 and AP3. The available channels are CH1 and CH2, and the selectable subframe numbers are \([2, 4, 6, 8, 10]\). To validate if the proposed scheme can adapt to the network’s traffic load variations, we consider a dynamic network environment, in which the traffic volume at LTE-AP2 increases in the middle of simulations. To be specific, AP2 increases its subframe number from 1 to 10 at 180(s) and uses CH1 fixedly. Three WiFi APs use static channels, i.e., AP4, AP5, and AP6 assigned to CH1, CH1, and CH2, respectively. There are 10 LTE-UEs and 10 WiFi-UEs, each randomly placed in the network. Table 2 shows the major parameters

---

**Table 2: Major parameters for simulations [15, 23].**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission power ( (P_{tx}) )</td>
<td>15</td>
<td>dBm</td>
</tr>
<tr>
<td>Antenna gain ( (G_{tx}) )</td>
<td>5</td>
<td>dB</td>
</tr>
<tr>
<td>Frequency band ( (f_c) )</td>
<td>5</td>
<td>GHz</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>20</td>
<td>MHz</td>
</tr>
<tr>
<td>Timeslot duration</td>
<td>9</td>
<td>( \mu s )</td>
</tr>
<tr>
<td>Timeslot number</td>
<td>40,000,000</td>
<td></td>
</tr>
<tr>
<td>DIFS ( (T_{DIFS}) )</td>
<td>34</td>
<td>( \mu s )</td>
</tr>
<tr>
<td>SIFS ( (T_{SIFS}) )</td>
<td>16</td>
<td>( \mu s )</td>
</tr>
<tr>
<td>Backoff ( (\text{Range}) )</td>
<td>[0,31]</td>
<td>Timeslot</td>
</tr>
<tr>
<td>Buffer size</td>
<td>10</td>
<td>Packets</td>
</tr>
<tr>
<td>Throughput calculation interval ( (T_{thr}) )</td>
<td>50,000</td>
<td>Timeslot</td>
</tr>
<tr>
<td>Radio frame length ( (L_{radio}) )</td>
<td>10</td>
<td>ms</td>
</tr>
<tr>
<td>Subframe length</td>
<td>1</td>
<td>ms</td>
</tr>
</tbody>
</table>

---
for simulations. WiFi system uses 802.11n standard protocol and is performed with frame aggregation.

Next, based on [28], we calculate the ranges of APs, beyond which the transmissions are unable to detect. The Threshold Level (TL) (/1 MHz) at which the carrier sensing of LBT is possible is calculated by \( -73 + (23 - P_H) \), where \( P_H \) represents the transmission power \( P_{tx} \) when the antenna gain \( G_{tx} = 0 \) (dB). According to the settings given in Table 2, \( P_H \) (dBm) of AP is calculated as \( P_H = P_{tx} + (G_{tx} - 0) = 15 + 5 = 20 \). Therefore, TL (/1 MHz) is calculated as \( -73 + (23 - 20) = -70 \). Since a 20 (MHz) bandwidth is assumed in the simulation, TL (dBm) is obtained as 10 log\(_{10}(20/10^7)\). According to the settings given in Table 2, the received power \( P \) from the AP is calculated by Equation (7) according to [29].

\[
P = -16.9 \log_{10} d - 12.8 - 20 \log_{10} f_c, \quad (7)
\]

where \( d \) represents the distance (m) between the transmitting station and the receiving station and \( f_c \) represents the frequency band (GHz) used for communication. By considering the condition that \( P \) equals TL, we have the ranges as approximately 61.3 (m), beyond which the transmissions are unable to detect. The ranges of AP1, AP3, AP4, and AP6 are shown in Figure 5. Therefore, APs 3 and 6 are unable to detect the transmissions of APs 1 and 4 and vice versa.

The WiFi parameters used in this paper are shown in Table 3 based on [15, 30, 31]. Accordingly, we have the WiFi data packet length \( T_{data} \) and the ACK length \( T_{ACK} \) as 704 (\( \mu s \)) and 28 (\( \mu s \)), respectively. Table 4 shows the parameters for the proposed scheme and common channel selection method. Here, the sensing period and sensing time for the sensing-based scheme are set based on [22], which corresponds to a 1% sensing time. The learning period and reward calculation period used in the proposed scheme are set to 50000 timeslots, which indicates that the AP may change its action every 450 (ms). The other parameters in Table 4 are Q learning’s parameters which are carefully adjusted to balance the performance, convergence, and adaptive capacity.

The LTE and WiFi packet arrival intervals follow an exponential distribution \( \lambda e^{-\lambda x} \) where \( x \) is the packet arrival interval and \( \lambda = 1/\mu \). The average packet arrival interval (ms) of LTE-AP, \( \mu_{LTE} \) is set as

\[
\mu_{LTE} = T_{DIFS} + B_M + L_{radio} + T_{ACK} + T_{SIFS} = 10.2195. \quad (8)
\]

where \( B_M \) is the average backoff. And the average packet arrival interval of WiFi-AP, \( \mu_{WiFi} \), for WiFi APs 4, 5, and 6 are set to 1.42 and 5.68 (ms), respectively. These average packet arrival intervals correspond to LTE’s subframe numbers 1 and 4, respectively.

4.2. Evaluation Metrics. We compare the proposed scheme with two baseline channel selection schemes, i.e., sensing-based scheme and max-throughput scheme. Specifically, sensing-based scheme selects the channel with the minimum received power at a fixed interval. The sensing time is 1% of the whole cycle which is randomly assigned. Additionally, the max-throughput scheme is an ideal method, which chooses the channel that obtains the maximum system throughput.

To evaluate the effectiveness of the proposed scheme, we consider three evaluation metrics, i.e., throughput, fairness, and packet loss rate.

The throughput (\( \Gamma \)) is calculated by Equation (9).

\[
\Gamma = r \times \frac{T_{\text{trans}}}{T_{\text{thr}}}, \quad (9)
\]

where \( r \) is the data rate and \( T_{\text{trans}} \) and \( T_{\text{thr}} \) indicate the AP’s transmission time and the throughput calculation interval, respectively. QPSK (Quadrature Phase Shift Keying) modulation is adopted, and thus, the data rates for LTE and WiFi communications are 15.6 and 18 (Mbps), respectively [30]. In this work, the fairness (\( \Psi \)) needs to take into consideration the different traffic volume at different APs, which is defined by Equation (10).

\[
\Psi = \frac{\Gamma}{\Gamma_{\text{ideal}}}, \quad (10)
\]

where \( \Gamma_{\text{ideal}} \) is the throughput achieved when the AP operates in an isolated manner, i.e., access the channel without sharing it with any other systems. A low fairness value indicates that the AP’s throughput is significantly affected by other systems that share the same channel.
The packet loss occurs when the queuing packets exceed the buffer size, and the lost packets plus the packets in the buffer are counted when we calculate the packet loss rate.

4.3. Simulation Results. First, we confirm the adaptive capacity of the proposed scheme in a dynamic network environment. Figure 6 shows the variance of action selection probability over time of LTE-AP1 and AP3. To make it clear, the illustrated probability is averaged by 4 times. The legend denotes (channel, subframe number). The arrow in the middle indicates the timing at which LTE-AP2 changes its subframe number proactively. We can observe that the action selection probability converges as time goes by. This indicates that the process of exploring for the $Q$ value is gradually changing to the process of exploiting. From Figure 6(a), we can observe that AP1’s highest action selection probability
is [CH2,10], which is the optimal result as expected. This is because there is no other AP in the range of AP1 that shares CH2, and thus, \(X_{\text{Other}} = 0\). Therefore, large \(X_{\text{Own}}\) value can be obtained in the range of \(X_{\text{Own}} + X_{\text{Other}} \leq L_{\text{frame}}\), which maximizes the reward. From Figure 6(b), for AP3, the probability of action [CH1,8] is the highest in most of the first half time. This is because subframe number of AP2 is 1, and thus, the value of \(X_{\text{Other}}\) is smaller in CH1 than that in CH2. Therefore, large reward could be obtained in the range of \(X_{\text{Own}} + X_{\text{Other}} \leq L_{\text{frame}}\). However, when the subframe number of AP2 increases from 1 to 10 in the middle of the simulation, AP3’s state changes from low traffic volume state into high traffic volume state. Accordingly, AP3’s action with the highest probability changes to [CH2,6] immediately, which is as expected. This is because that using CH2 by sharing with AP6 could achieve higher reward. In addition, we can observe that the probability of [CH2,8] becomes high temporarily at around 210 (s). The reason is that the traffic volume of other APs within the transmission range is temporarily reduced at that time, due to the exponential distribution; thus, the reward of [CH2,8] becomes higher. Notice that the temporary changing of the action does not lead to...
channel switching, only the subframe number varies. Based on the previous analysis, we can conclude that the proposed scheme can adapt to the dynamic network environment automatically by selecting the ideal channel and subframe number in both low and high traffic volume states.

Next, in Figure 7, we show the Cumulative Distribution Function (CDF) of fairness for the proposed scheme, sensing-based scheme, and max-throughput scheme. All the results are averaged by three runs. We can observe that the proposed scheme significantly improves the fairness with low values, i.e., equal or lower than 0.84. This means that the proposed scheme can benefit the APs with poor performance. Additionally, the whole system’s average fairness of the proposed scheme is 0.82, which is better than 0.77 for the sensing-based scheme and 0.79 for the max-throughput scheme.

Next, Figure 8 shows the comparison of the average packet loss rate of the proposed scheme, sensing-based scheme, and max-throughput scheme. We can observe that average packet loss rate of the proposed scheme is lower than that of two baseline schemes, when the system traffic volume is high.

Finally, Figure 9 shows the CDF of throughput of the proposed scheme, sensing-based scheme, and max-throughput scheme. As expected, the average throughput for all APs of the max-throughput scheme is the highest, i.e., approximately 6.8 (Mbps), compared with that of the proposed scheme and sensing-based scheme, i.e., 6.1 (Mbps) and 6.2 (Mbps), respectively. By the observations on the specific throughput results on different APs which have not been shown in this article due to limited space, we found that the low- and high-throughput values shown in Figure 9
correspond to WiFi and LTE systems’ throughput, respectively. From Figure 9, we can observe that the throughput improvement of the max-throughput scheme mainly comes from the LTE-AP whose throughput is higher than 7 (Mbps). The reason is that in the max-throughput scheme, the LTE-AP uses the channel that leads to its maximal throughput with subframe number 10, without considering the negative impacts on WiFi systems. Notice that the max-throughput scheme is an ideal scheme which could only be realized in simulations.

5. Enhanced Joint Channel/Subframe Number Selection Scheme

5.1. Existing Problems and the Enhanced Proposed Scheme.

To validate if the proposed scheme can work in a complicated scenario, we consider an extremely dense NLOS (Non-Line-Of-Sight) indoor environment in which the traffic is saturated in all channels [32]. As illustrated by Figure 10, there are 8 rooms (each of size 10 (m) × 10 (m)), and 10 LTE-APs (APs 1-10) and 6 WiFi-APs (APs 11-16) colocate to share 4 channels. There are 10 LTE-UEs and 6 WiFi-UEs in this scenario, which are associated to the closest APs. In this scenario, multiple APs are located within each other’s communication range; thus, the traffic variance of one AP will affect the performance of the whole system significantly. The proposed scheme is implemented at all LTE-APs (APs 1-10). The available channels are CH1 to CH4, and the selectable subframe numbers are [2, 4, 6, 8, 10]. We still consider a dynamic network environment, in which the assigned channel at one WiFi-AP changes in the middle of the simulations. To be specific, AP14 proactively switches from CH3 to CH4 at 180 (s).

As an example, the ranges of LTE-AP1 and WiFi-AP11 are shown in Figure 10, beyond which the transmissions cannot be detected. These ranges at NLOS scenario are calculated as follows. TL (/1 MHz) at which the carrier sensing of LBT is possible is given by $-73 + (23 - P_H)$, so the receiving power is calculated by Equation (11) according to [29].

$$P = -43.3 \log_{10} d + 8.5 - 20 \log_{10} f_c.$$  \hspace{1cm} (11)

By considering the condition that $P$ equals TL, we have the ranges for NLOS scenario as approximately 14.4 (m), beyond which the transmissions cannot be detected.

$\mu_{WiFi}$ for WiFi AP 11, 13, 14, 16, 12, and 15 are set to 2.39 and 1.43 (ms), respectively. These average packet arrival intervals correspond to LTE subframe numbers 3 and 5, respectively.

In this extremely dense NLOS indoor scenario, we found that some of the APs’ action selection probabilities do not...
converge by using the original proposed scheme. For instance, Figure 11 shows the variance of action selection probability over time for LTE-AP5. We can observe that CH3 and CH4 have the similar probabilities, and thus, the proposed scheme does not converge to one optimal action. The reason is that the traffic volume of CH1 and CH2 is almost saturated, and there is approximately the same amount of idle time in CH3 and CH4. This result means that using either CH3 or CH4 would lead to the same performance for AP5. However, in practice, it is not desirable to...
switch channels frequently during communications. Noted that the sensing of channels also requires periodical channel switches. However, the channel switching during communications leads to not only the AP changes its channel but also all the connected end users.

To solve this problem, we further propose an enhanced joint channel/subframe number selection scheme to deal with this undesired frequent channel switches. In the enhanced proposed scheme, after the action selection probability is derived based on Equation (5), if the channel switch happens, the $Q$ value is further updated by Equation (12).

$$Q_{m(a^-)} = Q_{m(a^-)} + \rho,$$  \hspace{1cm} (12)

where $a^-$ represents the actions of channels other than the current channel, $\rho$ represents a channel switch penalty which is set to $-0.1$ in the simulations. Since the channel switch penalty lowers the $Q$ value for channels other than the channel currently used by the AP, the action of switching to another channel is suppressed. Additionally, in the enhanced proposed scheme, $Z$ and $\delta$ are set to 10 and 0.001, respectively.

5.2. Simulation Results. Firstly, we verify that the enhanced proposed scheme could reduce the undesired frequent channel switches. In Figure 12, we show the variances of action selection probabilities over time of LTE-AP5. Compared with the result shown in Figure 11, we can observe that the action selection probability converges on [CH4,4] and approaches to 1 gradually. Thanks to the introduction of channel switch penalty, the frequent channel switch problem is solved. At around 90 (s), there is a temporary variance for action selection probability from [CH4,4] to [CH2,4]. The reason is that the traffic volume for all the APs is dynamically changing based on the exponential distribution. This temporary probability changing is undesired, since it leads to channel switches. The balance between stability and adaptability of the proposed scheme is our future work.

Next, Figure 13 shows the comparison of average number of channel switches between the enhanced proposed scheme and original proposed scheme. All the results are averaged by three runs. We can observe that average channel switch times of the enhanced proposed scheme are significantly lower than that of original proposed scheme. It could suppress the channel switch times to at most 10 times per 36 (s) after the scheme converges from 108 (s).

Next, we confirm that if the introduction of channel switch penalty would bring undesired negative effects on the adaptive capacity in a dynamic network environment. Figure 14 shows the variances of action selection probabilities over time of LTE-AP1 as an example. The arrow in the
middle indicates the timing that WiFi-AP14 proactively switches its channel. From Figure 14, we can observe that the probability of action \([\text{CH}4,8]\) is the highest after the convergence in the first half time. This is because there is no other AP in the range of AP1 that shares CH4, and thus, \(X_{\text{Other}} = 0\). Therefore, large \(X_{\text{Own}}\) value can be obtained in the range of \(X_{\text{Own}} + X_{\text{Other}} \leq L_{\text{frame}}\), which maximizes the reward. However, when AP14 switches from CH3 to CH4 in the middle of the simulation, AP1’s action with the highest probability changes to \([\text{CH}4,6]\) accordingly, which is as expected. This is because that using CH4 by sharing with AP14 could achieve higher reward. Additionally, as for the selection results of other APs in this dynamic scenario, we confirm that they all make appropriate action adjustments according to this environment variance.

Next, we compare the performance of the enhanced proposed scheme, original proposed scheme, sensing-based scheme and max-throughput scheme in this dense NLOS scenario. In Figure 15, we show the CDF of fairness. We can observe that both the enhanced proposed scheme and original proposed scheme can significantly improve the fairness, especially for low fairness values, i.e., equal or lower than 0.96. Additionally, the whole system’s average fairness of the enhanced proposed scheme is 0.85, which is better than 0.60 for the sensing-based scheme, 0.77 for the max-throughput scheme, and almost equal to 0.87 for the original proposed scheme.

Next, Figure 16 shows the comparison of the average packet loss rate. We can observe that the average packet loss rate of the enhanced proposed scheme is extremely lower

![Figure 15: CDF of the fairness for different schemes.](image1)

![Figure 16: Average packet loss rate of all APs for different schemes.](image2)
than that of the sensing-based scheme and max-throughput scheme and slightly higher than that of the original proposed scheme. Moreover, for the max-throughput scheme, we can observe that the average packet loss rate increases by about 10% in the second half time. This indicates that the max-throughput scheme is unable to handle the channel switch of AP14. The average packet loss rates of the enhanced proposed scheme and the original proposed scheme are 0.11 and 0.090, respectively, which significantly outperform the sensing-based scheme and the max-throughput scheme, i.e., 0.33 and 0.25, respectively.

Finally, Figure 17 shows the CDF of average throughput. We can observe that both the enhanced proposed scheme and original proposed scheme could improve the throughput with low values, i.e., less than 5.0 (Mbps). Additionally, we can confirm that the average throughput of the max-throughput scheme is the highest, i.e., 9.5 (Mbps). And the average throughput of the enhanced proposed scheme is 7.2 (Mbps), which is better than 6.7 (Mbps) for the sensing-based scheme and 7.0 (Mbps) for the original proposed scheme.

To summarize, the enhanced proposed scheme can achieve almost the same fairness, packet loss rate, and throughput as the original proposed scheme, with significantly reduced channel switch times. Most importantly, the enhanced proposed scheme can realize system stability and adaptability simultaneously.

6. Conclusions

In this paper, we proposed a joint channel/subframe number selection scheme for the LTE-LAA system. It is able to achieve efficient channel utilization and fair system coexistence by exploiting reinforcement learning technique. We evaluated the effectiveness of the proposed scheme by computer simulations in two dynamic indoor environments and compared it with two baseline schemes. By using the proposed scheme, the optimal channel/subframe number can be selected even when the network conditions dynamically change. Compared with baseline schemes, both the fairness and packet loss rate are significantly improved. Especially in the extremely dense NLOS indoor scenario, by introducing the channel switch penalty, the system stability and adaptability are realized at the same time. In future work, we will consider using real WiFi traffic dataset in the simulations and optimize the learning parameters.
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