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The accuracy of action detection is limited by the extracted action, and there are problems of high processing complexity and low
efficiency. Therefore, a three-dimensional visual detection method of martial art wrong action based on RBF is proposed. After
noise reduction and weighting processing of martial art action video images, a martial art action 3D visual transformation
model is established. According to the 3D visual model, C3D features are used to represent martial art actions. The video is
segmented using sparse coding to determine the detection range. RBF neural network model is established, and the
combination of the above 3D visual model and network parameters is obtained by sample training to detect martial art wrong
actions. The test method of the experimental results shows the detection of the research under the condition of different
degrees of precision, an average of at least 5%, and the method of detection of high efficiency and stability.

1. Introduction

Martial art is an ancient science in China’s traditional
sports, with attack action as the main content, routines,
and combat as the main movement form, paying attention
to the internal and external repairing of traditional ethnic
sports [1]. As an excellent national traditional culture in
China, Chinese martial art has formed its own unique
expression and development means in the process of devel-
opment and derivation for thousands of years. At present,
the teaching of Chinese martial art at home and abroad
mostly stays in the traditional way of face-to-face teaching
or practitioners only follow video learning [2]. On the
one hand, the inheritors of Chinese martial art are scarce,
and it is difficult for people to get access to authentic
face-to-face teaching; on the other hand, there are problems
such as poor intuition and low efficiency in learning skillful
movements only by following videos, and practitioners are
very likely to do wrong movements and cause muscle dam-
age. Therefore, an effective human movement posture
detection method can play a role in correcting wrong

movements for athletes’ regular training. Action detection
is widely used in industrial production, daily safety behav-
ior monitoring, social operation management, and other
work areas, and scholars at home and abroad have made
some research results. Ohl and Rolfs use causality in the
human visual system to adapt to show the causal relation-
ship linked between action directions. It is used as a key
low-level feature of visual events to detect motion direction
[3]. Reference [4] combines perceptual learning and statis-
tical learning to improve information acquired through
experience and achieve action detection by statistical cooc-
currence between environmental features. Reference [5]
uses the frame difference method to subtract the back-
ground to achieve effective detection of the slightest
motion. Reference [6] uses the YOLOv4 deep-learning
motion target detection algorithm to achieve localization
and recognition of motion targets. Real-time image detec-
tion of pictures, videos, and cameras is achieved by identi-
fying and tagging the location and type of objects contained
in the image, which improves the accuracy and speed of
detection. NagiReddy et al. proposed a novel background
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modeling mechanism using a bias illumination field fuzzy
C-means algorithm to separate nonstationary pixels from
stationary ones by background subtraction. Feature extrac-
tion under the condition of noise and illumination changes
is completed by using the fuzzy C-means method of biased
lighting field, and the detection accuracy is improved
through clustering [7]. The above methods can achieve
high-quality motion detection in different environments,
but the overall detection performance of the method is
degraded due to the strong coherence of martial art actions
and the influence of the accuracy of extracting wrong
action features when wrong actions occur.

The neural network can simulate some systems that can-
not be described by mathematical models, and it has strong
learning and adaptability, but it also has obvious nonlinear
characteristics. The radial basis function (RBF) neural net-
work belongs to the forward neural network; this kind of
network to the structure of the multilayer forward network
control is similar, and it is a kind of forward neural network
with three layers structure [8]. The transformation function
of neurons in the hidden layer refers to the radial basis func-
tion and is aimed at the center of radial symmetry and non-
linear function with an attenuation trend [9]. In order to
better detect the wrong movements of Wushu, in future
research, we should conduct in-depth research on the mar-
tial art movements with rapid changes in the movement
connection, so as to improve the detection accuracy of the
detection method. On the basis of the above analysis, this
paper will study the three-dimensional visual detection
method of martial art wrong action based on RBF, combined
with the advantages of the RBF neural network, combined
with the three-dimensional visual model to realize martial
art wrong action detection and test the comprehensive per-
formance of this method.

2. Research on RBF-Based 3D Visual Detection
Method for Martial Art Error Movements

2.1. Martial Art Action Video Image Processing

2.1.1. Video Image Preprocessing. The video image collection
of Chinese martial art action is mainly completed by a high-
resolution color camera. The image with a continuous signal
taken in photogrammetry is the analog image, and its two-
dimensional function is represented by pðx, yÞ. Any ðx, yÞ
in the image can be used as the two-dimensional coordinate
point here. In the intake of the original image, there will be
noise interference before certain processing, in the filtering
process, and will lose part of the details of the picture, so
in the process of noise; at the same time, we need to do
our best to ensure the quality of the original picture. In this
study, the commonly used mean filter and median filter are
used to process Chinese martial art action video images to
make the images smooth [10].

In the actual mean filtering, a filtering template is also set
based on a point pixel ðx, yÞ, which is composed of the
remaining surrounding pixels except for this pixel. The aver-
age value can be calculated by using the pixels in this tem-
plate to replace the value of this point pixel ðxi, yiÞ. The

gray value hðx, yÞ corresponding to this point in the digital
image can be obtained. In this way, the pixel value of each
position in the original image can be replaced by the mean
value solved by the filter template, which is the basic princi-
ple in the application of mean filtering. The formula is as fol-
lows [11]:

h x, yð Þ = 1
n
〠
n

i=1
pi xi, yið Þ: ð1Þ

In the above formula, n is the total number of pixels in
the filtering template after the target pixels.

Median filtering was adopted while on noise suppression
to eliminate the nonlinear smoothing technique, which uses
the principle of order statistics, based on the different pixels
to build a template. The selected pixel values in the template,
sorted somewhere in the middle of pixel values to replace the
target pixel gray value, thus reduce the image noise pixel
gray value. In practical operation, the neighborhood around
the target pixel is required to conduct size-sorting statistics
of some columns according to gray value, and the median
of the two-dimensional sequence is filtered, which is
expressed as follows [12]:

h′ x, yð Þ =Med h x − q, y −wð Þ, q,wð Þ ∈Mf g: ð2Þ

In the above formula, M is defined as a two-dimensional
template. The function Med is used to get the median of the
entire two-dimensional sequence; h′ðx, yÞ represents the
gray value of the image after processing, and hðx, yÞ repre-
sents the gray value of the image after the previous step of
mean filtering.

Using the method of spatial domain and frequency
domain method, the two methods are used to describe the
image-enhancement processing. In the spatial domain
method, the gray value of each image point is directly proc-
essed to ensure the enhancement effect of the image. Specif-
ically, taking a target pixel and its adjacent pixels as a whole,
the pixels excluding the target pixel can be set as a template,
so that the original gray value can be represented by the
average value solved by the filtering template. The process-
ing of spatial domain method is as follows [13]:

H x, yð Þ =HT h′ x, yð Þ
h i

: ð3Þ

In the above formula, HT is a spatial operation with
respect to h′; Hðx, yÞ is the Chinese martial art action video
image after enhanced processing; h′ðx, yÞ is the Chinese
martial art action video image after smooth noise reduction.

2.1.2. The 3D Visual Transformation Model of Chinese
Martial Art Action Is Established. The difference between
Chinese martial art action and the human body’s routine
action is that Chinese martial art action has certain obvi-
ous changes in three-dimensional space, and the detection
of Chinese martial art wrong action also needs to be
discriminated from the perspective of three-dimensional
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space. Therefore, combined with the collection of Chinese
martial art movements, this paper will establish a three-
dimensional visual transformation model of Chinese martial
art movements. The 3D visual data of Chinese martial art
movement is accomplished by using the 3D visual collector
of line structured light. Based on the principle of optical trian-
gulation, the optical projector projects the structured light
onto the surface of the human body, and the camera captures
the information of the light strip, so as to obtain the two-
dimensional distorted image of the light strip. The degree to
which the strip varies depends on the position of the light
plane relative to the camera and the surface shape of the
object. Since the brightness of the strip is obviously different
from that of the unilluminated region, the two-dimensional
coordinates of the strip in the camera image can be obtained
by using a specific image processing method. The mathemat-
ical model of line structured light sensor is used to establish
the mapping between the image plane coordinate system
and world coordinate system. According to this model, the
coordinates of points on the strip can be calculated according
to the pixel coordinates of the image. The camera model, the
basic imaging model, often referred to as the basic pinhole
model, is given by a central projection transformation from
three-dimensional space to plane. The relation diagram of
the Chinese martial art action acquisition object in the coordi-
nate system of the online structured light image collector is
shown in Figure 1 [14, 15].

If the coordinate of the Chinese martial art movement
acquisition object is R = ðxs, ys, zsÞ in the spatial coordinate
system, and the equation αxs + βys + γzs + θ = 0 of the spa-
tial plane where the imaging object is located in the collector
coordinate system is known, then the spatial linear equation
between the collector imaging spot center and the measured
object is as follows:

xs
xs − Xs

= ys
ys − Ys

= zs
zs − Zs

: ð4Þ

In the above formula, ðXs, Ys, ZsÞ is the coordinate posi-
tion of the measured object on the collector imaging plane.
By putting the equation of the space plane of the imaging
object in the collector coordinate system into formula (3),
the three-dimensional space coordinates of any point on
the light plane in the camera coordinate system can be
worked out, and the three-dimensional visual transforma-
tion model H ′ðx, y, zÞ = newðXs, Ys, ZsÞ of martial art action
can be established.

2.2. Generate Chinese Martial Art Error Action Fragments to
Be Detected. In this paper, C3D features are used for video
motion representation, and C3D features show excellent
performance in motion recognition tasks. C3D features are
generated by a 3D-CNN deep network. Compared with tra-
ditional features, C3D features can better represent the char-
acteristics of action videos in time and space. Compared
with 2D-CNN, 3D-CNN can better extract timing features
of videos, which is very suitable for motion detection tasks.
The C3D network consists of 8 convolution layers, 5 maxi-
mum pooling layers, 2 full connection layers, and one soft-

ening output layer. All the convolution layers use 3 × 3 × 3
3D convolution cores, the first pooling layer uses 1 × 2 × 2
pooling cores, and the other pooling layers use 2 × 2 × 2
pooling cores [16, 17].

After feature extraction in the C3D network, the visual
dictionary needs to be established when sparse coding is
used to generate action fragments to be detected. The estab-
lishment of the visual dictionary is based on the sample
video set. For each video sample, the run-time space point
of the interest detection algorithm is used to extract 3D
HOG features at each detected point of interest location to
obtain a feature vector. The feature vector cannot be directly
used as a visual word due to its high dimension and large
variance, so it needs to be quantitatively processed. More-
over, as the feature quantity of the whole sample set is very
large, the calculation is usually carried out on its subset
[18]. All feature vectors extracted from all video sets are
taken as a set, and a subset is obtained by random sampling.
The clustering algorithm is performed on the subset to
obtain K categories. The center of each category is computed
as the visual words of that category, which constitute the dic-
tionary of visual features on this data set.

The traditional sparse coding method of multiple dictio-
naries is used, and the basic sparse dictionary learning
method is used to learn each dictionary. T represents the
feature of the action fragment used to train the dictionary,
and ZD represents the dictionary to be learned. Dictionary
learning for each category uses the following formula [19,
20]:

ZD, Bð Þ = arg min
ZD,B

1
b
T − ZDBj j2 + λB2

t , ð5Þ

where B is the sparse representation coefficient and λ is the
length of the sparse window. The learning process of a dic-
tionary is the same as that of using a dictionary. In each iter-
ation, the dictionary is updated by the fixed coefficient
matrix first, then the coefficient matrix is updated by the
fixed dictionary, and the result of minimizing formula (5)
is finally obtained. Each dictionary learned was used to
encode the candidate fragments. Formula (6) was used to
calculate the reconstruction error of each dictionary, and
the corresponding fragment score of each dictionary was cal-
culated using the normalized formula. At this point, each
candidate fragment has different scores from each category
dictionary, and the final score of the candidate fragment
can be obtained by calculating these scores [21].

Bm = arg min
bm

1
bm

Um − ZDBj j2 + λB2
t : ð6Þ

According to the above-obtained clip scores, the video
clips that may contain wrong moves are selected using the
correlation coefficient coding between Chinese martial art
moves. After selecting the video clips that may contain
wrong moves, the Chinese martial art move features in the
images are extracted by combining the Chinese martial art
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move 3D visual transformation model, and the Chinese
martial art wrong moves are detected using RBF.

2.3. The RBF Model Is Used to Detect the Wrong Action of
Chinese Martial Art. Since there are differences in the initial
position relative to the camera and the body orientation
when people perform actions, this has a significant impact
on the description of human posture and action recognition.
Therefore, it is necessary to first regularize the coordinated
system so that the initial position and orientation of the
human skeleton after coordinated transformation are the
same. Since the set of 3D trajectories of all skeletal joint
points contains the full information of the complete action,
the original action data can be reconstructed from three pro-
jections, i.e., by a 2D sequence of motion units. 2D human
joint point detection is performed using a cascade pyramid
network (CPN) to determine the relative position between
the human joint points corresponding to each frame of the
Chinese martial art action in the video. Use the k-means
clustering algorithm to extract the Chinese martial art move-
ments and the Chinese martial art action characteristics, and
use the convolution network fusion [22].

In the feature fusion structure, multiple video segments
are fed into the network structure at the same time, but in
this paper, only the same network model is used, and these
segments fed into the network at the same time will share
all the parameters of the convolutional layer and some of
the parameters of the fully connected layer in the network.
More specifically, for a given video, the video will be seg-
mented for the first time into multiple nonoverlapping video
segments of the same duration, and then a sequence of
images will be obtained in each video segment using a cer-
tain sampling strategy [23]. In the proposed framework,
the extracted image sequences will be fed into the 3D convo-
lutional neural network, and each image sequence will be
given a corresponding spatiotemporal feature. These fea-
tures will be merged in the training phase and the resulting
features will be considered the spatiotemporal features of
the whole video and will be used in the subsequent optimiza-
tion process. In this way, during the whole learning process,

the target of optimization becomes the loss of the whole
video, rather than the loss of a video segment or slice [24].

After extracting and fusing the Chinese martial art
action features from the video clip, an RBF neural network
model is built to detect the wrong Chinese martial art action.
The radial basis function often used in RBF neural networks
is a Gaussian function, from which the activation function
involved in the RBF neural network can be represented by
the following equation [25].

Rbf xr − cg
� �

= exp −
1
2σ2 xr − cg

�� ��2� �
, ð7Þ

where kxr − cgk is a Euclidean norm, cg represents the center
of the Gaussian function, and σ is the variance of the Gauss-
ian. Thus, the relationship between processing output Oi and
input I j of the RBF neural network is as follows:

Oi = 〠
n

i=1
QijRbf xr − cg

� �
I j
: ð8Þ

Based on the above analysis, this paper designs a stereo
matching reconstruction model including four input nodes
and three output nodes in the constructed RBF network
model. The input nodes take the pixel values of the stan-
dard martial art action video image and the action video
image to be detected in turn, and the output node is the
three-dimensional coordinates of the corresponding points.
The RBF network is trained with the training sample set,
and the network parameters that minimize the output error
are selected as the parameters of the final detection model.
Input the processed standard Wushu action video image
into the RBF network model, and the processed output
result vector is the Wushu action detection result. Compare
it with the standard Wushu action to find out whether
there are wrong Wushu actions. Above, the research of
three-dimensional visual detection of Chinese martial art
wrong movements is realized by using radial basis function
neural network technology.

Tested object
OP

OP’

OP”

Xs

Ys

Zs

Space light imaging plane

Acquisition device Point of light entry

CCD

Figure 1: Coordinate diagram of the three-dimensional visual-spatial relationship of the detected object.
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3. Experimental Study

In order to verify the feasibility of the above theoretical
design and the performance of the proposed detection
method, experimental research on the detection method will
be conducted in this section. According to the final experi-
mental data analysis, the comprehensive performance and
practical application of the proposed motion detection
method are evaluated.

3.1. Experiment Content. In this experiment, various exper-
imental standards were calibrated for a single user test
environment for subsequent threshold settings. In the
experiment, all experimental factors were consistent except
for experimental control variables. The motion detection
method based on the YOLOv algorithm in reference [6]
and the motion detection method based on the fuzzy C-
means algorithm in reference [7] are selected as compari-
son method 1 and comparison method 2, respectively.
The two comparison methods were applied to the same
experimental background and comprehensively compared
with the 3D vision detection method based on RBF pro-
posed in this paper. In order to verify the stability of this
method, this experiment simulates the method test in dif-
ferent background environments and selects several sub-
jects to test the method in the simple background and
complex background, respectively.

3.2. Experimental Data and Preparation. Considering that
martial art actions include kicking, hitting, falling, holding,
falling, hitting, splitting, stabbing, and other actions, this
paper uses KTH, UCF101, HMDB51, and dynamics data
sets as the test data sets of algorithm performance in the
experiment. The above four data sets contain different
movements similar to Wushu movements. Among them,
the contents of the KTH data set are simple six types of
actions completed by 25 adults in four different scenes,
including walking, jogging, running, boxing, hand waiting,
and hand clipping, with a total of 2391 video samples. The
fixed camera and single background used for image acquisi-
tion in this data set are not close to the objective and real
scene performance. Part of the data set UCF101 comes from
various sports samples collected by BBC/ESPN radio and
television channels, and part comes from video samples
downloaded from the Internet. The video website with the
most sources is YouTube. UCF101 contains 13320 video
samples, which are divided into 101 categories in total. Most
of the data samples in the HMDB51 data set are collected
from movies, which are more difficult to understand than

videos in natural scenes. The data set has 6849 samples
and 51 categories, and each category contains at least 101
data samples. The kinetics data set comes from YouTube
and contains 400 kinds of actions, with a total of about
300000 videos. Professional practitioners in the martial art
industry are invited to make a demonstration video and
compare the video data as the detection standard sample
of action detection methods. Using the known data set with
parameters as above, the YOLOv algorithm, fuzzy C-means
algorithm, and RBF neural network used in the three
methods are tested.

3.3. Experimental Results. Table 1 shows the processing algo-
rithms and models for the application of the detection
method on the selection of test data set processing, and dif-
ferent data sets with corresponding processing compare the
average detection accuracy and time.

Analyzing the data in Table 1, when processing the KTH
data set, the detection accuracy of the three algorithm
models is basically the same. With the increase in the com-
plexity of samples in the data set, the accuracy of the three
algorithms decreases, and the processing time increases rap-
idly. Among them, the processing accuracy of the RBF neu-
ral network for the four data sets is higher than 97%, and the
processing time is 156.9ms, which is far less than the other
two algorithms, indicating that the performance of this algo-
rithm is relatively better.

In order to further verify the effectiveness of the pro-
posed method, the average accuracy of martial art error
action detection under the use of the three methods is
compared under the simple background and complex
background. The results are shown in Figures 2 and 3.
The simple background refers to the background of mar-
tial art error action, which is a single background, has
low noise, and has stable illumination, and the complex
background refers to the background with many interfer-
ence factors, the background with more noise and unclear
light and dark lines.

By comparing and analyzing the figures in Figures 2 and
3, it can be seen that in a simple scene, the detection accu-
racy of the three detection methods has little difference.
The main reason is that the simple background is a single
background, has low noise, and has stable illumination,
which has little impact on the extraction action of the three
methods. In complex scenes, the complexity of the scene
gradually increases with the scene number, the interference
factors such as background and noise in the scene increase
resulting in the gradual decline of the detection accuracy of
the three methods, and the decline of the detection accuracy

Table 1: Comparison of average detection accuracy and time consumption between processing algorithm and model.

Data set
YOLOv algorithm Fuzzy C-means algorithm RBF neural network

Accuracy, % Time consumed, ms Accuracy, % Time consumed, ms Accuracy, % Time consumed, ms

KTH 97.6 151.5 97.4 149.8 98.8 102.3

UCF101 96.5 232.6 95.7 241.7 98.0 137.8

HMDB51 96.9 298.1 93.2 301.5 97.6 151.4

Kinetics 95.7 364.3 90.3 344.3 97.1 156.9
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of the comparison method is the largest. Based on the above
analysis, in simple and complex detection scenarios, the
detection accuracy of this method is higher than that of
the two comparison methods. On average, the detection
accuracy of this method is improved by at least 5%. There-
fore, the detection efficiency of this method is higher, and
the detection is less affected by the background environ-
ment. The stability of this detection method is good.

Summarizing the above test data, it can be seen that the
three-dimensional visual detection method of martial art
wrong action based on RBF proposed in this paper has high
detection accuracy and sensitivity, and the application stabil-
ity of the method is good, which is suitable for different
action detection conditions. The comprehensive perfor-
mance of this method is significantly improved and has
higher practical application value and application effect.
This method meets the research expectation.

4. Conclusion

With the continuous maturity of video image processing
technology, the use of a computer to process images to
detect martial art movements is gradually applied. However,
in order to solve the problems of low detection accuracy,
slow detection speed, and slow detection response, this
paper proposes a three-dimensional visual detection method
of martial art wrong action based on RBF. Using the charac-
teristics of radial basis function neural network, this method
realizes the accurate detection of martial art wrong actions.
Experiments show that the proposed three-dimensional
vision detection method has high precision, high efficiency,
and good stability and can be used to effectively detect mar-
tial art wrong movements.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.
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