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Many accidents and serious problems occur on the road due to the rapid increase in traffic congestion in all sections of the
country. Autonomous vehicles provide a solution to successfully and cost-effectively avoid this problem while minimizing user
disruption. Currently, more engaging electromechanical elements with an analog interface are used to develop affordable
automobiles for efficient and cost-effective operation for a smart driving platform with a semiautonomous automobile,
strengthening the vehicle involvement of the driver while increasing safety. As a result, it takes longer for various car elements
to respond, which causes more problems during message transmission. This project aims to create a Controller Area Network
(CAN) for analyzing message response times by incorporating a few application nodes on the IoT platform, such as an
antilock braking system, flexible cruise control, and seat belt section, for some real-time control system applications. These
application nodes are car analytical parts that are linked to IoT modules to prevent collisions. An autonomous device for
collision avoidance and obstacle detection in a vehicle can impact road accidents if the CAN protocol is implemented.

1. Introduction

In recent years, traffic congestion, driver drowsiness and
reckless driving represent a big problem in the different
areas around the world that are seriously affected by road
accidents in the transport system [1]. Unconditional circum-
stances are controlled by intelligent autonomous vehicles
because of the above. Therefore, through the implementa-
tion of collision avoidance mechanisms in the vehicle, the

automation domain offers a forum for monitoring reckless
driving as well as driver fatigue [2]. The “Automotive Serial
Controller Area Network” protocol is used for designing an
intelligent control car with a huge range of serial bus com-
munication control system [3].

Large types of embedded systems require high-speed
communication platforms for providing automotive indus-
trial control. But various industries are not supported with
automation that needs to the operated with Controller Area
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Network (CAN) protocol [4]. A serial communication bus
like CAN was considered in the International Standardiza-
tion Organization (ISO), which has replaced the complex
wiring control with a two-wire bus, thereby adding a
multi-master communication serial bus that can transmit
messages to various parts of the network system [5].

Currently, the Automobiles are being constructed with
microcontrollers and more electrical parts as we know that
is the central part of the controlling unit and various types
of devices or circuitries connected to it. This process is very
complex to interpret and improve performance by using sev-
eral connections and electrical lines linked to a microcon-
troller [6]. The communication area for the project is an
implanted CAN networking system which provides effective
data transfer, allowing multiple microcontrollers and devices
to be connected with a popular CAN bus using the CAN
protocol, then the connection of all items with the consider-
ation of optimum priority and speed [7].

This protocol also offers a high-speed serial data frame
communication interface, low-cost physical medium, short
message frame length, and, at the same time, it adds a
high-level detection or correction mechanism for errors in
different communication network nodes [8]. The evolution
of embedded systems and software has been used in modern
times to build smart autonomous vehicles over 40-50 per-
cent globally and this percentage of progress is only expected
to increase with improvising road safety and security fea-
tures [9] [10]. Due to the process of digitization for con-
structing smart vehicles with the use of IoT modules that
can create a huge number of datasets [11]. So that, the
dimensionality reduction and security of datasets are
required to be managed and also yield good results through
the blockchain-big data technique [12]. In general, the pro-
tocols between the network (sensor) nodes for physical com-
munication with the IoT data link layers, the sensor nodes,
are described by the CAN protocol [13]. Here, the ultrasonic
sensor node application process is used to measure the dis-
tance between the vehicle and the road barrier [14] [15].

This system determines the distance of the obstacle by an
ultrasonic sensor to control the motor speed that has been
designed using Arduino UNO, IoT modules, and CAN base
serial communications protocol. When the sensor node is
connected to the CAN bus, which provides a rapid response
to measure the distance of an obstacle, the message is automat-
ically forwarded to the Arduino Uno module to track the vehi-
cle’s engine movement and steering. This proposed system
provides an environment to enhance the driver-vehicle plat-
form to make a semi-autonomous vehicle system with the help
of developing and implementing a digital driving system [16]
[17]. The optimal response time calculation is impossible in
the existing system, which takes maximum time to communi-
cate with each part of the vehicle due to massive datasets.
These datasets shorten the response time of an existing system
that causes vehicle accidents while driving.

1.1. Motivation of This Work. Designing a process of
response time analysis of a smart autonomous collision
avoidance system messages based on IoT modules and
CAN serial communications protocol to prevent any road

Wireless Communications and Mobile Computing

accidents by taking an optimized range of message length
and message ID for providing timing response in conver-
sion. In recent years, the autonomous operation has been
extensively applied to vehicles for road safety issues.

1.2. Contribution to This Work

(i) The smart vehicle is developed by the Controller Area
Network (CAN) that is accessed in various real-time
suits to link internal-level communication facilities to
shared units of car control systems, e.g., industrial
and home automation and medical equipment, which
is a “broadcast” type of bus. In other words, there is no
address part of sending or receiving nodes. The net-
work can accept to receive or transmit the messages
sent by all nodes, where the acceptance test is per-
formed after receiving the message from each node

(if) The messages are checked by each node whether it is
irrelevant to that particular node or not. When a mes-
sage is pertinent, then it is received by that node. Oth-
erwise, it is not accepted. The priority node can send
the first message for transmission, which depends on
an 11-bit identifier. Here, an identifier is uniquely
identified all over the network and is used to tag the
content of the message. A numeric value is added to
each message, which controls its priority on the bus,
thereby recognizing the contents of the message

(iii) When the bus is not loaded by any task, then some
nodes can be ready to communicate with each other.
But during this period, where the CAN bus attempts
to forward messages from more than two nodes con-
currently, then the identifier field is uniquely defining
the priority of the message through the network. The
messages are securely transmitted in the sequence of
priority without missing anyone, which is possible
with this technique. If a numerical value of the iden-
tifier is lower, then it is treated as a higher priority.
This means that the message with more prevalent
ID bits (i.e., Bit 0) will overwrite all nodes so that only
the predominant message will finally be acknowl-
edged by each node after arbitration of the ID

(iv) Using the Arduino controller and serial communi-
cation protocol on different device nodes, collision
avoidance, and obstacle detection techniques are
implemented on the smart vehicle via IoT modules.
To detect any obstacle through a different ultrasonic
sensor on the road, we can produce a message frame
to relay the node to a vehicle’s engine

The rest of the paper is structured as follows: the litera-
ture survey pertaining to this field is included in Section 2.
Section 3 describes the network protocol model and the pro-
posed system, and Section 4 represents the proposed frame-
work and operating theory, along with its implementation
processes and components. In Section 5, we describe the
simulation setup and result from analysis, and in Section 6,
we conclude our paper with some references.
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2. Literature Survey

Control Area Network (CAN) is detailed in [18] that pro-
vides a communication network between control units in
automotive industries. CAN provides vast advantages and
then it is widely used in distinct industries including mili-
tary, aviation, electronics, factories and many more. Here,
the microcontrollers and devices communicate among
themselves using CAN in the absence of a host computer
and there is no need to follow heavy access of the main con-
troller. In [19], The author describes CAN-BUS to be an
essential network technology for communication which is
implemented in the automobile network communication
sector with some characteristics like real-time implementa-
tion, reliability, and flexibility.

In [20], the current wireless home automation requires a
greater amount of RF recipients and thus the frequency
range varies. Electromagnetic waves may lose messages,
and the cost and complexity of multi-home automation will
be significant. This process is crucial for detecting problem
areas. Due to that, it allows controlling only limited devices.
The author talks about a Controller Area Network (CAN)
bus used to send and receive messages between automotive
devices [21]. There are possibilities of errors when transmit-
ting messages via the nodes. To detect those errors, a Con-
troller Area Network Adaptive Fault Diagnostic Algorithm
detects all of the CAN’s defective nodes.

In [22], the authors discuss the current parameters of
vital signs for patients in critical care units; patient’s bedside
are equipped with devices that keep intensivists and other
medical staff informed. This information allows paramedical
personnel to take the necessary measures for disease preven-
tion and cure. Extracting CAN messages from automotive
ECUs can be made successfully as detailed in [23]. It gives
the details of the construction of software and hardware,
which interfaces directly into the car with the CAN network.

It includes CAN bus transceiver behavioural models.
Thermal behaviour can be allowed for different types of sim-
ulations for verification in reasonable CPU time from core
verifications for detailed analysis of the integrity of signals
[24]. This review examines the research done on the Con-
troller Area Network (CAN) reliability analysis. In recent
decades, schedulability analysis has been extended to an
advanced technique that can determine whether or not the
time limits of several jobs performed by a single CPU or a
distributed system for nontrivial systems. [25]. This is a
description and illustration of a reliability analysis method
that focuses on auto systems based on CAN, that also con-
siders the impact of the error on schedulability analysis [26].

In [27] proposed an automotive CAN cluster for pro-
cessing messages by using a gateway mechanism. So, this is
used for worst-case response analysis (WCRT) for finding
lower and upper bound on the response time of the CAN
cluster of automobiles. It is efficient to monitor a large-
scale CAN cluster, and then its performance will be
improved by reducing unnecessary conservation in process
of designing. The WCRT analysis of CAN with sporadic
message execution in a multicore automotive gateway proto-
col has been designed by Xie et al. [28]. This process is con-

structed on global and portioned scheduling to evaluate real
message sets and guides the design optimization. This gate-
way technique can remove the bottleneck of the message
execution with the use of a small message execution delay,
but its real-time process can be improved through multiple
execution units. Alaei et al. [29] proposed a method for
improving message response time by using a statistical based
algorithm. In this paper, the stuff bits were reduced through
the Statistical Mask Calculation (SMC) which provided bet-
ter performance than the existing process. But the validation
will require to improve in the reliability of the CAN network
by minimizing bit stuffing.

The CAN is generally applied in various sectors like
industrial, home automation, transportation, medical sector,
and thermal plant, etc. that shows worst-case response time
(WCRT) at the time of execution. This occurs due to delay
in the periodic frame of the message, desynchronization of
the message frames, improper scheduling of frames, etc.,
which is the main reason for WCRT. But in this current or
proposed system is improvising the process response time
of message transmission in various units of the system that
makes the whole process full of automation. This paper pro-
vides a technique for analyzing the response time of CAN
through an enhanced method of bit stuffing, message for-
mat, and error handling mechanism to optimal way for the
handling of huge datasets. The existing process of the CAN
bus is designed to measure lower and upper bound on the
response time by using a cluster gateway algorithm which
is performed their activity on a large-scale cluster of the mes-
sage. But it sometimes does not give perfect responses due to
unnecessary conversion in the process. That is why this pro-
posed approach algorithm provides a perfect observation to
finding the response time of optimized or prioritized mes-
sage conversion in CAN bus that helps to avoid the cause
of the collision.

3. Proposed System

An automation domain that is a versatile way to monitor the
motor movement from a collision due to any obstacle is the
objective of the proposed method. The primary goal of this
phase is to ensure protection from unconditional road acci-
dents due to traffic congestion and reckless driving.

3.1. Serial Communication Protocols. The growing demand
for transmission of message has been controlled through
the different protocols for communication, which is based
on applications to build in a networked and internet-
connected environment [30] [31] [32]. But these protocols
vary from one another at the time of communication. So
the upper and lower end protocols form the transmission
procedures covering the various communication nodes of
automobiles [33]. The device’s CAN control bus and address
bus are referred to as the higher end. Together with the
increased focus on the distributed systems and networking,
the cost benefit and advanced capabilities of silicon technol-
ogy have led to the need for new highly organized commu-
nication methods in the area of field bus application. The
automobile expects scalable control systems with a high



Wireless Communications and Mobile Computing

Sensori Actuator 1 Sensori Actuator 2

Module 1 (Sensor)

Module 2 (Motor)

CAN bus

Module 3 (IoT)

Module 4

SensorT Actuator 3 SensorT Actuator 4

FiGure 1: Illustration of a distributed CAN bus network.
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standardization degree. The high level of standardization in
the hardware and software modules leads to reusable sys-
tems that are ready to adapt in any single application setting
to the various requirements and solutions [34]. The automo-
tive vehicle has been developed by adding many electronic
components with IoT modules for providing safety and to
improve collision avoidance systems. Consequently, they
need more and more hardwired, dedicated signal lines
because of the complexity of the sharing data transmission
control architecture of the system. This prompted the
replacement by network architecture of the current wiring
mode where the network system communicates via a com-
mon bus to all of the nodes. So this communication is ideally
performed through CAN protocol which was developed by
R. Bosch [35]. The CAN is used to communicate together
in real time at speeding up to 1 Mbps, sensor and actuator
via a two-wire serial data bus [36]. Focused on the concept
of the “Shared Variables,” the Virtual Levelled Systems
Architecture (VLSA) model forms the generic interface
architecture that is central to the CAN protocol [37]. Indi-
vidual tasks are handled by distributed controllers in the
VLSA architecture, with each one responsible for a portion
of the total control programme. Through their sensors and
actuators, nodes in a distributed system interact with the real
process. The nodes use a dynamic, priority-based arbitration
system to send messages on the bus. Figure 1 shows illustra-
tion of a distributed CAN bus network.

The nodes use a dynamic arbitration method based on
priority to pass messages on the bus [38]. The nodes filter
out the corresponding messages by filtering the message
algorithm. Any message sent on the bus is delivered to every
node in your network. Based on the message received, the
application will send control signals to the device via the
actuators. Jitter occurs when data packets are sent over your
network connection with a temporal delay. Congestion on
the network, as well as route changes, are common causes.

3.1.1. CAN Protocol. The CAN is described as two protocol
standards such as ISO 11898 and ISO 11519 [39]. The ISO
11898 standard monitors high speed communication up to
1Mbps in physical layer of OSI model. The upper limit for
ISO 11519 is 125kbps that is consisting of a sub-layer of
Logical Link Control (LLC) and a sub-layer of Media Access
Control (MAC) in data link layer [40] [41]. Controller Area
Network (CAN) Protocol defines in OSI model represents in
Figure 2.

To keep data and monitor information, the Data Link
Layer constructs data frames. Generally, some additional
services such as detecting frames with bit stuffing and also
used to re-transmit faulty data frames at the time of
communication.

The CAN Physical Layer in one given network transmits
data between different nodes; it decides the mode of trans-
mission of signals and thus addresses issues such as the
encryption, timing and synchronization of the communi-
cated data signal [42]. With the implementation of the
CAN protocol, the receivers of the sensor nodes data set will
be transmitted to the control unit of the device, which nor-
malizes the physical and data link layers of the OSI commu-
nication model for the automation domain, while the
higher-layer protocols such as CAL/CAN Open and the
CAN Kingdom, System Net, define the application layer
[41]. The upper layer of ISO/OSI model’s highest level, the
application layer, communicates with an application pro-
gram. The OSI layer closest to the end-user is the application
layer.

3.2. CAN Message Transfer. The maximum load for utility is
94 bits and restricted format communications of varying but
limited lengths are used by CAN. There is no particular
address in the messages. Instead, it can be thought that the
messages are addressed by four separate frame types for
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: fori = jdowntol
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: RT, = WCRT(m;,..., )
: while(RT_i>DL_i)do
: decrement;,..., (maximum priority)
(75, <71 )then

: returnFail

: endif

: RT, = WCRT(m;,..,, )
10 : endwhile

11 : endfor

12: Return success

O 0N O Ul i W N~

ALGorITHM 1: Message priority task algorithm.

communications such as a data frame, a remote frame, and
an error frame for sending and reporting a detected data.

3.2.1. Data Frame. The CAN systems are used to transfer
eight bytes of data frames with fixed data lengths through
the network. Eight separate bit fields are composed of a mes-
sage frame: frame start bit, data arbitration, control, data,

CRC frame, acknowledgement, frame end field and Inter-
Data space. So this protocol is defined by two frameworks
base and extended format [43] [44].

The CAN 2.0A specifies base format CAN systems with
standard 11-bit frame identifiers. But the CAN 2.0B iden-
tifies extended a format CAN system that has 29-bit frame
identification. Where the CAN 2.0B supports both 11 bit
and 29 bit identifiers, but the CAN 2.0A only supports 11-
bit frame. The extended format is used on complex heavy
traffic networks where the number of messages generated
by network transmitters is greater than the number of possi-
ble CAN ID codes that may be given to them. The Standard
CAN 11-bit ID provides the Extended CAN 29bit for 2, or
2047 separate message ID, whereas the CAN 29bit ID is
stretched to provide 2 or 538 million identifiers [45].

So the vehicular conflicts may arise due to cross-wind,
unbalanced friction coeflicients, also a flat tire, the driver’s
behaviour is taken into account. The CAN bus is used by
the Arduino UNO R3 module system as it relies on many
IoT control units residing in the vehicle’s Engine Control
Unit (ECU- L298N Motor Driver) which depends signifi-
cantly on the selection of the braking mechanisms (such as
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FIGURE 5: (a) Front and (b) top view of Smart Autonomous Collision Avoidance Vehicle.

TaABLE 1: Details of Network Parameters.

Network parameters

Value in numbers (nos)
(variable message ID)

Value in numbers (nos)
(variable message length)

Message length 5-8
Message 1D

1-5000

1-5000
1-500

hydraulic, pneumatic systems, electro-hydraulics, or even
the electro-mechanics) and the usability of the Electronic
Control Unit (ECU) as depicted in Figure 3 [46].

4. Working Principle and Methodology

4.1. Measuring Response Time of CAN. Measurement of the
CAN message worst-case latencies for real-time analysis
can be conducted on a fixed priority response time analysis
scheduling standard [47]. The response time can be calcu-
lated using a worst-case message queuing configuration.
The typical way to express the worst case action is to assume
a collection of streams of traffic and also producing a fixed
priority of queue messages on a periodic basis [48].

In the proposed model with message streams (MS) is
processed in CPU scheduling with three elements of the
messages <J;, Q;, C; >, where J; is the queuing jitter, Q; is
the queuing delay and C; is the communication delay of
message i. When lower priority messages are forwarded it
take a long time to be delayed in the queue (Q;). Then the
real-time need to send the message by bus, due to communi-
cation delay (C;). The response time of worst-case error
messages of the CAN bus is generally calculated, which
shows the overhead error EO; in terms of E(t) denotes the
maximum time required to signal and retrieve errors during
the interval t. The response time analysis of worst-case (WR)
can be determined by:

WR;=];+Q; +C,

Q=B+ ¥ {Mw C,+E(Q+C),

jehp(i) Tj

WR;=J;+B;+ )
Jehp(i)

PQ:*];' +Tbit)

T, } Ci+ Py

P =G+ E(Q+C)B; = vig%.)(ck)’

C = (mh +8P; + 15+ [(thriP,—l)" ) Tyirs

EO; = 15,auy,;, + maxgp, o (Cr + 31,auy,), (1)

(i) Captures the effect of external interference as an error
in many frames, rather than allowing the interference
pattern to be defined and that explanation gives the
consequence of message transmissions.

(ii) The period of interference does not reflect the
potential delay, e.g. assuming that interference with
duration 15,au;,, will in the worst case give an error
overhead.

(iii) Only allows relatively simple interference patterns
with an initial burst and a residual error rate.

(iv) Does not conveniently capture interference from
multiple sources.

4.1.1. Features of CAN Error Handling. Error Active is the
default mode for a node. When any of the two Error Counters
rises above 127, the node goes into Error Passive mode, and
when the Transmit Error Counter rises beyond 255, the node
goes into Bus Off mode. When an Error Active node identifies
errors, it transmits Active Error Flags. The signal was scattered
throughout propagation due to several nodes exchanging sam-
ple thresholds. The CAN bus can cause errors which are also
used for error finding and auto-checking tools to attain
resources of source-based controlling, bit stuffing, CRC bit
checks, as well as testing format of the message frame [49].
So, it is depicted in Figures 4(a) and 4(b).
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FIGURE 6: (a) Message length =5 — 8 and ID = 100 nos and (b) message length =5 — 8 and ID = 500 nos.

4.2. Bit-Stuffing Effect and Retransmission of CAN Message
Frame. When a CAN node detects an error in a transmission,
it sends an error flag consisting of six bits with the same polar-
ity. The bit stuffing method prevents six consecutive bits from
having the same polarity by adding a bit of opposite polarity
after the fifth bit. If the number of bit-stuffing increases then
the re-transmission of CAN messages can be increased. But
the bit-stuffing decreases then the re-transmission of CAN
messages can be decreased at the time of communication.

The message bit pattern is a set of stuffed bits that requires

probability distribution of each bit frame format [50]. So, the

distribution of communication time can be collected from
the number of stuff bits that is defined as

CD, (1) = CD, (1) + $(b) @)

At the time when the message communication is not suc-

cessfully transmitted to the destination, it is due to the delays
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or occurrence of any noise. Due to that reason, the message
may need to be re-transmitted which is denoted by RT; for
message i. So, It can be expressed as:

RT;=TS; * PR;] (3)

Where the total frames set defines as S; of a message i, and
the percentage of need for message re-transmission size can be
defined by PR,. In the case of non-complex data, PR,=0 and
for other types of data, it is expressed as PR;>0. Then the

Message ID
(b)
FIGURE 7: (a) Message length =5 — 8 and ID = 1000 nos and (b) message length =5 — 8 and ID = 1500 nos.

worst-case communication time (WC;) can be calculated for
message i without any error situation and can be expressed as

WC; =S, # py * Ty (4)

Here, when the bits are stuffed, then the worst case data
packet size is denoted as p,.
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FIGURE 8: (a) Message length =5 — 8 and ID = 2000 nos and (b) message length =5 — 8 and ID = 2500 nos.

4.3. Phase Communication Time and Optimal Action of
Message Frame. The instant jitter function can be expressed
as j;,, =P, — (m=TS;+¢;), and according to that, system
the jitter sum can be given as

t
]sz z
n=1n

-~

ji,m (5)
1

where j; . denotes the instant jitter of the k'h data frame of
the sensor node m, the beginning time of the communica-
tion is denoted as P;,,, ¢; is the start-up phasing of the sys-

tem and the communication time interval of sensor node i
is expressed as T'S;. So the alteration between the predicted
starting and actual time of communication is expressed by
the expression P;,, — (m = TS; + ¢,). The fitness can be cal-
culated for optimal action of the system as

F(t) = s (6)

When a number of messages is used for transmission,
then the crossover condition occurs and due to that,
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FIGURE 9: (a) Message length =5 — 8 and ID = 3000 nos and (b) message length =5 — 8 and ID = 3500 nos.

messages are queued according to their priorities. The suc-
cessors are formed during processing by crossover action.
It requires optimal scheduling; thus, we can choose a cross-
over probability of 1.0. Again, this process has improved the

optimization by using efficient transformation probability as
follows:

0.1(f,, = f)
Ptmns = fm _fa ’ f qu) (7)
0.2, f<fa

4.4. Message Analysis in CAN Protocol. The various level of
ECUs is accessed in automotive applications to transfer sig-
nals as a form of message for steering of wheel speeds, gear
selection and position of all controlled nodes of vehicles,
measured through the CAN [47]. There can be more than
2500 separate signals in a high-end car, each essentially
substituting an isolated connection in a conventional
point-to-point connection unit [51].

These signals are used to read the location of a foot-
brake; when it is pressed, the back-light section can be find-
ing changes in signal to on brake light to avoid collision by
ECU of IoT section of the CAN bus. When the messages
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FIGURE 10: (a) Message length =5-8 and ID =4000 nos and (b) message length =5-8 and ID =5000 nos.

of CAN are linked with the deadline, then it responds within
their time constraints as often as once every five milliseconds
due to the stability and engine control system of an
automobile.

4.4.1. Message Formats. The restricted data context is dis-
cussed in four message formats such as message frame, iso-
lated node, error bit, and excess load bit [52]. A data frame
starts with the begin-of-frame bit (BOF), 11-bit ID, and the
distant transfer request (DTR) bit [53] [54]. The area of arbi-
tration forms the ID and the DTR bit.

The control field contains six bits that also specify the
length of bytes in the data field, which can range from 0 to

8 bytes. Whereas a CRC bit is used to verify whether the
bit sequence has been modified or not in the data field.
The transmitter uses the 2-bit acknowledgment field
(ACK) to obtain correct frame recognition from of receiver.
The end of a message frame signal is denoted in the 7-bit
end of frame (EOF) which is expanded to a twenty-nine-
bit ID recipient. A 21-bit extended database framework is
also available.

(i) Response time calculations under normal case

(ii) Graph of maximum achievable utilization versus Tf

(iii) Graphs of response time of any message versus T/
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FIGURE 11: (a) Message length =1-10 and ID =500 nos and (b) message length = 1-100 and ID =500 nos.

(iv) Worst case tolerable value for Tf

Suppose for every first frame, message priorities are
already assigned; that is IT;, 1 is assigned for each 1<i<m
to first frame. In the absence of general losses, it can be
assumed that messages are organized accordingly: that is i
<j implies that m;, 1 <7, 1. If all subsequent frames are
assigned priority 7;,2 n;, assume that WCRT(, 7;,2n;) will
use the methods shown above to find the worst-case
response time RT; designed for message i. In order to deter-

mine whether a feasible priority assignment exists, one can
then use the algorithm given below in Algorithm 1.

This algorithm is optimal in that it always identifies one
of the priorities for the two levels allocated. This algorithm
starts with the lowest priority message frame, and then the
worst time complexity is O(n2). The algorithm is proposed
for analyzing the response time of the priority of messages
from message ID and length in the CAN network. However,
this algorithm evaluates response time based on message ID
and length.
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4.5. Components Description. Different types of hardware
components are required to design this proposed system:

4.5.1. Arduino UNO R3 Controller. It is an open-source and
IDE microcontroller that controls every movement of sensor
nodes and other system network nodes [55] [56]. The C or C
++ language are simply used for programming.

4.5.2. HC-SR04 Ultrasonic Ranging Module. The sensor
module is typically used in the 2 cm-400 cm range to mea-
sure the distance of the obstacle [57]. Thus, the angle of 15
degrees with a voltage of 5V dc is made.

4.5.3. L298N Dual Bridge Motor Driver Module. L298N is a
driver circuit with two inputs that makes the system to be
independently enabled or disabled and the motor movement
can also be controlled [58] [59]. In this case, the pulse of
PWM is used to set the service period for signalling.

4.5.4. DC Motors. DC motor is accompanied by the two
150 rpm DC motors, which needs 12V of voltage and 1-
2 Amp current to start moving from right to left.

4.5.5. SG 90 Microservo Motor. It is a very lightweight server
motor with high strength, which can rotate easily about 180
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FIGURE 13: (a) Message length = 1-2000 and ID =500 nos and (b) message length = 1-3000 and ID =500 nos.

degrees (90 per path) [60] [61]. However, the movement is
regulated through servo code, hardware and library.

5. Simulation Setup and Results Discussion

The intelligent self-employed vehicle is moving forward,
which calculates the distance of an obstacle automatically.
When an obstacle is detected within 20 cm via an ultrasonic
sensor, the message frames obtained are transmitted to the
controller. The CAN protocol code is received by the con-
troller, which instructs the command to regulate motor
movement from left to right and back. The collision avoid-
ance algorithm was successfully implemented in order to
reduce the problem. The front and top view of the Smart

Autonomous Collision Avoidance Vehicle is shown in
Figures 5(a) and 5(b).

5.1. Response Time Analysis. One of the types of field bus
control devices used in networking is CAN. It is a protocol
system based on a packet. Communication can be accom-
plished using the CAN protocol between different devices.
The CAN bus is used to control the unit of transmission
and receiving unit, which is mainly implemented due to
low costs. The CAN multi-master node cannot simulta-
neously be transmitting and accepting messages that consist
of a message ID as well as the message frame is communi-
cated consecutively to the bus.

The CAN carriers detect multiple access protocols with
collision detection and message priority arbitration, and



Wireless Communications and Mobile Computing

15

Message tranformation in a CAN

4000

3500

3000

2500

2000

1500
1

1000 —

Message length

500 —

0 T T T

0 50 100 150

250 300 350 400 450 500

Message ID

Message tranformation in a CAN

5000

4500

4000

3500

3000

2500

Message length

2000

1500

1000

500

0 50 100 150

200

250 300 350 400 450 500

Message ID

FIGURE 14: (a) Message length = 1-4000 and ID =500 nos and (b) message length =1-5000 and ID =500 nos.

there are two types of protocols used in it. For flow control,
the technique is used to confirm sensor data integrity, the
cyclic redundancy checks (CRC) for an error control mech-
anism, which also manages the remote frames and the over-
load frames. CAN-based Database file (.dbc) is taken from
the website CAN RT.dbc. It includes numerous attributes
such as Name, Statement, ID, Duration, Signals, and
Extended. We just take value for message length and mes-
sage ID in this document which is shown in Table 1. So,
these parameters observe the response of messages in the
field of communication within the CAN network. After
checking various data numbers, we get the following results,
which are shown below. Figure 6 shows (a) message length

=5-8 and ID=100nos and (b) message length=5-8
and ID =500 nos.

5.1.1. Result for Constant Message Length and Variable
Message ID. Figure 7 shows (a) message length =5 -8 and
ID =1000nos and (b) message length=5-8 and ID=
1500 nos. Figure 8 shows (a) message length =5 — 8 and ID
=2000nos and (b) message length=5-8 and ID =2500
nos. Figure 9 shows (a) message length=5-8 and ID =
3000 nos and (b) message length =5 —8 and ID = 3500 nos.
Figure 10 shows (a) message length =5 -8 and ID = 4000
nos and (b) message length=5-8 and ID =5000nos. In
the simulation result, we got some figures which represent
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different outcome from the use of CAN RT.dbc. Figures 6-
10 represent that the message transformation is performed
in the CAN network of two classes of inputs generated by
taking fixed values for message length 5-8 and random
values for message ID like 100nos, 500nos, 1000 nos,
1500 nos, 2000 nos, 2500 nos, 3000 nos, 3500 nos, 4000 nos,
5000 nos, respectively. When the simulation of the above
network is performed by changing of message ID parameter,
which shows response time (located through the white line)
that varies through the process. The above analysis shows
that the response time is more delayed by increasing mes-
sage ID numbers. Similarly, the message is highly responded
to at fewer messages ID which is shown in the above figures.

5.1.2. Result for Constant Message ID and Variable Message
Length. We have some figures in the simulation outcome
that show different outcomes from the use of CAN RT.dbc.
In the CAN network, figures reflect the message conversion
of two groups of inputs created by taking fixed values for
message ID 500 numbers and random values for message
length such as 1-10, 1-100, 1-500, 1-1000, 1-2000, 1-3000,
1-4000, 1-5000. When this network simulation is performed
by changing the message length parameter with fixed mes-
sage length and it shows no more changes in the response
time of the process in the above figures. Figure 11 shows
(a) message length=1-10 and ID =500nos and (b) mes-
sage length =1 - 100 and ID = 500 nos. Figure 12 shows (a)
message length =1 - 500 and ID =500 nos and (b) message
length =1-1000 and ID =500nos. Figure 13 shows (a)
message length = 1 — 2000 and ID = 500 nos and (b) message
length =1-3000 and ID =500nos. Figure 14 shows (a)
message length = 1 — 4000 and ID = 500 nos and (b) message
length =1 — 5000 and ID = 500 nos.

5.2. Discussion. In a practical scenario, several attributes
such as Name, Statement, ID, Extended, Length, Signals
have to be considered from the collected database. If all these
attributes are combined, we can get an unschedulable frame-
work in certain situations. Therefore, some of the attributes
already in the database, such as Name, Statement, Expanded,
and Signals, need to be removed. For communication, some
powerful attributes such as ID and length have to be consid-
ered for a particular message.

We might easily get a very negative analysis to find
errors if there are many such data and we compose them.
We have shown from the simulation outcome that there
was no difference in the simulation outcome for different
message length values by holding the message ID
unchanged. In other words, we can assume that message
length variance has less influence than message ID. We take
the message ID from 1 to 5000 in this paper and check the
network conjunction result. We also shift the message’s
duration from 1 to 5000 and examine the transformation
impact of this change in values.

The existing approaches tested in a limited range of mes-
sage length and message ID values which is not provided a
clear idea about the performance of the CAN network. But
this paper is taking 1-5000 numbers values for message
length and message ID. According to the proposed experi-

Wireless Communications and Mobile Computing

ment is evaluating performance in two ways like (i) constant
message length with variance number of values (1-5000) for
message ID and (ii) constant message ID with variance
number of values (1-5000) for message length. Thus the per-
formance is varied on the case of constant message length
with variance number of values (1-5000) for message ID,
but the consistent performance is evaluated on the case of
constant message ID with variance number of values (1-
5000) for message length.

6. Conclusion and Future Scope

While several solution algorithms and concepts have been
developed over several years to solve conflict issues using
CAN communication on the vehicle network, there have
been few attempts to develop a solution to the handling of
errors. This is a comparison-based analysis of the variable
message ID and constant message length figures that we
concluded that if we send no more messages at a time, then
there would be more conflict on the network. The recipient
will not get the real message due to conflict, and there will
also be a risk of receiving more than one message at a single
node. The CAN protocol is used to provide a secure and
robust serial communication bus from sensor nodes to the
control unit of an automated system. When the sensor node
of the IoT module is received, a message frame can be trans-
mitted to the destination node that can be responded to in
time. The phase of communication time and the optimal
action of the message frame are utilised to build a flexible
format for transmission of a frame from sender end to
receiver end, which implies that a system node can receive
a message frame and respond to it via an acknowledged
frame bit. The proposed scheme achieves high precision,
determining the location of an obstacle and then monitoring
the impact of collision time.

More number of experiments could be carried out and
future directions are:

(a) To assess the efficiency of the algorithms, a large
number of experiments with more tasks have to be
tested

(b) Secondly, it is important to evaluate large-size prob-
lem cases using periodic preemptive tasks

A new automatically moving algorithm between the EDF
algorithm and the ACO scheduling algorithm should be
developed in the future to work with overloaded conditions.
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