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Applying the orthogonal matching pursuit (OMP) to estimate the underwater acoustic (UWA) orthogonal frequency division
multiplexing (OFDM) channels is attractive because of its high estimation accuracy and low computational cost. However,
most existing OMP-based algorithms suffer the limited estimation accuracy in impulsive noise (IN) cases. Through the studies
can be found, only part of channels’ estimation is affected due to the random IN which appears transient and intermittent in
time and frequency. Based on this observation, joint time-frequency OMP (JTF-OMP) method is proposed, where the
estimation of the affected channels benefits adaptively from that of adjacent channels in time or frequency. It is well known
that preliminary Doppler scale estimation is key to the subsequent OMP algorithm, which is difficult to deal with due to the
IN. To solve this problem, an adaptive Doppler scale estimation (ADSE) method is proposed. It involves generating two
shorter identical cyclic prefixes (CPs) for each OFDM symbol, placed before two adjacent OFDM symbols. The repetition
pattern can adaptively defend the IN which appears randomly and shortly in time. Simulation results show that the proposed
algorithms integrating JTF-OMP with ADSE can achieve much higher estimation accuracy and better system reliability than
the OMP in the IN environment.

1. Introduction

The increasing marine service requirements urgently need to
enhance the data rate of underwater acoustic (UWA) commu-
nication [1, 2]. However, the UWA channels at the physical
layer are facing many challenges for high speed communica-
tion, such as long delay spread, significant Doppler scale,
and severe channel attenuation [3]. Orthogonal frequency
division multiplexing (OFDM) is recognized as an effective
technique to meet the challenges, due to its robustness against
frequency selectivity and interference [4]. To improve UWA
OFDM system, instantaneous channel state information
(CSI) through channel estimation is required, which is the
basis of adaptive resource allocation at the transmitter and
stable signal detection at the receiver [5].

By modeling and estimating the UWA channels as a
basis expansion model (BEM), the time-varying nature of
the channels can be modeled arbitrarily well [6, 7]. However,
the BEM method alone will become more inefficient with

much longer delay spread or larger Doppler scale of the
UWA channels. The effective way to solve this problem is
to exploit the fact that UWA channels are naturally sparse,
i.e., most channel energy is concentrated in a few delay
and/or Doppler values [8]. In recent years, to make full use
of the sparsity of the UWA channels, compressed sensing
(CS) algorithms have been applied to the UWA channel esti-
mation, such as basis pursuit (BP), matching pursuit (MP),
and orthogonal matching pursuit (OMP) [9, 10]. Among
them, OMP algorithm is the most representative one, which
can achieve high estimation accuracy with low computa-
tional complexity [11]. To fully exploit its potential in the
UWA channel estimation, lots of related research is in prog-
ress. By adaptive iteration and gradient descent with sparse
signal, an adaptive gradient descent OMP algorithm is pro-
posed in [12], where the process of signal reconstruction is
transformed to the unconstrained optimization problem. A
look-ahead backtracking OMP-based sparse channel estima-
tion technique is developed in [13], where the Doppler scale
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is estimated and compensated by PN sequence in time
domain. A novel and computationally efficient channel esti-
mation algorithm is proposed in [14]; the OMP algorithm is
combined with the maximum a posteriori probability
(MAP) technique to estimate the UWA channel gains. A
greedy algorithm technique of the OMP implemented with
the BEM is proposed in [15], where no prior information
about channel statistics is required and the spectral leakage
can be avoided. To make the expansion coefficients uncorre-
lated with the increasement of the OFDM frame length,
time-varying complex-valued channel path gains are
estimated using BEM based on the orthonormal discrete
Legendre polynomials [16]. To determine an appropriate
iteration termination condition, [17] derives an adaptive
OMP (A-OMP) algorithm based on the power ratio of the
residual vector, where the recovery sparsity of the UWA
channels is exploited.

Most of the aforementioned works assume that impul-
sive noise (IN) can be ignored in the UWA system; hence,
they suffer the limited estimation accuracy in the IN cases.
Unfortunately, due to human activities as well as natural
sources, IN is frequently encountered, and it cannot be
completely removed at the receiver by using blanking or
clipping techniques [18]. Accordingly, joint channel and
IN estimation methods have attract attention. The proposed
method in [19] adopts the generalized approximate message
passing (GAMP) to jointly estimate the channel and the IN,
which assumes that a priori statistics about the IN can be
acquired. Two pilot-subcarrier-based joint algorithms are
proposed in [20] to improve the performance of channel
estimation and IN mitigation, but the accurate positions of
the IN are required in the received OFDM signal. A recur-
sive CS algorithm incorporating Kalman filter and Smoother
(KFS) is developed in [21], which adopts the sparse Bayesian
learning (SBL) to construct the CS framework. However,
these methods either require extra bandwidth for null sub-
carriers or use the statistical feature of the IN as the basis
for instantaneous estimation.

In fact, the IN in the UWA system is very complex and
difficult to be classified into a specific statistical characteris-
tic. Furthermore, the statistical value of the IN may be quite
different from the instantaneous value. Through the studies
can be found, only part of the UWA channels’ estimation
is affected due to the random IN which appears transient
and intermittent in time and frequency. According to litera-
ture [17], the IN will lead to huge channel gain variations on
the elements of the estimated channels, and the iteration
should be terminated early in the process of the OMP
algorithm. In view of these, joint time-frequency OMP
(JTF-OMP) method is proposed in this paper; the pilot
subcarriers are divided into groups at the same interval
and estimated separately. If the iteration corresponding to
a group is terminated early due to the IN, meaning that this
part of channels’ estimation is not accuracy, then the estima-
tion is adaptively weighted by the estimation of adjacent
channels in time or frequency.

In addition, Doppler scale is also difficult to be estimated
due to the IN, which is key to the subsequent OMP algo-
rithm. Based on the guard interval insertion way, OFDM

schemes can be categorized into three types: cyclic-prefix
(CP), zero-padding (ZP), and time domain synchronization
(TDS) OFDM [22–24]. In this paper, a CP-based adaptive
Doppler scale estimation (ADSE) method is proposed; two
shorter CPs for each OFDM symbol are generated and
placed before two adjacent OFDM symbols, and a bank of
parallel and self-correlator matched branches as [25] is used.
Doppler scale estimation is performed by searching the
branch with the largest self-correlator value, and two CPs
can ensure the effective search in the IN cases. The main
contributions can be summarized as follows:

(i) The proposed JTF-OMP method makes full use of
the transient and intermittent feature of the IN
occurring in time and frequency. The pilot subcar-
riers are grouped at the same interval and estimated
separately; hence, some groups are not affected by
the IN which is frequency selective, while the estima-
tion of the affected channels can benefit adaptively
from that of adjacent channels in time or frequency

(ii) The proposed ADSE method takes advantage of the
randomness and transience of the INoccurring in time.
On the premise of maintaining the same spectral and
energy efficiency as traditional single CP structure,
two shorter CPs with reasonable distance can ensure
the self-correlation of the received signal in the IN
cases, which is key to the Doppler scale estimation

(iii) The proposed algorithms do not require null sub-
carriers for channel estimation; hence, channel
resource is saved. In addition, the proposed JTF-
OMP method and ADSE method can be used in
combination, alone, or embedded into other exist-
ing algorithms; they have good compatibility

The rest of this paper is structured as follows. The system
model is discussed in Section 2, and the proposed ADSE
method is presented in Section 3. Then, the JTF-OMP algo-
rithm is deduced and realized in Section 4. The numerical
results and analysis are illustrated in Section 5. Finally, the
conclusion is drawn in Section 6.

Notation. The following notations will be used through-
out this paper: Bold lowercase letters and uppercase letters
denote the vectors and matrices, respectively. AT , AH , and
A−1 denote the transpose, conjugate transpose, and inverse
of A, respectively.

2. System Model

In this paper, a novel OFDM transmission structure is pro-
posed matching to the ADSE method. As shown in Figure 1,
it involves generating two identical CPs for each OFDM sym-
bol, placed before two adjacent OFDM symbols. To maintain
the same spectral and energy efficiency as traditional single CP
structure, the CP length is set to half of the traditional.

Let T denote the OFDM symbol duration and Tcp the
length of CP. Let K denote the number of subcarriers, and
define B = K/T the system bandwidth. The kth subcarrier is
at frequency
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f k = f0 +
k
T
, k ∈ C, ð1Þ

where f0 is the carrier center frequency and C = f−K/2,⋯,
K/2 − 1g is the subcarrier set.

Let x½k� denote the symbol transmitted on the kth sub-
carrier. The transmitted signal in baseband can be given as

s tð Þ = 〠
k∈C

x k½ �ej2π k/Tð Þtg tð Þ, ð2Þ

where gðtÞ denotes the segmented rectangular windows of
total length T + 2Tcp as

g tð Þ =
1, t ∈ T int

0, otherwise
,

(
ð3Þ

where T int = ½−3Tcp − T ,−2Tcp − T� ∪ ½−2Tcp,−Tcp� ∪ ½0, T�.
Then, the corresponding passband signal can be

written as

~s tð Þ = Re ej2πf0t〠
k∈C

x k½ �ej2π k/Tð Þtg tð Þ
( )

= Re 〠
k∈C

x k½ �ej2πf ktg tð Þ
( )

:

ð4Þ

The channel impulse response for the time-varying
UWA channel is often defined as

h t, τð Þ =〠
l

Al tð Þδ τ − τl tð Þð Þ, ð5Þ

where AlðtÞ and τlðtÞ are the gain and time-varying
delay of the lth path, respectively.

As in [25], the UWA OFDM symbol duration is around
100ms to 200ms, while the channel coherence time is usu-
ally on the order of seconds. Hence, for the duration 2T +
3Tcp shown in formula (3), the path gain can be assumed
constant AlðtÞ ≈ Al, and the time-varying delay can be
reasonably approximated by a Doppler rate as

τl tð Þ = τl − alt, ð6Þ

where τl and al are the initial delay and Doppler scale of
the lth path, respectively.

Hence, the channel model in (5) can be simplified to

h t, τð Þ =〠
l

Alδ τ − τl − altð Þð Þ: ð7Þ

When the passband signal in (4) passes through the
UWA channel described in (7), the received passband
signal is

~r tð Þ =~s tð Þ ⊗ h t, τð Þ + ~w tð Þ

= Re 〠
k∈C

〠
l

x k½ �Ale
j2πf k 1+alð Þt−τlð Þ~g tð Þ

( )
+ ~w tð Þ, ð8Þ

where ~gðtÞ = gðð1 + alÞt − τlÞ and ~wðtÞ = ~nðtÞ + ~vðtÞ is
the composite noise at passband.

By converting the passband signal ~rðtÞ to baseband rðtÞ,
satisfying ~rðtÞ = Re fej2πf0t · rðtÞg, the following can be given

r tð Þ = 〠
k∈C

〠
l

x k½ �ej2π k/Tð Þ 1+alð Þt−τlð Þ × Ale
j2πf0 alt−τlð Þ~g tð Þ +w tð Þ,

ð9Þ

where wðtÞ = nðtÞ + vðtÞ, nðtÞ, and vðtÞ are the composite
noise, background noise, and IN at baseband, respectively.

3. Adaptive Preliminary Doppler
Scale Estimation

According to literature [26], all the paths have approxi-
mately the same Doppler scale, i.e., al ≈ a, and the small dif-
ference can be treated as additive noise. Then, the received
baseband signal in (9) can be simplified as

r tð Þ = 〠
k∈C

〠
l

x k½ �ej2π k/Tð Þ 1+að Þt−τlð Þ ·Ale
j2πf0 at−τlð Þ +w tð Þ,

ð10Þ

for ðð1 + aÞt − τmaxÞ ∈ T int corresponding to the rectan-
gular window ~gðtÞ, where τmax = max

l
τl.

Because two identical CPs are generated for each OFDM
symbol as shown in Figure 1, some of the transmitted signal
has a repetition pattern as

s tð Þ = s t + T + Tcp
� �

, t ∈ T fro, ð11Þ

where T fro = ½−3Tcp − T ,−2Tcp − T� ∪ ½−2Tcp,−Tcp�.
As can be verified from (10), when the IN can be

ignored, i.e., wðtÞ = nðtÞ, the received baseband signal still
retains such a repetition pattern even after the UWA multi-
path propagation as

r tð Þ = e−j2πf0 a/ 1+að Þð Þ T+Tcpð Þr t +
T + Tcp
1 + a

� �
, ð12Þ

for ðð1 + aÞt − τmaxÞ ∈ T fro.
In fact, the IN cannot be completely removed at the

receiver. But it has the randomness and transience feature
occurring in time. As in formula (12), the received baseband
signal retains the repetition pattern in two different time
periods, because two identical CPs are designed in this

CPi-1… …CPi+1 CPi+1 CPi+2OFDMi-1 OFDMi+1OFDMiCPi CPi

Figure 1: The proposed novel OFDM transmission structure.
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paper, i.e., T fro includes ½−3Tcp − T ,−2Tcp − T� and ½−2Tcp,
−Tcp�; the distance is T + Tcp. There is a great possibility
that one of the time intervals is not affected by the IN.
The problem is then to detect the repetition period to find
the Doppler scale.

An ADSE method is proposed in this paper to find the
Doppler scale based on the correlation metrics from the
bank of self-correlators as shown in [25]. Assuming the
oversampling time is ts = 1/λB, where the oversampling fac-
tor λ is an integer, then the oversampled baseband signal is
r½n� = rðtÞjt=nts . The self-correlation metric can be given as

M ~K , d
� �

= ∑n=d+K ′−1
n=d r n½ �r∗ n + K̂

� �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n=d+K ′−1

n=d r n½ �j j2 ·∑n=d+K ′−1
n=d r∗ n + K∧½ �j j2

q ,

ð13Þ

where ~K , d, and K ′ are the window size, delay, and CP
size, respectively.

As can be seen from (12), Doppler scale changes the
period T + Tcp to ðT + TcpÞ/ð1 + aÞ; the optimal estimated

window size K̂ shall be λKðT + TcpÞ/Tð1 + âÞ, where â is
the estimated Doppler scale; hence, it can be estimated as

â =
λK T + Tcp

� �
− TK̂

TK̂
: ð14Þ

The CP size K ′ can be obtained by ~K satisfying K ′
= ½~KTcp/ðT + TcpÞ�, where ½·� means the integer rounding.
The delay d is used to find the starting position of the two CPs.

The proposed ADSE algorithm is shown in Algorithm 1.
When the correlation metric of any branch exceeds the

threshold in step 8, it means that a repetition pattern is
detected. However, the repetition pattern occurs in two cases
as shown in Figure 2. In case A, the correlation metric
shown by marks 1 and 2 in Figure 2 is calculated at step
10. In case B, the correlation metric shown by marks 3
and 4 is calculated at step 11. Note that the positions ds
and ds − Ks may be negative, which are determined by
the reference position. By obtaining the maximum value
in step 12, the influence of the IN can be greatly weakened
because it rarely appears in all the positions shown in
Figure 2 at the same time, and the Doppler Scale can be
estimated more accurately.

4. Joint Time-Frequency OMP Channel
Estimation Algorithm

4.1. The Processing of the Received Signal. After the prelimi-
nary Doppler scale estimation, the received bandpass signal
in (8) needs to be resampled according to the estimated
Doppler Scale â to mitigate the Doppler effect, leading to

~z tð Þ =~r t
1 + â

� �
= Re 〠

k∈C
〠
l

x k½ �Ale
j2πf k 1+alð Þ/ 1+a∧ð Þð Þt−τlð Þg′ tð Þ

( )
+w′ tð Þ,

ð15Þ

where g′ðtÞ = gððð1 + alÞ/ð1 + âÞÞt − τlÞ and w′ðtÞ is the
composite noise.

By converting the resampled passband signal ~zðtÞ to the
baseband zðtÞ, such that ~zðtÞ = Re fej2πf0t · zðtÞg, the follow-
ing can be obtained

z tð Þ = 〠
k∈C

x k½ �〠
l

Ale
−j2πf kτl · ej2πf0cl t · ej2π k/Tð Þ 1+clð Þtg′ tð Þ + �w tð Þ,

ð16Þ

where cl = ðal − âÞ/ð1 + âÞ is the residual Doppler scale
and �wðtÞ = �nðtÞ + �vðtÞ, �nðtÞ, and �vðtÞ are the composite
noise, background noise, and IN at baseband, respectively.

Performing CP-OFDM demodulation, the output Ym on
the mth subchannel can be calculated as

Ym = 1
T

ðT
0
z tð Þe−j2π m/Tð Þtdt = 〠

k∈C
H m, k½ �x k½ � + �wm, ð17Þ

where H½m, k� is the transfer coefficient and �wm is the
composite noise on the mth subchannel.

Collecting the H½m, k� into the transfer matrix H, and
the Ym, x½k�, and �wm into vectors y, x, and w, respectively.
Then, formula (17) can be denoted as

y =Hx +w: ð18Þ

Due to the delay spread and Doppler scale of the UWA
channel, OFDM subcarriers lose their orthogonality, where
coefficient H½m, k� denotes the contribution of the kth sub-
carrier to the mth FFT output. According to (16) and (17),
the following equation is satisfied

H m, k½ � =〠
l

Ale
−j2πf kτl × 1

T

ðT
0
ej2πf0clt · ej2π k/Tð Þ 1+clð Þt · e−j2π m/Tð Þtdt,

ð19Þ

where the value of the rectangular windows g′ðtÞ is one
in the integral expression.

Set ξk,τ = e−j2πf kτl and f m,k,c = ðk −m + clðk + f0TÞÞ/T ,
leading to

H m, k½ � =〠
l

Alξk,τ ·
1
T

ðT
0
ej2πf m,k,ctdt

=〠
l

Alξk,τ ·
1

jπf m,k,cT

ðT
0
ejπf m,k,ctd ejπf m,k,ct

	 

=〠

l

Alξk,τ · ejπf m,k,cT · sin πf m,k,cT
� �
πf m,k,cT

=〠
l

Alξk,τ · ρm,k,c,

ð20Þ

where ρm,k,c = sin cðπf m,k,cTÞejπf m,k,cT .
Defining the mixing matrix ΦðcÞ with ðm, kÞth element

½ΦðcÞ�m,k = ρm,k,c, and the diagonal matrix ΛðτÞ with kth
element ½ΛðτÞ�k,k = ξk,τ, then the transfer matrix H can be
expressed as
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H =〠
l

AlΦ cð ÞΛ τð Þ: ð21Þ

4.2. Sparse Channel Estimation. According to the sparsity of
the UWA channel, applying compressed sensing theory to
channel estimation can reduce the complexity of the algo-
rithm. As in [27], an overcomplete dictionary of the delay
and Doppler scale parameters is established in this paper,
which can be expressed as

τp ∈
T
ηK

, 2T
ηK

,⋯, τmax

� �
, ð22Þ

cq ∈ −cmax,−cmax + Δc,⋯, cmaxf g, ð23Þ
where the delay-resolution index η is an integer; T/ηK

and Δc are the resolutions of the delay and Doppler scale,
respectively; and cmax is the maximum value of cl. A number
of delay steps and Doppler steps are Nτ = ηKτmax/T and
Nc = 2cmax/Δc + 1, respectively. Hence, the gain of the lth
path with delay τl and Doppler scale cl can be denoted as
Ap,q; the matrix H can be rewritten as

H = 〠
Nτ

p=1
〠
Nc

q=1
Ap,qΦ cq

� �
Λ τp
� �

: ð24Þ

Note that the channel model in (24) is not a BEM itself.
However, considering that the UWA signal is a narrowband

signal, the model reduces to the complex exponential BEM
as shown in [27].

Then, formula (24) can be expressed equivalently as the
following linear model

y = Fh +w, ð25Þ

F = Φ c1ð ÞΛ τ1ð Þx Φ c2ð ÞΛ τ1ð Þx⋯Φ cNc

� �
Λ τNτ

� �
x

� �
,
ð26Þ

h = A1,1 ⋯ A1,Nc
A2,1 ⋯ A2,Nc

⋯ ANτ ,Nc

�� �T , ð27Þ
where F is the original sample set composed of the delay

and residual Doppler scale and h is the set of the corre-
sponding channel gains.

The UWA channels are naturally sparse, namely, most
channel energy is concentrated in a few delay and/or Dopp-
ler values. Hence, h in (27) is sparse, and only some elements
are not zero, which can be estimated by substituting the
known pilot signal for y in (25). In this paper, OMP-based
algorithm is considered, which is the most representative
one among the CS algorithms. Since the composite noise w
in (25) includes the IN which appears transient and inter-
mittent in time and frequency, part of the channels’ estima-
tion will be affected.

To resolve this problem, the pilot subcarriers are divided
into groups at the same interval and estimated separately.
Let NP denote the number of pilot subcarriers, and NG
denotes the number of groups on the premise that NE =
NP/NG is an integer. Then, formulas (25) and (26) can be
rewritten as

yPi = FPi
h +wPi

, ð28Þ

FPi
= SiΦ c1ð ÞΛ τ1ð ÞxPi

⋯ SiΦ cNc

� �
Λ τNτ

� �
xPi

� �
, ð29Þ

1: Initialize the self-correlation threshold Mth, maximum Doppler Scale Amax
2: and initial delay d0
3: Set Mmax = 0, K̂ = 0, â = 0
4: Set Wmin = ½λKðT + TcpÞ/Tð1 + AmaxÞ�, Wmax = ½λKðT + TcpÞ/Tð1 − AmaxÞ�
5: for ds = d0 to d0 +Wmax
6: for Ks =Wmin to Wmax
7: Use (13) to calculate MðKs, dsÞ
8: if jMðKs, dsÞj >Mth
9: M1 = jMðKs, dsÞj
10: M2 = jMðKs, ds + KsÞj; M3 = jMð2Ks, dsÞj
11: M4 = jMðKs, ds − KsÞj; M5 = jMð2Ks, ds − KsÞj
12: M0 =max

i
ðMiÞ

13: if Mmax <M0 Mmax =M0; K̂ = Ks; end if
14: end if
15: end for
16: end for
17: if K̂ > 0 Use (14) to calculate â; return â
18: else Go to step 1;
19: end if

Algorithm 1: The proposed ADSE algorithm.

CPi-1… …CPi+1 CPi+1 CPi+2OFDMi-1

3

4

B
A

2

1

OFDMi+1OFDMiCPi CPi

Figure 2: The possible location of the maximum correlation
metric.
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where yPi
, FPi

, wPi
, and xPi

are the received signal, part of
the transfer matrix, part of the noise, and transmitted pilots
corresponding to the ith group pilots, respectively. Si is the
selection matrix that selects the elements in Y that corre-
spond to nonzero entries in the ith group pilots.

The proposed OMP-based algorithm is shown in Algo-
rithm 2. It is named JTF-OMP because the estimation of
the affected channels can benefit adaptively from that of
adjacent channels in time or frequency.

When krjk2 ≥ εkzk2 is not satisfied in step 11, it
means that the residual vector is small enough and the
channel estimation is accurate. When kℏ∧jk2 ≥ σ is not
satisfied, it indicates that the remaining estimated taps
are resulted by the IN according to literature [17], where
σ is decided by the power of transmitted signals, the
power of the IN, and the number of pilots. Then, this
part of channel estimation needs to be multiplied by a
coefficient γ in step 19. The overall channel estimation
h is obtained by the weighted addition of each hi in step
21. Hence, the estimation of the affected channels benefits
adaptively from that of adjacent channels in frequency.
Finally, the judgement is done in step 22. If the partial
estimation is interrupted many times due to the IN,
meaning that the IN is serious, then the channel estima-
tion is corrected adaptively by the value in the previous
OFDM-period. In a word, the proposed JTF-OMP
algorithm makes full use of the transient and intermittent
feature of the IN occurring in time and frequency.

5. Simulation and Analysis

In this section, the performance of the proposed algorithms
is presented and compared through Monte Carlo simula-
tions, in terms of the normalized mean square error (NMSE)
and the bit-error-rate (BER). The NMSE is defined as

NMSE = ∑N
i=1 hi − hij j2
∑N

i=1 hij j2
, ð30Þ

where hi and hi denote the real and the estimated chan-
nel impulse response, respectively.

The simulation parameters are depicted as follows. The
CP-OFDM specifications are consistent with [28] except
for the CP structure. The carrier center frequency, band-
width, number of subcarriers, number of pilots, symbol
duration, subcarrier spacing, and CP length are summarized
in Table 1. The pilot subcarriers are distributed on every
fourth subcarrier. There are no null subcarriers; the remain-
ing 768 subcarriers are used for data symbols. All of the sym-
bols are encoded with a rate 1/2 nonbinary LDPC code and
modulated by QPSK constellations.

The number of discrete paths is 15, and the delay differ-
ence between adjacent paths follows an exponential distribu-
tion with the average value ψ. To reflect different scenarios
over distances, ψ is within the range of 0:2 ~ 1ms. The
amplitude follows a Rayleigh distribution with the average
power decreasing exponentially with the delay. The Doppler

1: Initialize the resolution related parameters η and Δc,
2: the maximum values τmax and cmax;
3: Input the received signal y, transmitted pilots xP , previous estimation h0,
4: the number of groups NG and decision indexes σ, εðε < 0:01Þ;
5: Initialize the vectors h = 0, β = 1, and coefficient γðγ < 0:5Þ;
6: fori = 1toNG
7: Extract yPi and xPi

from y and xP , respectively; Set Si;
8: Use (29) to calculate FPi

; Set z = yPi
, A = FPi

;
9: Initialize the iteration number j = 1, residual vector r0 = z,

10: the atomic index set b0 = Ø and estimated channel vector bℏ0 = 0;
11: whilekr jk2 ≥ εkzk2orkℏ∧jk2 ≥ σ

12: Find the optimal index λj = arg max
n=1,2,⋯,NτNc

jhan, rk−1ij;
13: Update the index set bj = ½bj−1, λj�;
14: Set Xj = Abj

, consisting of columns of A indexed by bj;

15: Compute bℏ j = ðXj
HXjÞ−1Xj

Hrj−1;

16: Update the residual vector rj = r j−1 − Xj
bℏ j; j = j + 1;

17: endwhile
18: hi = bℏ j−1
19: ifkhik2 < σβi = γ; end if
20: end for
21: h =∑iβihi/∑iβi;
22: if∑iβi <NG/2 h = ðh0 + γhÞ/ð1 + γÞ; end if
23: return h;

Algorithm 2: The proposed JTF-OMP algorithm.
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scale is Gaussian distributed with the mean 0 and standard
deviation D. The resolution of the Doppler scale in the over-
complete dictionary is set to be 0.01m/s.

The composite noise w in (25) is modeled as two-
component Gaussian mixture (GM) model, which is
widely used to study the IN environment [20]. The prob-
ability density function of the noise on the mth subchan-
nel is modelled as

f w m½ �ð Þ = 1 − θð ÞN 0, σ2
n

� �
+ θN 0, σ2n + σ2v

� �
, ð31Þ

where N ð·Þ is the complex Gaussian distribution func-
tion and θ is the IN occurrence probability (INOP). σ2

n and
σ2v are the variances of the background noise and IN, respec-
tively. In the following simulations, θ is within the range of
0 ~ 0:1; accordingly, about 0 ~ 100 IN samples are generated
within one OFDM block. In addition, σ2n and σ

2
v are varied to

generate different signal-to-noise ratio (SNR).
In Figure 3, the NMSE performance of the proposed

algorithms versus SNR is evaluated under different Tcp and
ψ. As can be seen, when the ψ is smaller, the smaller Tcp
has little loss of performance. However, when the ψ gets
larger enough, the smaller Tcp makes the performance worse
obviously. The proposed ADSE method involves generating
two shorter identical CPs for each OFDM symbol, as shown
in Figure 1. In order to maintain the same spectral and
energy efficiency as traditional single CP structure, the CP
length is set to be 12.3ms, i.e., half of the traditional value
which is 24.6ms. Herein, the length of the guard interval
has not been changed. The difference is that only half of
the OFDM tail data has been copied to the CP. Therefore,
the proposed two CPs structure can also well mitigate the
effect of the intersymbol interference (ISI) and intercarrier
interference (ICI). Meanwhile, high estimation accuracy is
maintained when the ψ is not large enough, corresponding
to the small or medium distance UWA environment.

Figure 4 shows the BER performance versus INOP under
different number of groups NG, where σ

2
n and σ2v are kept at

the values so that the SNR is 16 dB when the INOP is 0.02.
When the INOP is larger, the BER performance is improved
with the increase of NG. However, when NG increases fur-
ther, the BER performance deteriorates gradually. It is
because that appropriate grouping can make good use of

the estimation of the channels which are not affected by
the random IN. But, too many groups will lead to too few
pilot subcarriers, which degrades the channel estimation.
In fact, NG needs to be adjusted adaptively according to
the actual number of the pilot subcarriers. In the current
simulation configuration, setting NG to be 2 or 4 is a rela-
tively good choice.

Figure 5 shows the BER performance versus SNR under
different standard deviation D. The notation ADSE in the
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Figure 3: The NMSE performance versus SNR under different Tcp
and ψ (for NG = 2, D = 0:2m/s, η = 3, λ = 3, and θ = 0:02).
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Figure 4: The BER performance versus INOP under number of
groups NG (for D = 0:2m/s, ψ = 0:5ms, η = 3, λ = 3, and θ = 0:02).

Table 1: Parameters of CP-OFDM in numerical simulation.

Parameter Notation Value

Center frequency f0 13 kHz

System bandwidth B 9.77 kHz

No. subcarriers K 1024

No. pilots NP 256

Symbol duration T 104.86ms

Subcarrier spacing Δf ≔ 1/T 9.54Hz

CP length Tcp 12.3ms
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figure means that the Doppler scale is estimated by the pro-
posed ADSE algorithm. The notation no PDSE means that
the Doppler scale is not preliminarily estimated, i.e., â = 0
in (15) and cl = al in (16). As can be seen, BER is decreased
significantly through the ADSE algorithm when the SNR is
higher, and the improvement is more obvious with the
increase of Doppler scale. Because the Doppler effect is mit-
igated through the ADSE algorithm, i.e., cl is much closer to
0 than al; accordingly, the overcomplete dictionary of Dopp-
ler scale in (23) gets much smaller. This shows that the
ADSE algorithm can improve the accuracy and convergence
speed of the JTF-OMP algorithm.

In Figure 6, the BER performance under different η and
λ is evaluated. It can be observed that the performance is
improved with the increase of η, but the improvement satu-
rates quickly. It is because that the increase of the dictionary
size of the delay can better reflect the discrete nature of the
channel in continuous time. In addition, the oversampling
factor λ > 1 increases the performance slightly. Clearly, the
Doppler scale can be better estimated through finer self-
correlation metric in (13). However, larger η and λ increase
the computational complexity. To achieve better compre-
hensive performance, η and λ have both adaptively set to
be 3 in the current simulation configuration.

In Figure 7, the NMSE performance of the proposed
algorithms is compared with the A-OMP [17], the OMP
[14], and the least-square (LS) algorithm, respectively. The
notation DSE in the figure means that the Doppler scale is
preliminarily estimated by the DSE algorithm [25]. As can
be observed, the CS-based algorithms significantly outper-
form the LS-based algorithm. This can be explained by the
fact that the former better exploit the sparsity of the UWA
channels. Meanwhile, the proposed algorithms integrating
JTF-OMP with ADSE can achieve NMSE performance

advantages under all SNR cases, because the interference
problem of the IN has been better considered and dealt with.

Figures 8 and 9 show the BER performance of these algo-
rithms. As can be seen, the proposed algorithms always
maintain the best BER performance, while the OMP algo-
rithm with no PDSE has always been the worst. There are
performance gaps between the JTF-OMP and the two others
and gaps between the ADSE and the two others. The results
also show that the JTF-OMP and the ADSE can be
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λ (for NG = 2, D = 0:2m/s, ψ = 0:5ms, and θ = 0:02).
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adaptively embedded into other existing algorithms, and
some performance gain can be achieved.

In Figures 10 and 11, the BER performance of these algo-
rithms versus INOP is evaluated, where the values of σ2n and
σ2v are consistent with Figure 4. It can be found that the pro-
posed algorithms integrating JTF-OMP with ADSE remain
the best BER performance with the increase of INOP. The

performance gaps between these algorithms are similar to
Figures 8 and 9. Obvious, the proposed algorithms can
achieve much higher estimation accuracy and better system
reliability than others in the IN environment. It can be
explained that the JTF-OMP and the ADSE have made full
use of the transient and intermittent feature of the IN occur-
ring in time and frequency, and the impact of the IN has
been greatly mitigated.
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Figure 9: Comparison of the BER performance versus SNR
between the proposed algorithms and the A-OMP (for NG = 2, D
= 0:2m/s, ψ = 0:5ms, η = 3, λ = 3, and θ = 0:02).
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Figure 10: Comparison of the BER performance versus INOP
between the proposed algorithms and the OMP (for NG = 2, D =
0:2m/s, ψ = 0:5ms, η = 3, and λ = 3).
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between the proposed algorithms and the A-OMP (for NG = 2, D
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6. Conclusions

Considering the UWA communication in impulsive noise
environment, adaptive algorithms integrating JTF-OMP
with ADSE are proposed in this paper. In the ADSE method,
on the premise of maintaining the same spectral and energy
efficiency as traditional single CP structure, two shorter
identical CPs for each OFDM symbol are generated and
placed before two adjacent OFDM symbols. By searching
the branch with the largest self-correlator value related to
the two CPs, the Doppler scale can be estimated effectively
in the IN cases. In the JTF-OMP algorithm, the pilot sub-
carriers are divided into groups at the same interval, and
the estimation is adaptively weighted by the estimation
of adjacent channels in time or frequency according to
the severity of IN. The proposed algorithms do not require
null subcarriers for channel estimation; hence, channel
resource is saved. Simulation results verify the validity of
the proposed algorithms; much higher estimation accuracy
and better system reliability can be achieved in the IN
environment. Our future research work will focus on the
cross-layer channel estimation techniques via acknowl-
edge/not-acknowledge (ACK/NAK) feedback for UWA
communication in the IN environment.
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