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The indagation improves the SSD network to improve the target detection performance in unmanned driving at night. In target
detection, the goal is to identify and locate the different types of objects present in an image. The first-level target detection method
pulls categorization information and target position information for use by the second-level target detection algorithm using the
featured MAP created by the deep network. The depth characteristics, on the other hand, are processed using long-distance
convolution and downsampling. Given the lack of geographical information, research alludes to the concept of semantic
segmentation and proposes a method for improving the first-level target identification algorithm SSD by mixing shallow
characteristics from the backbone network with deep features obtained through sampling. In addition, this research enhances
the generation method and loss function of the preselection box by taking into account the peculiarities of pedestrian detection
data. Undertakings to experiments on the two data sets provided by INRIA and Caltech show that the improved model USSD
reported in this paper improves both the efficiency of detection and speed of retrieval.

1. Introduction

At present, most of the research on environment perception
of unmanned driving focuses on daytime scenes, while the
research on night scenes is relatively small, which makes
the application of unmanned driving at night very limited.
Unmanned driving at night can use infrared cameras to per-
ceive temperature-sensing imaging of surrounding environ-
mental objects, but the formed images are relatively
common, and the images have shortcomings such as less
texture information, more noise, and blurred images [1], so
the night target detection is more difficult. Effective night
target detection can reduce the occurrence of traffic acci-
dents and has high application value. The popular camera
terminal provides the possibility to obtain a large number
of video image data, but at the same time, the huge amount
of data makes the inefficient manual browsing become an
obstacle to obtain information [2]. With the improvement
of hardware performance, the rapid development of artificial
intelligence technology began to replace manual browsing to
obtain information from video images.

Deep learning-based target detection algorithms have
now exceeded traditional detection methods and have

become the mainstream of contemporary target detection
algorithms, which mostly include single-stage (one-stage)
and two-stage (two-stage) target detection algorithms. The
two-stage algorithm is based on the Faster RCN (Faster
Region) network [2] series of target detection methods,
which cannot meet the requirements of real time, and it can-
not meet the requirements of the candidate area. The speed
is relatively slow. The one-stage algorithm is based on SSD
(single-shot multibox detector) network [3] and YOLO
(you only look once) network [4–6]. The idea of the SSD
network and YOLO network is to transform the target detec-
tion task from a classification problem into a regression
problem and complete the target location and classification
at one time. The SSD network is based on the anchor point
mechanism in the Faster RCN network, and a similar prior
box method is proposed. The SSD network adds a feature
pyramid-based detection method, that is, predicting targets
on feature maps of different receptive fields.

Target detection includes two tasks: classification and
location. However, these two tasks conflict with each other.
The classification task requires the model to be invariant to
the spatial position and pose transformation of the target,
but the positioning task requires the model to be sensitive

Hindawi
Wireless Communications and Mobile Computing
Volume 2022, Article ID 1500428, 9 pages
https://doi.org/10.1155/2022/1500428

https://orcid.org/0000-0001-8682-2459
https://orcid.org/0000-0001-5093-6905
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/1500428


to it. In essence, the semantic segmentation task of pixel by
pixel classification has the same problem [7]. Currently,
popular regression-based target identification algorithms
produce and categorise candidate frames of various sizes
on the original image (as shown in Figure 1), then sort a
large number of candidate frames using nonmaximum sup-
pression, and lastly determine the target position using bor-
der regression. In this paper, we take the feature MAP pixels
to generate candidate frames on the original image and clas-
sify them as a coarse-grained semantic segmentation task.
Referring to the idea of considering classification and local-
ization in semantic segmentation, the multiscale feature
acquisition process is applied to the backbone network,
and the method of combining deep features with shallow
features is used for target detection. In order to improve
the speed of target detection, this paper selects the network
model DarkNet [4] which has an excellent performance in
speed and precision as the backbone network, simplifies
convolution, and proposes the USSD model. Finally, accord-
ing to the characteristics of pedestrian detection data, this
paper improves the generation method and loss function of
the preselected border.

The paper is organized as follows: the related work is
presented in Section 2; Section 3 consists of the method sec-
tion. Section 4 discusses the experimentation design. Finally,
in Section 5, the research work is concluded.

2. Related Work

Like other computer vision tasks, before the emergence of
convolution neural networks, traditional target detection
methods rely on simple visual features such as texture, color,
edge, and hand-designed features. Then, the position, size,
and category of the target are obtained by using a regression
model and classifier, respectively. The commonly used man-
ually designed features include the scale-invariant feature
transform (SIFT) feature, histogram of oriented gradient
(HOG) feature, and local binary pattern (LBP) feature [8].
The commonly used classifiers are support vector machines
(SVM) and AdaBoost [9]. Literature [8–13] is a typical
example of this kind of method. The artificial features used
by them are limited by the designer’s experience, the limita-
tions of complex targets are fully exposed in the detection
task, and the accuracy and robustness of the algorithm are
difficult to meet the requirements of practical application.

Convolution neural network (CNN) has an excellent
performance in the field of computer vision. The perfor-
mance of R-CNN [14], the first target detection algorithm
based on CNN, is far superior to the traditional algorithm
based on artificial features at that time [15]. Since then, deep
learning algorithm has been widely used in the field of target
detection. The series models represented by R-CNN follow
the idea of traditional methods: firstly, candidate frames of
samples are generated; then, the features of candidate border
regions are extracted and classified; and finally, the bound-
aries of candidate borders are adjusted. This kind of method
is called a two-stage algorithm. The two-stage algorithm can
usually achieve excellent detection results, but the cumber-
some training steps, a large number of calculations, and

complex candidate region extraction algorithm have become
the bottleneck of its performance improvement. Fast R-
CNN [16], Fast R-CNN [17], and mask R-CNN [18] have
addressed the issues of computational redundancy and
time-consuming candidate region extraction, but it is diffi-
cult to reduce a large number of parameters in the two stages
of feature extraction and reclassification of candidate
regions, and the improved algorithm still struggles to meet
real-time requirements. To solve this problem, a one-stage
algorithm, represented by YOLO [19], which only needs to
extract features once, is proposed. In a one-stage algorithm,
the target detection is regarded as a regression problem, and
the image features are divided into grids to predict the target
border. The speed of generating a preselected border on fea-
ture MAP is much faster than that of feature RE Extraction
of the candidate border region. However, due to the lack of
calculation of candidate region features, the target location
accuracy and classification accuracy of the one-stage algo-
rithm are inferior to those of the two-stage algorithm. In
order to improve the speed and accuracy of target detection
at the same time, SSD [20] uses the multiscale concept of tra-
ditional machine learning algorithm on the basis of YOLO
[20, 21] prediction regression box and predicts the regres-
sion box on the feature MAP of different scales, which
makes up for the shortage of regional feature calculation in
YOLO algorithm and obtains the detection speed of YOLO
[5, 6] and the detection accuracy of Fast R-CNN.

YOLO V3 [4] model put forward its own backbone net-
work DarkNet53. The basic module of DarkNet53 is shown
in Figure 2. The convolution of 1 × 1 is used for dimension
reduction, which reduces the calculation amount. The over-
all structure of the model is shown in Table 1. A large num-
ber of basic modules are used. In order to avoid the negative
effect of the gradient caused by pooling, the convolution
with step size 2 is used instead of pooling to realize down-
sampling. The performance of this network is very good.
Its classification performance is close to that of ResNet152,
and its speed is nearly twice that of ResNet152. It has
become one of the important backbone networks of the tar-
get detection model in recent years. The USSD model pro-
posed in this paper conducts comparison experiments by
replacing the backbone network, and finally, DarkNet53 is
selected as the backbone network.

3. Method

In this section, we defined SSD, USSD, USSD’s preselected
border generation method, and loss function in detail.

3.1. SSD. SSD is an additional structure added to the end of
the underlying network, as depicted in Figure 3. SSD selects
the commonly used depth model as the basic network to
extract the overall features of the image, then transforms
the extracted features to different resolution scales through
a simple convolution layer and pooling layer, and then gen-
erates a fixed size and number of preselected framesets and
the confidence degree of object categories in the frame
through the features of different scales. Finally, a large num-
ber of preselected edges are processed by nonmaximum
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suppression operation; finally, the final positioning results
are obtained.

The way SSD generates preselected borders is similar to
the anchor mechanism in Fast R-CNN. As shown in
Figure 4, an anchor border is generated by taking each point
on the featured MAP as the center, and a series of concentric
preselected borders are generated according to different bor-
der length and width height ratios. Suppose that m (m = 6 in
SSD300 model, m = 4 in USSD model) is used to generate
preselected borders. The border length Smin of the bottom
feature MAP and the border length Smax of the top feature
MAP are set. The border length of other feature graphs is
calculated by the following formula:

sk = smin +
smax − smin
m − 1 k − 1ð Þ, k ∈ 1,m½ �: ð1Þ

There are five values for the width height ratio α. The
width and high pass formula (2) of the preselected border
are calculated according to the width height ratio and the
frame length:

wa
k = sk

ffiffiffiffi
ar

p , hak =
skffiffiffiffi
ar

p , ð2Þ

where sk is the anchor border length of the featured MAP of
the layer, that is, the size when the height-width ratio of the
preselected border is 1. In addition, a square preselected bor-
der of sk′ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sk × sk+1

p
will be set.

3.2. USSD. The image feature within the preselected frame
range of the associated original image is represented by each
element of the feature graph, which may be thought of as a
coarse-grained semantic segmentation. Semantic segmenta-
tion models often use a continuous upsampling structure
to obtain multiscale features that are easy to classify. In this
paper, U-Net [22] is combined with SSD to ensure the clas-
sification accuracy of each pixel in the featured MAP (as

(a) (b)

(c)

Figure 1: (a) Partial preselected borders generated by the model. (b) Classification results on the 4 × 4 feature MAP. (c) Classification results
on the 8 × 8 feature MAP.
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Residual

Figure 2: DarkNet53 basic block.

Table 1: DarkNet53.

Type Filters Size Output

Convolution 32 3 × 3 256 × 256
Convolution 64 3 × 3/2 128 × 128
1 × basic block 128 × 128
Convolution 128 3 × 3/2 64 × 64
2 × basic block 64 × 64
Convolution 256 3 × 3/2 32 × 32
8 × basic block 32 × 32
Convolution 512 3 × 3/2 16 × 16
8 × basic block 16 × 16
Convolution 1024 3 × 3/2 8 × 8
4 × basic block 8 × 8

3Wireless Communications and Mobile Computing



shown in Figure 5). The difference between pedestrian detec-
tion and general target detection is that the number of
pedestrian targets is large and dense, and spatial information
is particularly important. Therefore, global pooling and full
connection layer without local information and 1 × 1 resolu-
tion feature MAP without spatial information are no longer
used in backbone network.

Classification and location are two contradictory tasks,
and USSD considers the distinction between the two. The
deep network model fully extracts features from images to
obtain feature MAPs with rich classification information
and converts classified information into feature MAPs with
different resolutions through continuous upsampling. The
shallow network model’s categorization information is lim-
ited, and most of them focus on a small set of visual features,
but shallow features have a lot of spatial position informa-
tion. USSD combines the deep features with the shallow fea-
tures to obtain the final multiscale features, giving
consideration to both classification and positioning. In this
paper, DarkNet53 was used as the backbone network. The
classification accuracy of DarkNet53 is close to that of
ResNet152, and the running time is only about 1/2 of that
of ResNet152. The calculation of the semantic segmentation
network is dense. In order to speed up the calculation and

not lose the performance of the model, as shown in
Figure 6, this paper USES more concise 1 × k convolution
and k × 1 convolution instead of k × k convolution and con-
tinuous convolution [7].

3.3. USSD’s Preselected Border Generation Method. Based on
the anchor point idea in R-CNN, the SSD generates prese-
lected borders by setting different aspect ratios and basic
scales on multiple feature MAPs with different resolutions.
Each preselected border needs to learn to predict the confi-
dence of the categories and the bias about the coordinate
position and width and height values. The former is the clas-
sification task, and the latter is the regression task. The pur-
pose is to identify the target category as far as possible and
get close to the marked border from the position. The gener-
ation effect of preselected borders is very important to the
quality of detection results. The parameters of SSD-
generated preselected borders were determined according
to the clustering of VOC2007 and VOC2012 data sets [23].
The targets in the data set were of many categories and dif-
ferent shapes. Therefore, the generation method of width
and height ratio symmetry in Figure 7(a) was adopted to
evenly deal with various targets. However, this balanced gen-
eration method is not suitable for pedestrian detection.
Pedestrian data is relatively regular. There is no case when
the aspect ratio is larger than 1, and the height value is bigger
than the width value. Pedestrian detection mostly considers
walkers who are standing. The change of background and
attitude and the distance between pedestrians and the cam-
era do not affect the aspect ratio of pedestrians, which is
within a relatively fixed range [24]. According to this charac-
teristic, two improved generation methods of preselected
border are designed in this paper.

hi = hmin +
hmax − hmin

k − 1 × i − 1ð Þ, i ∈ 1, 5½ �, ð3Þ

wi = hi × ratio: ð4Þ
Figure 7(c) is a revision of Figure 7(b). The ratio of width

to height of pedestrian is within a certain range, so the way
of taking fixed value is not suitable for the object of height
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to width comparison. Considering that too many preselected
borders will affect the detection speed, the correction
method is to generate three preselected borders in the way
of Figure 7(b) to increase the height and reduce the width.

Based on the second preselected border, two preselected bor-
ders with abnormal width/height ratio are generated.

3.4. Loss Function. As shown in Equation (5), the loss func-
tion is divided into two parts: confidence loss and position-
ing loss. In this paper, the confidence loss is improved.

L x, c, l, gð Þ = 1
N

Lconf x, cð Þ + αLloc x, l, gð Þð Þ, ð5Þ

where N is the number of matching to the real border, l rep-
resents the predicted border, and g represents the real bor-
der. Furthermore, because the confidence loss and
positioning loss are prone to have a big numerical difference,
the default value is 1 to avoid biased introduction of and
adjust the proportion between them.

Confidence loss is calculated based on the model’s classi-
fication certainty for the target category in the bounding
box, while the SSD model uses the crossentropy loss in the
common classification task. Equation (6) is divided into
two terms: the former represents the matching degree
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Figure 6: Two simplifications of the convolution.

(a) (b) (c)

Figure 7: (a) SSD precheck box generation method. (b) Improved
precheck box generation method 1. (c) Improved precheck box
generation method 2. Figure 7(b) is a generation method of
preselecting boxes of different heights with fixed aspect ratio. In
the process of generating candidate borders, 5 candidate boxes are
generated on each layer of different feature MAPs. A maximum
height and minimum height should be set for each layer of
feature MAP, and the generation process is shown in Equations
(3) and (4).
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between the predicted border and the real border on the cat-
egory; the latter represents the probability that there is no
entity within the predicted border to judge it as the back-
ground; the greater the prediction probability, the smaller
the loss will be.

Lconf x, cð Þ = − 〠
N

i∈Pos
xPij log ĉPi

À Á
− 〠

i∈Neg
log ĉ0i

À Á
, ð6Þ

ĉPi =
exp cPi

À Á
∑Pexp cPi

À Á , ð7Þ

where I represents the bounding box ordinal number of
model output, J represents the real bounding box ordinal
number, P represents the category ordinal number, P = 0
refers to the background, xPij ∈ f0, 1g represents whether
the predicted border matches the real border, and the judg-
ment of whether the border matches depends on the IOU of
the two, with the threshold value of 0.5. Probability ĉP is
processed by Softmax.

Crossentropy loss takes a fair approach to data, that is, to
treat both positive and negative samples equally, as well as
simple samples and difficult samples equally. There are a
large number of background samples in the pedestrian
detection data set that are easy to be classified. These sam-
ples will account for most of the loss in the training process
and have a great impact on the model gradient, which will
degrade the model to a certain extent. Although the method
of introducing weight factor can partially solve the problem
of negative and positive sample imbalance, it cannot balance
the simple and difficult samples. Focus loss [25] can reduce

the weight of simple samples, focus the training of the model
on difficult samples, and further solve the problem of sample
imbalance.

Lconf x, cð Þ = − 〠
N

i∈Pos
1 − ĉPi
À Áγ

xPij log ĉPi
À Á

− 〠
i∈Neg

1 − ĉ0i
À Áγ log ĉ0i

À Á
, ð8Þ

where ð1 − ĉPi Þγ is the weight factor and the difficulty degree
of the sample is judged according to the probability ĉPi . A
large prediction probability means that the sample is a sim-
ple sample that is easy to be classified and USES a small
weight; otherwise, it means that the difficult sample uses a
large weight. γ ≥ 0 is an adjustable super parameter, known
as a focusing parameter, and a criterion for judging the dif-
ficulty of controlling samples.

The positioning loss calculates the deviation value
between the prediction box and the real box, including the
center point coordinate deviation and the size deviation of
the bounding box, using the loss of smoothL1. Unlike the
confidence loss, the positioning loss is only calculated for
the positive class samples with solid inside the frame, and
the negative class samples without solid inside the frame
are ignored.

Table 2: Data set statistics.

— — Pedestrian Positive sample Negative sample

INRIA
Train set 1280 614 1218

Test set 566 288 453

Caltech
Train set 192K 67K 61K

Test set 155K 65K 56K
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Figure 8: The model set AR (a) on the test set with different aspect ratios MAP (b).

Table 3: Experimental results of a method for generating
preselected boxes with fixed aspect ratio.

Ratio 0.3 0.35 0.4 0.45 0.5

AR 82.47 83.26 86.66 86.65 84.18

MAP 71.08 73.26 75.12 75.23 74.55
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Lloc x, l, gð Þ = 〠
N

i∈Pos
〠

m∈ cx,cy,w,hf g
xkijsmoothL1 lmi − ĝmj

� �
,

SmoothL1 að Þ =
0:5a2, if aj j < 1,

aj j − 0:5, otherwise,

(

ð9Þ

where fcx, cy,w, hg represents the abscissa and ordinate of
the center point and the width and height of the border,
respectively. Border regression means that the prior border
obtained by nonmaximal suppression is adjusted by gradient
descent to obtain the final predicted border.

4. Experimental Design

4.1. Data Set. Common pedestrian detection data sets
include MIT, KITTI, INRIA, Caltech, and CityPersons,. In
this paper, INRIA and Caltech data sets are used for experi-
ments. INRIA pedestrian detection data set includes images
of different scenes of various sizes, mainly from long-term
network collection, with a small amount of data [26]. Cal-
tech pedestrian detection data set mainly includes about 10
hours of video, with a video resolution of 640 × 480 and a
frame rate of 30Hz. The video is taken from vehicle dash-
cam or other camera equipment. The content of the video
is about roads and pedestrians in the city. The tagged video
contains about 250K frames, including 2300 pedestrians and
350K frames, and the tagged information includes border
information and shielding information. The image of pedes-
trian in the data set is a positive sample, while the image of
nonpedestrian is a negative sample. Table 2 shows the statis-
tics for the two data sets.

4.2. Experimental Result. In order to verify the effectiveness
of the algorithm, specific experiments are carried out in this
paper. Faster R-CNN, SSD, and YOLO V3 were selected for
the effect comparison on the test set. Common target detec-
tion evaluation criteria were adopted in the experiment:
mean average precision (MAP), average recall (AR), and
frame per second (FPS) [24].

In order to determine the appropriate primary frame
aspect ratio, this paper carried out a set of comparative

experiments, from 0.3 to 0.5 for 0.05 step; set up the primary
frame aspect ratio of the experiment; the result is shown in
Figure 8; the use of extreme aspect ratio (0.3) of the experi-
mental results is poorer; an aspect ratio from 0.4 to 0.45 can
obtain good effect; the subsequent experiments of USSD use
a wide high percentage which is 0.45.

In this paper, according to the characteristics of pedes-
trian data, the generation mode of preselected border is
improved, and two improved generation modes of prese-
lected border are proposed. In order to verify the effective-
ness of the method, a second group of comparative
experiments is conducted. The experimental results are
shown in Table 3. The method of producing preselected bor-
ders with precise dimensions based on pedestrian character-
istics is beneficial, as is the method of reserving preselected
borders with anomalous width/height ratios while maintain-
ing the width/height ratio of the preselected border. Figure 9
shows the effect comparison of pedestrian detection using
three methods of generating the edge of the preselected
box. On the basis that the pedestrian can also be accurately
located, the predicted border generated by the improved
method proposed in this paper is more in line with the

(a) (b) (c)

Figure 9: Pedestrian detection and comparison of three preselection box generation methods.

Table 4: Experimental results of the generation mode of precheck
box.

Model AR MAP

USSD+Figure 6 83.96 72.53

USSD+Figure 6 85.07 74.26

USSD+Figure 6 86.65 75.23

Table 5: Final experiment result.

Model
INRIA Caltech

AR MAP AR MAP FPS

Faster R-CNN 82.75 73.4 80.26 67.22 55

VGG16+SSD 82.47 71.62 79.32 65.07 69

YOLO v3 85.94 74.57 81.14 69.10 81

VGG16+USSD 86.65 75.23 83.05 69.35 70

DarkNet53+USSD 86.45 74.60 82.61 69.02 86

7Wireless Communications and Mobile Computing



pedestrian target. Table 4 shows experimental results of the
generation mode of precheck box.

The final comparison experimental results are shown in
Table 5. Figure 8 shows the precision-recall curve of the
model on the two data sets. Compared with the detection
effect of the SSD model and USSD model using VGG16 as
the backbone network on the data set, the improved model
USSD in this paper has better performance in AR and
MAP indicators [27]. In order to improve the detection
speed, USSD replaced the backbone network with Dar-
kNet53 and used the two methods in Figure 5 to replace
the general convolution and continuous convolution, and
the detection speed and effect were good [26, 28]. The con-
volution calculation is a loss for the sparse certain classifica-
tion performance at the expense of methods for calculating
speed, but the pedestrian detection is a binary classification
problem; difficulty is far less than the general classification
of the target detection task; the simplified model also can
adapt to the demand, so the complete Faster R-CNN and
YOLO V3 model failed to make adequate classification
advantage; and the detection speed is also weaker than for
convolution model of USSD simplified in this paper. Finally,

Figures 10 and 11 show the comparison of the model on the
indicators of Miss Rate (MR) and False Positive per Image
(FPPI). USSD has better performance.

5. Conclusions

The paper analyzes the method of unmanned target
detection in complex scenes. In view of unmanned driv-
ing, pedestrian detection is the crucial procedure, and the
target detection algorithm at this stage is not effective in
detecting small and medium targets. This paper, SSD
network model is applied to pedestrian detection, and
the USSD model is proposed to improve the model
according to data characteristics. In the process of gener-
ating precheck box, in order to obtain more spatial infor-
mation from the feature MAP and refer to the multiscale
feature combination method that combines classification
and positioning in semantic segmentation, USSD trans-
forms the deep features into the feature MAP with mul-
tiple resolutions through upsampling and combines with
the shallow features extracted from the backbone net-
work. Furthermore, this research purposely presets the
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dimensions and aspect ratio of preselected boundaries
and recommends two presets, based on the features of
pedestrians with similar aspect ratios. Finally, experi-
ments were carried out on INRIA and Caltech pedestrian
detection data sets, and the results were improved. More-
over, the simplification of convolution did not cause per-
formance degradation but improved the detection speed,
which could better meet the practical application require-
ments. The main difficulty of the previous research is to
efficiently identify and detect small targets in a large
background under uncertain conditions in harsh environ-
ments (occlusion, highly similar background and fore-
ground, natural weather, etc.).

Data Availability

The data used to support the findings of this study are
included within the article.
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